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� Introduction
An estimated 217 million people have moderate to severe vi-

sion impairment, and 36 million people are blind according to 
2018 World Health Organization data.1 Glaucoma, a leading 
cause of blindness, clogs the eye’s drainage system which causes 
pressure to build up inside the eye. High pressure damages the 
optic nerve which is responsible for carrying visual informa-
tion to the brain. Optic nerve damage can lead to blindness.2 
It is important to explore this issue because glaucoma affects 
60.5 million people globally.3 As vision loss from glaucoma is 
irreversible, early detection and timely treatment are critical to 
managing the disease. The diagnosis of glaucoma in its early 
stages is challenging. Misdiagnosis can lead to failure in iden-
tifying those with the condition until significant vision loss has 
occurred.4,5 The regular eye checkup for early detection takes 
a great deal of time for ophthalmologists, which prompts the 
development of an automatic disease diagnosis system.

Similarly, Diabetic Retinopathy (DR) is an eye condition that 
affects people with diabetes and is the fastest growing cause of 
blindness.6 DR occurs when high blood sugar levels damage 
blood vessels in the retina. These blood vessels can swell, cause 
leakage, or, in some cases, completely close, preventing blood 
from passing through. Sometimes new, abnormal blood vessels 
grow on the retina. All of these changes can cause vision loss.7 
Doctors use retinal fundus images to diagnose DR. The manual 
evaluation of these images is slow and demands substantial re-
sources. Regular screening is required for early detection of the 
disease which makes automatic detection techniques a very at-
tractive alternative or supplement to current medical practices.

Machine learning, a branch of artificial intelligence, is de-
fined as a set of methods that can learn from data, detect 

patterns in data, and make decisions with minimal human 
intervention.8 Classification problems are a particular sub-
class of machine learning problems in which models use data 
to distinguish between distinct classes or categories. Hence, it 
is suitable for diagnosis of glaucoma or diabetic retinopathy. 
In the last few decades, many studies have been done on the 
automation of detection and prediction of glaucoma using dif-
ferent machine learning techniques as well as deep learning. 
In one of the studies, a comparison of the performance of the 
three machine learning classification models, neural network 
(NN), naïve Bayes (NB), and support vector machine (SVM), 
was done.9 This study concluded that the NN had the best 
performance with an accuracy of 87.8% using only nine oc-
ular parameters. The selected parameters enabled the trained 
NN to classify glaucomatous optical discs with relatively high 
performance without requiring color fundus images. Other 
studies have used deep learning methods to detect glaucoma in 
colored retinal fundus images. In one such study, the features 
were extracted from the raw images by Convolutional Neural 
Network (CNN) and fed to the SVM to classify the images 
into normal or abnormal. CNN distinguishes between normal 
and glaucomatous patterns for diagnostic decisions with an ac-
curacy, specificity, and sensitivity of 88.2%, 90.8%, and 85.0% 
respectively.10

    Goal
The goal of this study is to develop a software model that 

would help detect severe eye diseases like glaucoma and dia-
betic retinopathy at their early stages using different machine 
learning algorithms. The developed software would be used in 
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a web application with strong predictive power which would 
be very helpful to clinicians. 

Results and Discussion 
Various classification models including Logistic Regression 

(LR), Linear Discriminant Analysis (LDA), k-nearest neigh-
bor (KNN), Classification and Regression Trees (CART), 
Gaussian Naive Bayes (NB), Support Vector Machines 
(SVM), Random Forest (RF), and Gradient Boosting (GB) 
were tested to develop the software model. The patient dataset 
contained the information about patients as well as healthy 
individuals. The dataset was shuffled and 70% of the dataset 
was used as training dataset and the remaining 30% was test 
dataset. To determine the best models, each model was evalu-
ated on the unseen test dataset using various metrics including 
accuracy, precision, recall, and F1 score. The best performing 
classification model was selected to create the web application.

   1. Testing the Glaucoma Dataset
   Using the training data, a 10-fold cross validation was per-
formed to train and evaluate the classification models. The 
average of the results obtained from ten iterations of cross 
validation were given in Table 1 for each classifier. The clas-
sification models were then used to validate the new, unseen 
test dataset and the predictions of each model was compared 
with the ground truth diagnosis. A summary of these results is 
displayed in Figure 1.

The RF model showed the highest performance considering 
all four metrics. The high recall means the model has a high 
ability to identify patients with Glaucoma. It also means that 
the RF model shows a small false negative ratio. In the medi-
cal field, the false negative ratio is often more important than 
the false positive ratio. The ROC/AUC of each classification 
model is given in Figure 2. RF again showed a high value of 
AUC. RF builds multiple decision trees and merges them to 
get a more accurate and stable prediction.

     2. Testing the Diabetic Retinopathy Dataset
   Using the training data, a 10-fold cross validation was per-
formed to train and evaluate the classification models.  The 
results are given in Table 2. None of the classification models 

showed an excellent prediction accuracy of the DR data set 
which led to the author’s attempt at using ensemble learning.

 A voting classifier (VC) ensemble model was developed 
with the four best-performing base classifier models (LR, 
LDA, RF, and GB). The ensemble model was used to vali-
date the test dataset and the predictions were compared with 
the ground truth diagnosis. The performance of the ensemble 
model and the base classifier models in validating the new, un-
seen test dataset are given in Figure 3. The ROC/AUC curve 
is plotted in Figure 4.

Table 1. Performance of the Models with glaucoma training dataset (10-fold Cross 
Validation).

Figure 1. Performance of the models with Glaucoma Test Dataset.

Figure 2. ROC/AUC with Glaucoma Test Dataset.

Table 2. Performance of the Models with the DR training dataset (10-fold Cross 
Validation).
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3. Web Application Development
   Using the highest-performing algorithms for the glaucoma 
dataset, RF, and diabetic retinopathy dataset, VC ensemble, a 
web application with an intuitive user interface was developed. 
The frontend of the web application was created with JavaS-
cript and backend was with Python. The knowledge acquired 
by the best-performing model in the case of each disease was 
saved for the backend. Users can input a csv file with the pa-
tients’ features and generate the output classification for each 
patient.

� Methods
 Performance Evaluation Criteria of Classification Models
A binary classification model classifies each data sample into 

one of two classes: a true and a false class. This gives rise to four 
possible classifications for each sample; a true positive, a true 
negative, a false positive, and a false negative. 11, 12

1. True positive (TP): the patient has a disease and the pre-
diction is positive.

2. False positive (FP): the patient does not have a disease, but
the prediction is positive.

3. True negative (TN): the patient does not have a disease
and the prediction is negative

4. False negative (FN): the patient has a disease, but the pre-
diction is negative.

Metrics such as accuracy, precision, recall, F1 score, and Re-
ceiver Operating Characteristic (ROC) are used to evaluate the 
performance of the classification models in this research. 

The accuracy of a diagnosis model refers to the model’s abil-
ity to correctly identify patients with the disease and without 
the disease. 

The precision of a diagnosis model refers to the ratio of 
correctly predicted positive observations (disease) to the total 
predicted positive observations.

The recall (sensitivity) of a diagnosis model refers to the abil-
ity of the test to correctly identify patients with the disease. 

The F1 score of a diagnosis model is the harmonic mean of 
precision and recall.

    Receiver Operating Characteristic (ROC)
   ROC graphs are constructed by plotting the TP rate against 
the FP rate. The diagonal line from the bottom left corner to 
the top right corner represents the random classifier perfor-
mance (Figure 5). The number of FP responses produced by 
a model mapped onto this line is equal to the number TP re-
sponses produced. Classifiers that fall in the region to the right 
of the random performance line have a performance worse 
than the random classifier, meaning it consistently produces 
more FP responses than TP responses. 

The point in the top left corner denotes perfect classification: 
100% TP rate and 0% FP rate.11,12 The area under the curve 
(AUC) can have any value between 0 and 1. The area under the 
dashed line (ROC curve of a random classifier) is 0.5. When 
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Figure 3. Performance of the models with DR Test Dataset.

Figure 4. ROC/AUC of the models with DR Test Dataset.

Figure 5. ROC Curve.13
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AUC is higher than 0.5, the model exceeds the random clas-
sifier whereas the prediction model is perfect when AUC = 1.  

The methodology used for this research is given in Figure 
6. The following classification models were compared in their
performance across glaucoma prediction and diabetic retinop-
athy prediction: LR, LDA, KNN, CART, GNB, SVM, RF, and
GB. After training the model on the training dataset, the mod-
el is tested on a new unseen test dataset. The web application
development centered on the highest performing algorithms
from each task and allows users to input csv files with patient
data for analysis. The website then generates the classification
for each patient.

A 10-fold cross-validation is used to evaluate the perfor-
mance of each model (Figure 7). The advantage of this method 
over repeated, random sub-sampling is that all observations are 
used for both training and validation and each observation is 
used for validation exactly once.14

   Ensemble Learning
   While a single model can capture the relationships within 
the data, several studies have found that single models have a 
ceiling in terms of performance.20 Many practitioners of ma-
chine learning use ensemble learning to improve performance 
on particular tasks. An ensemble contains a number of learn-
ers which are usually known as base learners.  Base learners 
are generated from training data by a base learning algorithm 
such as a decision tree, CART or other machine learning algo-
rithm. The generalization ability of an ensemble is often much 

stronger than that of base learners. Ensemble learning is able 
to boost weak learners into strong learners which can make 
very accurate predictions. The goal of ensemble methods is to 
combine the predictions of several base estimators built with a 
given learning algorithm to improve performance over a single 
estimator. In contrast to ordinary machine learning approaches, 
which try to learn one hypothesis from training data, ensemble 
methods try to construct a set of hypotheses and combine them 
for prediction. 

Typically, an ensemble is constructed in two steps. First, a 
number of base learners are produced, which can be generated 
in a parallel style or in a sequential style where the generation 
of a base learner has influence on the generation of subsequent 
learners. Then, the base learners are combined for use where 
among the most popular combination schemes are majority 
voting for classification and weighted averaging for regression. 
Generally, to get a good ensemble, the base learners should be 
as accurate and diverse as possible.15,20

  Patient Datasets
1. Glaucoma Dataset: The database includes eye examina-

tion records of glaucoma and normal cases. The records contain 
Retinal Nerve Fiber Layer (RNFL) thickness, ocular pressure, 
patient age, and Visual Field (VF) test parameters (Table 3). 
There are two datasets available, a training set containing 399 
cases and a test dataset containing 100 cases.16,17 The training 
dataset is used to train and validate the various classification 
models. Then, each classification model is used to validate the 
test dataset and the model with the highest performance is 
identified.

2. Diabetic Retinopathy Dataset: This dataset contains fea-
tures extracted from the Messidor image set to predict whether 
an image contains signs of diabetic retinopathy or not. The 
dataset contains 1151 cases including examination records 
of both diabetic retinopathy and normal cases.18 All features 
represent either a detected lesion, a descriptive feature of an 
anatomical part, or an image-level descriptor (Table 4). The 
features are extracted from the original image set, Messidor.19

Figure 6. Methodology.

Figure 7. 10-Fold Cross Validation

Table 3. Attribute Information of the Glaucoma dataset.
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� Conclusion
   Diagnosing glaucoma is challenging, especially in the early 
stages of the disease. It usually takes a very long time to deter-
mine whether a patient has glaucoma. The proposed model will 
assist in early detection of glaucoma during routine eye check-
ups. The classifications of patients after providing a csv file 
with patients’ features, or test results, can be generated with-
in a matter of seconds using the developed web application. 
Earlier detection allows glaucoma patients to undergo earlier 
treatment and reduces the likelihood of complications includ-
ing blindness. The ensemble model could be used for early 
screening of diabetic retinopathy among diabetic patients. The 
web application would be a great support to doctors to evaluate 
more patients quickly. In the future, this type of web applica-
tion could be integrated into hospitals and eye care centers for 
quick, reliable glaucoma and diabetic retinopathy testing that 
can potentially catch these diseases in their earliest stages. An 
automatic feature extraction scheme from the eye images could 
be developed in the future to use with the proposed model to 
improve the performance.
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