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ABSTRACT: Cervical cancer begins with cancerous cells in the cervix. Cervical cancer is the third most common cancer 
worldwide, and 80% of the cases occur in developing countries. The high incidence of this cancer in the developing world is 
mostly due to a lack of effective screening programs aimed at detecting and treating precancerous conditions. This project aimed 
to mitigate this issue by developing a self-assessment model based on value-sensitive machine learning. The model would advise 
if the user should receive a cervical cancer screening based on their lifestyle and disease history. The machine learning model 
is developed based on dataset with survey responses to enable preliminary assessment on risk level before seeking healthcare 
resources. The dataset had 858 records; 55 patients had a positive cervical cancer diagnosis, and the remaining 803 patients were 
healthy. A machine learning approach was adopted, and the samples were divided into two groups randomly as the training and 
testing groups. 70% (600 patients) of the entire dataset was used to train the machine, and the remaining 30% (258) was assigned 
as the test dataset. Various classifiers, such as a decision tree, SVM, and logistic classification were also implemented. To evaluate 
each classification method, a confusion matrix was generated for each method, and classifiers were compared using F1 score and 
false negative rate. The tradeoff between overall classifier performance and the consequence of false negative rate in this scenario 
was discussed and an implementation suggestion was provided. 
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�   Introduction
Cancer stems from normal cells transforming into tumor 

cells in a multistage process. The chances of survival and 
treatment for cancer decrease over time; therefore, significant 
improvements in a patient’s chance of survival can be made if 
diagnoses were made in the early stages and avoiding delays.¹ 
As in many other diseases, the existence of several screening 
and diagnosis methods creates a complex ecosystem from a 
Computer-Aided Diagnosis (CAD) system point of view.² 
However, in developing countries with more limited medical 
care resources, people may not be able to accurately detect 
cancer in the early stages, resulting in higher morbidity rates. 
In addition, the social stigma against women with cervical 
cancer may be high in developing countries, which can prevent 
women from seeking medical attention. Therefore, the most 
critical problems during diagnosis are related to determining 
the most appropriate screening plan and estimating individual 
risk for each patient.³ 

To reduce unnecessary screenings and reduce the need for 
accessing healthcare resources, people who are concerned 
about their risk of cancer could complete a lifestyle and disease 
history, which helps determine if they are at risk for developing 
cancer.⁴ Afterward, these patients can seek out screening 
according to their risk level. Such a risk prediction survey can 
help developing countries support the targeted group more 
effectively and reduce the burden on healthcare.⁵ 

This investigation attempted to develop a risk level self-
assessment model using three machine learning methods: 
decision tree, logistic classification, and support vector machine 
(SVM). These approaches were chosen due to their renowned 

high accuracy and efficiency.⁶,⁸ A decision tree model forces the 
consideration of all possible outcomes of a decision and traces 
each path to a conclusion. It creates a comprehensive analysis 
of the consequences along each branch which is suitable for 
the issue at hand. A cervical cancer dataset contains multiple 
attributes that need to be taken into account; therefore, all of 
these factors need to be considered before reaching a conclusion. 
A logistic classification achieves similar purposes; it estimates 
the probability of an occurrence of an event based on one or 
more inputs, which again matches this exploration’s objective.¹⁰ 
A SVM model is known for its kernel trick to handle nonlinear 
inputs, which could be applied to the case of a cervical cancer 
dataset that contains Boolean data.¹¹

In this study, the cervical cancer risk detection algorithm was 
built based on a dataset consisting of survey responses and bi-
opsy diagnosis. An algorithm selection was performed based 
on increasing overall model performance and reducing false 
negative rates. A discussion on trade-offs between algorithm 
performance and the consequence of predicting false negative 
cases was also provided.  

Dataset:
The dataset used in this project was collected by Hospital 

Universitario de Caracas in Caracas, Venezuela. It comprises 
demographic information, lifestyle, and disease history of 858 
patients.¹² There are 35 attributes in total, with 4 types of 
diagnosis results. The attributes in the dataset are summarized 
in Table 1.
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Related Work:
Except for the original data, the earliest study conducted 

based on this dataset was a cost-sensitive classifier, whose 
accuracy had passed the basic level by a narrow margin.⁷ 
Afterward, more algorithms were developed based on this 
dataset, such as using two improved support vector machine 
(SVM) approaches to predict the risk of cervical cancer.¹³ 
Recently, another approach using Firefly Algorithm and 
Random Forest Classifier was developed.¹⁴ This study was 

further improved when the synthetic minority oversampling 
technique (SMOTE) was used to reduce the number of 
features based on Random Forest classification. Researchers 
recently managed to achieve an accuracy of 97.25% using a 
stacked autoencoder with a soft-max layer.

However, all of these studies were optimized for overall 
classifier performance. There lacks a useful case-sensitive, 
value-sensitive approach to building classifiers for cervical 
cancer. Because this dataset was collected in a developing 
country with highly accessible lifestyle and disease history 
data, it opens the opportunity to develop a pre-cancer 
screening, self-assessment tool to raise awareness of women’s 
health. In addition, it gives rise to a possible increase in 
the early diagnosis rate for women who face challenges for 
screening for cervical cancer.

In this study, a value-sensitive machine learning approach 
was implemented. The focus was on the real-world use case 
and on reducing the false negative rates instead of improving 
the overall model. The models developed in this study were 
optimized on false-negative because the project’s aim was to 
develop a pre-screening self-assessment tool, in which false 
negatives (advising high-risk individuals that there’s no need 
to screen for cervical cancer) leads to much more serious 
consequence comparing to false positives (advising low-risk 
individuals to undergo additional screening).
�   Methods
Value Sensitive Machine Learning:
Value sensitive machine learning is an approach that takes 

values of ethical importance into account.¹⁵ In this case, 
human values were taken into account in a well-defined 
matter throughout the entire modeling process. Quantitative 
and qualitative data were collected from a survey and the 
attributes were interpreted under the specific cultural and 
sociotechnical contexts.¹⁶

Data Cleaning:
Data dropping and data filling were performed to resolve 

the missing data in this dataset. First, systematic missing, 
or cases in which the patients did not provide a response to 
certain survey questions were identified. This was denoted by 
Boolean attributes in the dataset, such as whether the patient 
has a history of STD, or if the patient is under IUD birth 
control. The missing data could be a result of a reluctance 
to answer sensitive questions, unknown disease history, 
difficulty recollecting lifestyle, or no response to survey at 
all. These data that are missing are completely random, and 
any filling could bias the original dataset. Thus, the patients 
who have missing Boolean attributes in any of the survey 
responses were eliminated. This step produced 728 samples 
in the dataset.

Regarding the missing Integer attributes, missing responses 
were filled in with the mean or median of such attributes. 
Replacing the above with two approximations was a statistical 
approach of handling missing numerical values. Although this 
method may add variance to the overall dataset, it was more 
effective than dropping columns of data. Examples of these 
attributes include years of smoking, number of pregnancies, 

Table 1: Attribute Information. 

Feature Type Feature Type

Age Integer STDs: pelvic 
inflammatory 
disease

Boolean

# of partners Integer STDs: genital 
herpes

Boolean

Age of 
1st intercourse

Integer STDs: 
molluscum
contagiosum

Boolean

# of 
pregnancies

Integer STDs: AIDS Boolean

Smokes Boolean STDs: HIV Boolean
Smokes years Integer STDs: 

Hepatitis B
Boolean

Smokes packs/
year

Integer STDs: HPV Integer

Hormonal
C o n t r a c e p -
tives

Boolean STDs: 
Number of 
diagnosis

Integer

Hormonal
C o n t r a c e p -
tives years

Integer STDs: Time 
since first 
diagnosis

Integer

IUD Boolean STDs: Time 
since last 
diagnosis

Integer

IUD years Integer Dx: Cancer Boolean
STDs Boolean Dx: CIN Boolean
STDs number Integer DX: HPV Boolean
STDs: 
c on d y l om a -
tosis

Boolean Dx Boolean

STDs: cervical 
c on d y l om a -
tosis

Boolean Hinselmann: 
target variable

Boolean

STDs: vaginal 
c on d y l om a -
tosis

Boolean Schiller: target 
variable

Boolean

STDs: 
vulvo-perineal 
condylomato-
sis

Boolean Cytology: 
target variable

Boolean

STDs: syphilis Boolean Biopsy: 
class or target 
variable

Boolean
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Figure 1 shows the successful identification of 189 TNC0 
cases, 2 TPC1 cases, 16 FPC0 cases and 11 FNC1 cases. In 
cancer screening, it is crucial to avoid false negative cases, also 
known as Type II errors. Type II errors should be avoided be-
cause they could eventually cost a human’s life due to mistaken 
diagnosis.

SVM 
Using the SVM method, an F1 score of 92.9% was achieved 

with the following confusion matrix:

Figure 2 shows the successful identification of 205 TNC0 
cases, 0 TPC1 case, 0 FPC0 cases and 13 FNC1 cases. 

Though more TNC0 cases were correctly identified through 
this method, the number of FNC1 cases also increased, which 
is not ideal.

Logistic Classification 
Using the logistic classification method, an accuracy of 

93.1% was achieved with the following confusion matrix: 

Figure 3 shows the successful identification of 203 TNC0 
cases, 0 TPC1 case, 2 FPC0 cases and 13 FNC1 cases

Though the accuracy improved by 0.2% compared to both

number of pregnancies, number of sexual partners, which all 
have a known correlation with risk for cervical cancer.

Models:
Based on existing work, multiple models were trained using 

Decision Tree, Logistic Regression and SVM. 
Decision tree, as one of the most frequently applied machine 

learning methods, is trained on a dataset for classification 
and regression analysis. This model groups the samples into 
several groups based on a series of questions. The process of 
classification is like a tree. The root of the tree includes all 
samples. Then, it divides into several sets of samples using a 
recursive procedure. The decision tree's key challenge is the 
selection of the optimal partition attributes, which can be 
explained by information entropy, gain ratio, or Gini index.¹⁷ 

Logistic classification is a binary classification model in 
which the conditional probability of one of the two possible 
realizations of the output variable is assumed to be equal to a 
linear combination of the input variables, transformed by the 
logistic function.¹⁸

A SVM is a supervised machine learning model that uses 
classification algorithms for two-group classification problems. 
After giving an SVM model sets of labeled training data for 
each category, it is able to categorize new data points.¹⁹

First, classifiers optimizing for overall performance with a 
high F1 score were trained. Afterwards,  the best-performing 
classifier was selected and the selected classifier optimizing for 
a lower false-negative rate was retrained. 

Evaluation:
The dataset was divided into two groups as the training and 

testing groups randomly. The training dataset was 70% (508 
patients) of the cleaned dataset, and the remaining dataset 
(218 patients) was assigned as the test dataset. 

The training dataset was used to train a Decision Tree, 
an SVM and a Logistic Regression classifier with 10-fold 
cross-validation. Then, each model was tested on the testing 
dataset to evaluate its performance. 

There are various performance indicators. Since this study 
only contained two classes, the Percentage of Correctly 
Classified Instances (PCCI) was used as a performance 
indicator. In the following expressions, a positive result means 
that the biopsy test showed positive for cervical cancer and 
vice versa. The results could be divided into four groups. They 
were: 

• Correctly Classified Class 0 Instances also called as True 
Negative Class 0 (TNC0) 

• Falsely Classified Class 0 Instances also called as False 
Positive Class 0 (FPC0) 

• Falsely Classified Class 1 Instances also called as False 
Negative Class 1 (FNC1) 

• Correctly Classified Class 1 Instances also called as True 
Positive Class 1 (TPC1)
�   Results and Discussion
Optimizing for overall performance, the following 

performance was obtained for the test set: 
Decision tree 
Using the decision tree method, an F1 score of 92.9% was 

achieved with the following confusion matrix: 

Figure 1: The model generated using the decision tree method with an F1 
score of 92.9% and 11 FNC1 cases.

Figure 2: The model generated using the decision tree method with an F1 
score of 92.9% and 11 FNC1 cases.

Figure 3: The model generated using the logistic classification method with 
an F1 score of 93.1% and 13 FNC1 cases.
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decision tree and SVM, the number of FNC1 cases and FPC0 
cases also increased, which is not ideal. 

Afterwards, the logistic classification model that would be 
used for secondary training was chosen because it presented 
the highest F1 score. A logistic classification classifier was re-
trained while optimizing for recall (lowering the false negative 
rate) and the final classifier was obtained. The final classifi-
er obtained an F1 score of 69.2% and a false negative rate of 
0.917% with the following confusion matrix: 

Though the F1 score is much lower than the other two 
models done using SVM and decision tree, the final classifier 
using Logistic Regression identifies the least number of FNC1 
cases.
�   Discussion
To evaluate each model's effectiveness, it was more reason-

able to assess by examining the number of FNC1 cases rather 
than the F1 score. FNC1 cases, also known as type II errors, 
are detrimental to cancer screening because human lives are 
priceless. Hence, the goal of this risk assessment tool should be 
to raise awareness and encourage people who are at risk to get 
tested. As a result, the model should optimize for low FNC1 
because if people are at risk of cancer but not aware of their 
risks, it could cost them their lives. 

Though SVM and decision tree models achieve a higher 
F1 score compared to the logistic classification model (92.9% 
compared to 69.2%), the confusion matrix of both SVM and 
decision tree models showed that FNC1 cases were very 
high: 11 and 13, respectively. On the other hand, the logistic 
classification model only had 2 FNC1 cases, which was much 
less than the ones specified by SVM and decision tree models. 

Therefore, the logistic classification serves as a more suitable 
and ideal model designed under the real-world context, 
successful in getting all people with possible risks to get tested 
and optimized for the overall medical system efficiency.
�   Conclusion
It was shown that it is feasible to implement a cervical cancer 

risk level assessment model using survey responses, enabling 
self-assessment tools for women in developing countries to 
perform self-assessment for their risk level before seeking 
medical resources and biopsy screening. Although the best F1 
classification result was obtained by decision tree and SVM, 
the best model should optimize for a lowering false negative 
rate due to the detrimental consequences of false negatives in 
cancer screening. The number of cases classified as false pos-
itives indicated that the number of patients with cancer who 

are not warned. In this study, this number was presented as 
False Negative (FNC1). For each method, the number of 
instances classified as false negative was 11, 13, and 2 with 
decision tree, SVM and logistic classification, respectively. That 
means that false classified instance rates were 4.26%, 5.04%, 
and 0.69%, respectively. Because the number of correctly clas-
sified instances across all three methods are very similar, the 
false-negative rates became more critical when determining 
the best approach. So, in the authors' opinion, the best mod-
el for this study is determined to be the logistic classification 
method.
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