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RESEARCH ARTICLE

A Study of Gene Expression in the Brains of COVID-19, 
Alzheimer’s Disease, and Vascular Dementia Patients        

Aden Geonhee Lee     
Phillips Exeter Academy, 20 Main St, Exeter, NH 03833,USA; galee@exeter.edu

ABSTRACT: COVID-19 is associated with neurological complications, like the loss of smell, stroke, and dementia. However, 
it is not well understood how COVID-19 infects brain cells and which processes it affects. The purpose of this study was to 
investigate the differential and overlapping gene expression in COVID-19, Alzheimer’s disease (AD), and Vascular Dementia 
(VD). Two gene expression datasets were collected from Gene Expression Omnibus. These datasets contained postmortem frontal 
cortex samples from COVID-19, AD, VD patients, and controls. Then, differential expressed genes (DEGs) were analyzed using 
GEO2R and Galaxy. Finally, enriched function and pathways were analyzed by DAVID, protein-protein interaction by STRING, 
and protein-protein docking by HADDOCK. C-C motif chemokine ligand 2 (CCL2), overlapped in three diseases, and was 
most enriched in the inflammatory pathway. In the docking analysis, the NMR structure of the nonstructural protein 1 (NSP1) 
from COVID-19 strongly bound to human ribosomal protein S11 (RPS11). These findings suggest that the NSP1 of COVID-19 
may directly bind to the brain RPS11, and indirectly cause an inflammatory reaction through CCL2 in the brain.   

KEYWORDS: Computational Biology and Bioinformatics; Genomics; COVID-19 neuropathology; Alzheimer’s disease; 
Vascular dementia. 

�   Introduction
COVID-19, a disease caused by severe acute respirato-

ry syndrome coronavirus 2 (SARS-CoV-2) infection,¹ is 
primarily characterized by respiratory symptoms. The most 
common symptoms are fever, cough, fatigue, and shortness 
of breath, but COVID-19 patients also can suffer neurolog-
ical and psychiatric symptoms.²,³ COVID-19 neurological 
symptoms can include seizures, cerebrovascular accidents, 
encephalopathy, and Guillain-Barré Syndrome.⁴ Many of the 
neurological complications of SARS-CoV-2 infection are re-
lated to severe systemic conditions, including multiple organ 
damage, hypercoagulability, over-activated inflammatory re-
sponse, and direct infection of the brain.⁵  

Multiple studies have found evidence of SARS-CoV-2 in 
brain samples of COVID-19 infected patients,⁶-⁸ suggesting 
that SARS-CoV-2 may be responsible for these neurologi-
cal complications. Indirectly, COVID-19 neuropathology 
has also been hypothesized to arise as a result of moderate 
to severe hypoxemia, metabolic dysfunction, systemic inflam-
mation, and immune dysregulation that can contribute to 
brain dysfunction, all of which have been documented in pa-
tients.⁹,¹⁰ Alzheimer’s disease and Vascular dementia, which 
are common causes of brain degeneration, have been shown to 
increase the mortality and hospitalization risk for COVID-19 
patients.¹¹ Further, observed activation of microglia in the 
brains of COVID-19 patients can also be found in patients 
with neurodegenerative diseases, including Vascular demen-
tia and Alzheimer’s disease.¹² These studies suggest that 
COVID-19 may have unique neuropathology, or an overlap-
ping pathology with other central nervous system diseases. 

To date, there has been little research on the effects 
SARS-CoV-2 on the brain, nor the cellular and molecular 
mechanisms underlying the neurological changes observed in 

COVID-19 patients. This study investigated the differential 
gene expression in postmortem brains of COVID-19 patients 
and compared them with those of Alzheimer’s disease and 
Vascular dementia patients to identify genes and pathways 
that may be shared between these three diseases. The common 
pathways and genes revealed in this study will hopefully 
provide insight into the neuropathology of COVID-19 and 
provide candidate targets for future neuro-protective studies 
in COVID-19 patients.
�   Methods
Data Sources:
Two datasets that were selected in this study were collected 

from NCBI’s Gene Expression Omnibus (GEO, https://
www.ncbi.nlm.nih.gov/geo/). The first dataset, GSE164332, 
was created from a study that analyzed post-mortem brain 
samples of COVID-19, and age and clinical characteristics-
matched non-COVID-19 control subjects.¹³ Although the 
post-mortem time of COVID-19 was relatively longer, all 
the bodies were adequately preserved until the time of the 
autopsy. The second dataset, GSE122063, was from the 
study including post-mortem brain samples of Alzheimer’s 
disease, Vascular Dementia and age-matched controls.¹⁴ The 
GSE164332 dataset investigated the total RNA expression 
from postmortem brain frontal lobe from nine COVID-19 
patients and eight non-COVID-19 controls for comparison, 
which included patients with Alzheimer’s disease and 
Vascular Dementia. Therefore, only six cases (COVID-19 = 
3, non-COVID-19 = 3) without Alzheimer’s disease, Vascular 
Dementia (Table 1) were selected. Microarray analysis was 
performed using Illumina NextSeq 500 Sequencing, and 
FastQ files were generated via Illumina bcl2fastq2 (Version 
2.17.1.14). Gene expression levels were also quantified and 
normalized. The GSE122063 dataset analyzed the total 
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normalized. The GSE122063 dataset analyzed the total 
RNA extracted from postmortem brain frontal lobe from 
individuals who died with Alzheimer’s disease (n = 12), 
Vascular Dementia (primarily of the multi-infarct dementia 
subtype, n = 9), or without dementia controls (n = 10) (Table 
1). Alzheimer’s disease was confirmed by no infarct lesions 
in the autopsied brain hemisphere, and Vascular Dementia 
was confirmed by no evidence of Alzheimer’s disease typical 
pathological feature. The age, sex, and postmortem interval 
hours-matched controls were selected. Agilent Human 8x60k 
v2 microarrays and Bioconductor were used to perform gene 
expression analysis, and differential expression was carried 
out using limma. 

Differential Gene Analysis:
Galaxy (https://usegalaxy.org/), an online tool that analyzes 

the gene expression between groups in a GEO dataset, 
was used to determine the differential expressed genes in 
GSE164332, and GEO2R (http://www.ncbi.nlm.nih.gov/
geo/geo2r/) in GSE122063. Analyzed results from Galaxy 
and GEO2R for each dataset were saved to text format files. 
Genes with a false discovery rate (FDR)-adjusted p < 0.05, 
and a log₂ fold change (FC) cutoff of 1.0 were considered 
differentially expressed. Genes that met both FDR and 
logFC cutoffs for each dataset were transported to Excel and 
used in enriched function analysis. The overlapping genes 
in the three disease groups were identified using Venny 2.1 
(https://bioinfogp.cnb.csic.es/tools/venny/).

Enriched Function Analysis with DAVID and STRING:
The functions and pathway enrichment of candidate 

DEGs were analyzed using the Database for Annotation, 
Visualization and Integrated Discovery database (DAVID, 
https://david.ncifcrf.gov/), which is a web-accessible 
program that accommodates a comprehensive set of 
functional annotation tools to investigate the biological 
roles of genes. The results are presented as dot plots using 
R Studio and ggplot2 with the enriched functional terms 
of the molecular function (MF), cellular components (CC), 
biological process (BP) in Gene ontology (GO) analysis, 
and Kyoto Encyclopedia of Genes and Genomes (KEGG) 
pathways. The identified genes from STRING were inputted 
into DAVID, and p < 0.05 was considered as significant. In 
addition, a count≥2 and EASE >0.1 were considered the cut-
off criteria. To analyze the enriched functions that each gene 
belongs to, the STRING (https://string-db.org/), 

which predicts direct and indirect protein interactions using 
online databases and presents a diagram showing important 
protein–protein interactions (PPI), were used. The differential 
expressed genes from differential gene analysis were inputted 
into the STRING, and the minimum interaction threshold 
was set to the “highest confidence” (>0.9).

Protein-Protein Docking Analysis:
The interactions between SARS-CoV-2 and their target 

proteins were analyzed to evaluate their binding site and af-
finity. RPS11 (PDB: 6ZLW) of human 40s ribosome and 
NSP1 (PDB: 2HSX) of SARS-CoV-2, which was obtained 
from Protein Data Bank (https://www.rcsb.org/) were select-
ed. These selected proteins were inputted in High Ambiguity 
Driven protein-protein Docking (HADDOCK, https://
wenmr.science.uu.nl/haddock2.4/), a data-driven flexible 
docking program for the modeling of protein-protein bio-
molecular complexes. The result of protein-protein Docking 
was presented by RMSD. 
�   Results 
Differential gene expression:
To examine the differentially expressed genes in the 

postmortem brain of COVID-19 patients as compared 
to those of non-COVID-19 controls, Galaxy analysis of 
GSE164332 was performed.⁹ 79 over-expressed and 472 
down-expressed genes were identified in COVID-19 brain 
tissue compared to non-COVID-19 controls. The gene 
KIAA0319, which is associated with dyslexia¹⁵ and encodes 
a protein that plays a role in the developing cerebral cortex 
by neuronal migration and cell adhesion,¹⁶ was the most 
over-expressed gene in COVID-19 patients (Table 2). 
Myoferlin (MYOF), which encodes a protein that plays a role 
in membrane regeneration and repair by calcium-mediated 
membrane fusion,¹⁷ was the most down-expressed gene in 
COVID-19 patient (Table 3).

Next, GEO2R analysis of GSE122063 was conducted. 
GSE122063 expression data was derived from a study that 
compared postmortem frontal lobe samples from Alzheimer’s 
disease or Vascular Dementia patients with samples from 
controls.¹⁴ This second analysis returned 526 over-expressed 
and 408 down-expressed genes between Alzheimer’s disease 
patients and control individuals, and 193 over-expressed 
and 170 down-expressed genes between Vascular Dementia 
patients and control individuals. In the brains of Alzheimer’s 
disease patients, corticotropin releasing hormone (CRH) was the 
most over-expressed gene (Table 2), and interleukin 1 receptor 
like 1 (IL1RL1), induced by proinflammatory stimuli,¹⁸ was 
the most down-expressed (Table 3). In the brains of Vascular 
Dementia patients, RNA binding motif protein 3 (RBM3) gene, 
induced by low oxygen tension,¹⁹ had the highest expression 
(Table 2), and sorting nexin 31 (SNX31) gene, involved in 
protein trafficking,²⁰ had the lowest expression (Table 3).

Overlapping genes:
In order to determine if there were common gene pathways 

involved in COVID-19, Alzheimer’s disease, and Vascular De-
mentia patients, genes were screened with conditions of the 
FDR-adjusted p-value cutoff of 0.05 and logFC cutoff of 1.0 
in each dataset, and candidates that overlapped across 

Table 1: Characteristics of study population from GEO and GSE datasets. 
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Statistical Evaluation:
To analyze the enriched functions and pathways that dif-

ferential expressed and overlapping genes belong to, 551 
differentially expressed genes of COVID-19, 934 genes of 
Alzheimer’s disease, 363 genes of Vascular Dementia, and 182 
overlapping genes of the three diseases were analyzed using 
enriched gene ontology (GO) analysis. The enriched functions 
and pathways of the candidate differentially expressed genes 
were evaluated using the DAVID bioinformatics website. 

Analysis revealed differentially expressed genes (DEGs) of 
COVID-19 samples were enriched in viral transcription, vi-
ral gene expression, and co-translational protein targeting to 
membrane pathways in the BP ontology (Figure 2A). In the 
CC ontology, aberrantly expressed genes were enriched in the 
ribosomal subunit and cytosolic ribosome. In the MF ontol-
ogy, structural constituents of ribosomes were the main areas 
of enrichment. According to the KEGG pathway enrichment 
analysis, DEGs were enriched in transcriptional misregulation 
and the ribosome signaling pathway in COVID-19 samples 
(Figure 2A). These data indicate that the coronavirus infection 
is associated with changes in gene expression and specifically 
the ribosomal pathway. 

In the Alzheimer’s disease samples, the pathways of signal-
ing, cell communication, nervous system development, and 
synaptic signaling were enriched in the BP ontology while 
the pathways involved in synapse and neuron projection 
were enriched in the CC ontology (Figure 2B). In addition, 
neurotransmitter receptor activity was enriched in the MF 
ontology (Figure 2B). Lastly, the pathways involved in neu-
roactive ligand-receptor interactions as well as inhibitory 
GABAergic synapses were enriched in KEGG pathway (Fig-
ure 2B). These data indicate that genes involved in excitatory 
and inhibitory synaptic neurotransmission are upregulated in 
the brains of Alzheimer’s patients. In Vascular Dementia, G 
protein-coupled receptor signaling pathways were enriched in 
the BP ontology, and Neuroactive ligand-receptor interaction 
were enriched in KEGG pathway (Figure 2C).

The overlapping pathways enriched in COVID-19, Alzhei-
mer’s disease, and Vascular Dementia included chemotaxis, 
immune response, inflammatory response, positive regulation 
of immune complex clearance by monocytes and macrophages, 
regulation of isotype switching, regulation of vascular endo-
thelial growth factor production, type 2 immune response, 
and positive regulation of the major histocompatibility com-
plex (MHC) class II biosynthetic process in the BP ontology 
(Figure 2D). Gene products within the extracellular region and 
extracellular space were enriched in the CC ontology, while 
CCR2 chemokine receptor binding and ribonuclease activity 
were enriched in the MF ontology, and cytokine-cytokine re-
ceptor interaction were enriched in KEGG pathway (Figure 
2D). These data indicate that inflammation, particularly related 
with monocyte/macrophages and CCR2, is a common patho-
logical feature in these three diseases.

Protein-Protein Interaction:
To construct a protein-protein interaction (PPI) network of 

differential expressed and overlapping genes, the enriched PPI 
were analyzed. 551 differentially expressed genes of 

COVID-19, Alzheimer’s disease, and Vascular Dementia 
were collected. This analysis revealed 67 differentially over-
expressed genes and 105 differentially down-expressed genes 
that overlap in COVID-19, Alzheimer’s disease, and/or 
Vascular Dementia patients (Figure 1). In particular, three 
over-expressed genes in Alzheimer’s disease samples that 
overlapped with COVID-19 that were of interest included 
neuronal pentraxin 2 (NPTX2), growth-regulating estrogen 
receptor binding 1 (GREB1) and allograft inflammatory factor 
1-like (AIF1L) (Figure 1A). Additionally, for COVID-19 
and Alzheimer’s disease, five down-expressed overlapping 
genes were found: posphatidate phosphatase LPIN30 (LPIN3), 
serglycin (SRGN), solute carrier family 7 member 2 (SLC7A2), 
caspase recruitment domain family member 6 (CARD6), and 
Ral guanine nucleotide dissociation stimulator like 4 (RGL4) 
(Figure 1B). In all three diseases, ribonuclease A family member 
2 (RNASE2) and C-C motif chemokine ligand 2 (CCL2) 
were identified (Figure 1B). These results suggest that 
inflammation-related genes are involved in the pathology of 
COVID-19, Alzheimer’s disease, and Vascular dementia. 

Table 2: The top 10 over-expressed genes in postmortem brains of 
COVID-19, Alzheimer’s disease, and Vascular Dementia patients. 

Table 3: The top 10 down-expressed genes in postmortem brains of 
COVID-19, Alzheimer’s disease and Vascular Dementia patients. 

Figure 1: Number of overlapping genes of (A) over-expressed genes and (B) 
down-expressed genes in brain samples from COVID-19 (green), Alzheimer’s 
disease (yellow), and Vascular Dementia (blue) patients. 
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COVID-19, 934 genes of Alzheimer’s disease, 363 genes of 
Vascular Dementia, and 182 common genes of three diseas-
es were inputted into the STRING to find PPI. PPI analysis 
revealed that ribosomal protein S11 (RPS11) of COVID-19, 
brain-derived neurotrophic factor (BDNF) of Alzheimer’s 
disease, G protein subunit gamma 13 (GNG13) of Vascular 
Dementia, and C-C motif chemokine ligand 2 (CCL2) were 
identified as highest-ranked interacting hub genes (Figure 3).

The RPS11 hub gene in COVID-19 samples was chiefly 
enriched in the ribosome pathway, and BDNF in Alzheimer’s 
disease samples was chiefly enriched in the GABAergic syn-
apse pathway, while GNG13 in Vascular Dementia was chiefly 
enriched in G protein-coupled receptor signaling pathway 
(Figure 3A-3C). The common hub gene of these three diseases, 
CCL2, was chiefly enriched in cytokine-cytokine receptor in-
teraction (Figure 3D). 

Protein-Protein docking:
To evaluate whether the RPS11 hub protein from enriched 

functional analysis could interact with the SARS CoV-2 
protein, molecular docking tools were employed to analyze 
the interaction of the Nonstructural protein 1 (NSP1) from 
the SARS coronavirus (PDB: 2HSX) with human RPS11 
(PDB: 6ZLW). In this study, the SARS-CoV N-terminal 
NSP1 was selected because it is a major virulence factor of 
SARS-CoV-2.²¹ Protein-protein interaction complexes 
were analyzed using the HADDOCK 2.4 server which is 
a computational tool that allows the simulation of protein-
protein molecular interaction. As a result, the HADDOCK 
energy score of this interaction was -75.9 ± 1.7, overall RMSD 
was 0.5 ± 0.4Å, Van der Waals energy was -23.9 ± 1.7, and the 
Z-score was -1.7 (Figure 4).

�   Discussion
The data presented here shows that in the brains of 

COVID-19, Alzheimer’s disease, and Vascular dementia pa-
tients the genes RPS11 of COVID-19, BDNF of Alzheimer’s 
disease, GNG13 of Vascular Dementia, and CCL2 of all three 
diseases are interacting hub genes when compared to control 
individuals. To hypothesize the role of these genes in a disease 
context requires some background into what is known about 
these genes. 

RPS11, enriched in COVID-19 samples, encodes a ribo-
somal protein S11 located in the cytoplasm.²² Here, it can be 
seen that there is a strong interaction between the RPS11 pro-
tein and the SARS CoV-2 protein using molecular docking 
tools. Indeed, another group has reported that NSP1, a major 
virulence factor of SARS-CoV-2, binds to the 40s ribosom-
al subunit of RPS11 and suppresses host gene expression.²¹ 
Given that other studies have also detected SARS-CoV-2 in 
brain tissue,⁶, ⁷, ²³ this presents an intriguing potential mecha-
nism for COVID-19 neuropathology. Specifically, if NSP1 of 
SARS-CoV-2 could invade the human brain and bind to 40s 

Figure 2: Gene ontology (GO) and Kyoto Encyclopedia of Genes and 
Genomes (KEGG) pathway of (A) COVID-19, (B) Alzheimer’s disease, (C) 
Vascular dementia, and (D) the overlapping genes enriched in these three 
diseases. 

Figure 3: Protein-Protein Interactions of (A) COVID-19, (B) Alzheimer’s 
disease, (C) Vascular dementia, and (D) overlapping genes of these three 
diseases. 

Figure 4: Protein-Protein docking of NMR Structure of the nonstructural 
protein 1 (NSP1) from the SARS coronavirus (PDB: 2HSX) and human 
ribosomal protein S11 (RPS11) (PDB: 6ZLW).  
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ribosomal subunit of RPS11, this could result in impaired ribo-
some function, and consequently, decreased protein synthesis 
in neurons leading to neurodegeneration, and potentially the 
brain fog that is experienced by patients.

Here it was found that BDNF is enriched in the GABAergic 
synapses in Alzheimer’s disease brain samples. The BDNF gene 
encodes a protein which modulates control of growth, differ-
entiation, and maintenance of neurons in the brain and spinal 
cord.²⁴ BDNF regulates the synaptic plasticity between nerve 
cells, playing an important role in learning and memory.²⁵ In 
Alzheimer’s disease, amyloid-beta is thought to target GABA 
interneurons²⁶ which may result in indirect activation of 
BDNF²⁷ and a shift in the balance of excitatory/inhibitory ac-
tivity in the brains of patients. In this study, GNG13 was found 
to be chiefly enriched in the G protein-coupled receptor signal-
ing pathway in Vascular Dementia samples. GNG13 encodes 
the guanine nucleotide-binding protein subunit gamma-13. G 
proteins, like GNG13, are signal transducing molecules in the 
cytoplasm. G proteins can function as monomeric small GT-
Pases or form heterotrimeric G protein complexes (GPCRs) to 
function as membrane bound GTPases. G proteins and GP-
CRs transfer the signals from hormones, neurotransmitters, 
and chemokines, as well as modulate enzymes, neurochem-
istry, and transcriptional factors.²⁸ The disruption of GPCRs 
are implicated in many diseases, including diabetes, allergies, 
depression, cardiovascular diseases,²⁹ and neurodegenerative 
diseases such as Vascular Dementia.³⁰ Vascular Dementia is 
caused by restricted blood flow to the brain, which can be caused 
by impairment of the cerebral blood vessel system, resulting in 
neuron death.³¹ GPCRs play important roles in various patho-
physiological disorders including circulatory diseases²⁸ and not 
surprisingly, are commonly targeted for medicinal therapeutics.

Interestingly, the CCL2 inflammatory gene and inflammato-
ry response pathway were enriched in COVID-19, Alzheimer’s 
disease, and Vascular dementia. CCL2, or Monocyte chemo-
attractant protein 1 (MCP1), is a chemokine which recruits 
inflammatory monocytes to the inflammation site induced 
by tissue injury or infection.³² There is increasing evidence 
showing overlap of cerebrovascular and neurodegenerative 
pathology in Alzheimer’s disease and Vascular Dementia.³³ 
In Alzheimer’s disease, CCL2 is increased both in brain tis-
sue and in cerebrospinal fluid (CSF), and overexpression of 
CCL2 is associated with amyloid deposition.³⁴ In the ischemic 
state of Vascular Dementia, CCL2 disrupts blood-brain bar-
rier (BBB) permeability, recruits inflammatory monocytes to 
the brain, where they pass through BBB and are differentiated 
into microglia producing neurotoxic and inflammatory mole-
cules.³⁵, ³⁶ The systemic cytokine analysis of severe COVID-19 
showed the significantly higher level of CCL2.³⁷ Furthermore, 
an elevated levels of CCL2 in the CSF of COVID-19 patients 
were reported.³⁸

SARS-CoV-2 in the brain results in a markable increase of 
microglia and astrocyte subpopulations and broad over-ex-
pression of inflammatory genes in the choroid plexus cells of 
COVID-19 patients.¹¹ This microglia phenotype shares fea-
tures with neurodegenerative diseases that have previously 
been reported. These results, in combination with the findings 

of this study, suggest that SARS-CoV-2 infection could di-
rectly affect the brain, cause inflammation, and possibly cause a 
patient’s neurological symptoms.
�   Conclusion
Taken together, this research has provided evidence linking 

important pathways that may function in the pathology of 
COVID-19, Alzheimer’s disease, and Vascular dementia. From 
this data, it is hypothesized that, NSP1 of SARS-CoV-2 binds 
to RPS of 40s ribosome in neurons, suppressing gene expres-
sion, and contributing to CCL2 inflammatory reaction in the 
cerebral cortex, resulting in neuronal degeneration. To confirm 
this hypothesis, further studies will need to be conducted to 
support these links, but the data gathered here will hopefully be 
utilized for future studies into therapeutics for the preservation 
of brain function in COVID-19 patients.
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ABSTRACT: During the frying process, physical and chemical changes occur within frying oil and produce harmful 
components named Total Polar Compounds (TPC) which also threaten human health. TPC measuring methods are generally 
expensive, time-consuming, and require special equipment. In this study, we aimed to develop a simpler, more accessible, and 
affordable method to measure TPC in frying oils by taking Red-Green-Blue color codes (RGB) as a basis. Waste oil was diluted 
with bottled oil into 10 different concentrations. Samples’ TPC values were measured with a Testo 270 device and corroborated 
with a spectrophotometric measuring method. Additionally, the samples’ pictures were taken and RGB’s of individual samples 
have been noted with the help of a computer and cell phone. It is indicated that there is a direct correlation between acidity 
and TPC. RGBs have a high correlation with TPC. TPC level which is measured by RGBs on images gathered from both the 
computer and cell phone are found compatible with TPC reference values. Best results are obtained from the Red/Green ratio. 
Through this quick, easy, inexpensive, repeatable method; the TPC content of frying oil can be measured easily with the help of 
a photograph.  

KEYWORDS: Chemistry; Organic Chemistry; Frying oil; Total Polar Compounds; Color Code. 

�   Introduction
Frying is one of the most popular cooking processes in 

the world and it is defined as cooking of food items in (150-
190oC) oil.¹ In this process heat and mass transmission react 
together. During the transmission of heat from oil through 
food items, water escapes and it is replaced by oil. This process 
causes chemical and physical reactions to take place in the 
oil. These reactions induce a change in viscosity, darkening of 
color, foaming, and a change in the oil’s smoke point. 

 Frying oils which are exposed to high temperatures 
for a long time and used repeatedly form various harmful 
compounds for human and environmental health.²,³ The 
process causes three fundamental reactions: hydrolysis, 
oxidation, and thermal decay.⁴ As a result of all these 
reactions, a large number of volatile and non-volatile 
polymerization products are formed.⁵ Non-volatile polar 
substances contain fat-soluble and suspended substances, and 
they are named as Total Polar Compounds (TPC). There 
are more than 400 kinds of degradation products including 
free fatty acids, monoglycerides, diglycerides, sterols, TAG 
polymers, carotenoids, antioxidants, and soaps. The amount 
and chemical compositions of these substances depend 
on multiple factors such as type of nutrient and the oil, 
temperature, frying duration, and method of frying. However, 
the common feature of these degradation products is that 
their chemical structure is polar. Therefore, by measuring 
the number of polar substances in frying oil; in other words, 
by indicating the total polar component content (%TPC), 
it is feasible to make an evaluation of the total content of 
degradation reactions. These variables are crucial indicators 
for the quality and healthiness of the oil.⁶

According to multiple studies, the polar substances formed 
in frying oils have many negative effects on health.²,⁷,⁸ Impacts 

of polar substances on human health vary depending on the 
type of the oil and polar component.⁸ Polar substances can 
alter carbohydrate, protein, and lipid metabolisms. Thus, they 
create toxicological, cytotoxic effects, and their redox potential 
can modulate energy metabolism. This may cause various 
diseases (Cancer, Coronary Artery Disease).⁸,⁹ According to 
International Food Law and Policy, frying oil gets into the 
status of waste oil and becomes inconvenient for cooking 
when the TPC content hits 25%.¹⁰,¹¹ In terms of TPC 
amount in frying oils, governments have felt it necessary to 
set restrictions on them because of the potential health effects. 
In The European Union, the maximum (TPC) amount has 
been set between 24-26% by experts. This limit value is 24% 
in Germany; 25% in Belgium, France, Portugal, Italy, Turkey 
and Spain; 27% in Australia, China, Switzerland.²,¹²,¹³

There are some techniques used to determine the amount 
of TPC in frying oils. In this context, the Official Analytical 
Chemists Association and the International Standards 
Organizations’ methods are used as a reference.¹⁴-¹⁶ However, 
these techniques are time-consuming, expensive, require 
expertise and lab conditions, and especially require routine 
monitoring of commercial and industrial frying oils methods 
that involve sample preparation procedures that make it 
difficult.¹⁷ Thus,  in recent years, methods and devices have 
been developed which are portable and detect polar substance 
content by using a dielectricity method or taking biosensory 
data as the basis. Some of the most popular rapid tests in order 
to evaluate frying oils utilize the changes in the permittivity 
of the oil which depends on the level of polar compounds in 
it. An ideal rapid test should be low cost, easy to use, practical, 
repeatable, give precise results and not require calibration. 
Additionally, supplemental chemical substances should not 
be needed, and the oils’ temperature should not need to be 
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adjusted before taking measurements. 
Nowadays, there are three different methods (Fri-check, 

Testo 270, and Viscofrit) of measuring TPC rapidly and 
directly based on physical changes in the frying oil and TPC 
amount.¹⁸-²⁰ Firstly, Fri-check measurements take the oil 
density, viscosity, and interface based on changes in voltage. 
The method is reliable and shows a correlation with the 
results that are gathered from reference measurements.¹⁸,²¹,²² 
Secondly, the Testo 270 device measurements take changes in 
the dielectric constant of the frying oil as a basis in its working 
procedure. Measurements that are taken by Testo 270 have 
shown good correlations in terms of frying duration and polar 
compound percentages. Among the fast methods that are 
examined, Testo 270 gives the most accurate measurement. 
Therefore, it can be used as the reference method. Meticulous 
calibration of the equipment is required. Meanwhile, it’s 
suggested to use a calibration oil with a known source in order 
to set the device. Thirdly, Viscofrit measurements depend 
on changes of viscosity in the oil.²⁰ As long as procedures 
are followed correctly, this method is also reliable. However, 
special attention should be paid to calibration, cleaning, test 
temperature, oil filtering, and hygiene of the funnel.

All these tests require a certain temperature and a reference 
material to calculate accurately. Although they are repeatable, 
these tests are costly and have controversial accuracy. In this 
regard, there has still been a need for a faster and more cost-
effective measurement system. 

In chemistry, there are numerous measuring methods 
that are based on color, such as spectroscopy.  As it is known 
that every matter has a color tone in nature, and these tones 
also have an equivalent value in a digital environment. In 
this digital coding system, RGB is the most known and 
commonly used color code system. This abbreviation stands 
for the three main colors. RGB; green, red, and blue. Every 
color tone has an equivalent numerical value. This coding 
system can be used for color tone-based measurements and 
can make subjective assessments of color tone objective. Thus, 
it will contribute to the accuracy and objectivity of the color-
based measurement. 

In this study, we aimed to develop a simple, affordable, and 
practical method for measuring TPC values of sunflower oil 
used for frying in order to make an RGB color-based analysis 
of the oil quality made by everybody everywhere, so that it 
will not require expertise.
�   Materials and Methods
Waste oil used in the experiments was gathered from a 

ministry authorized vegetable waste oil collection company, 
Habitat Recycling and Environment San. Tic. Ltd. Company. 

Preparation of Frying Oils:
All experiments were carried out in Ege University Faculty 

of Medicine, Laboratory of the Department of Biochemistry. 
The oils with various TPC values were prepared as follows: 
Commercially purchased and unused oil is mixed with used 
waste oils in various proportions (0% - 100%) and standards 
are obtained. (Figure 1)

Measurements Done by Testo 270:
A Testo 270 instrument was purchased for reference TPC 

measurements. TPC values in oil samples were measured by 
following the suggested application in the manufacturers’ 
guide. Briefly, prepared oil standards were stored in 100 ml 
containers individually and were held in Benmari, 55℃ for 
30 minutes. After that, TPC measurements were carried 
out with the help of the Testo 270 device, and values were 
recorded. Each concentration measurement was repeated 
5 times, and results were indicated as the average of five 
measurements of each concentration. (Figure 2)

Peroxide, acidity, and density indication:
Indication of peroxide, acidity, and density levels of samples 

were done in an accredited laboratory in Ege University 
Argefar Environment and Food Analysis Laboratory. 

Spectrophotometric Measurements:
Samples taken from oils were prepared, dropped, and placed 

in a 96-hole bowl for spectroscopic inspection. Samples were 
scanned spectrophotometrically by Thermo Varioskan device 
(Thermo Fisher Scientific, Vantaa, Finland) between 300-
760 nm, and the wavelength with the maximum absorbance 
ws indicated as 335 nm. Measurements were repeated 5 times 
for each sample.

Optic Measurements on Computer and Smartphone:
Examples prepared for spectrophotometric measurements 

were simultaneously placed in standard glass laboratory 
tubes and then photographs were taken with the help of a 
smartphone (Samsung Galaxy S9+) in order to analyze the 
color. (Figure 1 and 3)

Figure 1: Outlook of samples for color analysis 

Figure 2: Samples In Benmari and Testo 279 

Figure 3: Color analysis applications for computer and smartphone 
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are measured by Color codes of oils on images gathered from 
both the computer (Graph 3) and cell phones (Graph 4) are 
found compatible with TPC reference values which were mea-
sured by Testo 270 device.
 

Best results were obtained from the R/G ratio. Both com-
puter and cell phone measurements were compatible with 
measurements gathered from machine learning techniques.

According to the results of the reliability statistics, the near-
est measurements to our gold standard, which is made with the 
Testo 270 device, were the results of the R/G ratio. Computer, 
smartphone, and machine learning calculations of R/G pro-
portion have shown great correspondence to each other (Table 
1).
�   Discussion
In this study, a new method of measuring TPC values of fry-

ing oils based on RGB color codes was developed. Since there 

RGB color codes were obtained by using PineTools (Online 
image color picker program on computer) and Color Detector 
(Color picker program on smartphone). RGB color codes were 
obtained from ten different points. Each picture measurement 
was repeated 5 times, and results were indicated as the average 
of five measurements of each concentration.

Measurements made with Digital Image processing and 
machine learning techniques:

In order to conduct the color analysis of the photographs on 
a computer or another type of smart device, OpenCV library  
with the Python 3 program was used and machine learning 
techniques are applied. RGB values were obtained from stan-
dard 9 dots on every tube. These 9 measurement averages were 
taken into account for analysis. Additionally, the TPC ratios 
were calculated with the help of smart learning techniques re-
garding RGB / TPC values obtained on the computer.

Statistical Evaluation:
  Statistical analyses were made in the Department of Medical 
Informatics and Biostatistics, Ege University, and IBM SPSS 
25.0 program was used. Results that belonged to samples are 
given as averages and standard deviations. TPC measurements 
which were made with Testo 270 device utilized as the golden 
standard. TPC values that were calculated by spectroscopic 
measurement results, computer RGB color codes, smartphone 
RGB color codes, and the color codes calculated by the image 
processing technique were analyzed with the help of a compat-
ibility test. Two-way mixed model and absolute agreement 
type were chosen for Reliability Analysis Statistics.
�   Results
TPC value of waste oil, which was utilized in the experi-

ment, was 16%, the acid value was 0.626% mg / KOH, density 
was 0.914 g / ml and peroxide value was measured as 15 meq/
kg. The mint state frying oil, which was bought from the mar-
ket, TPC value was measured as 9.5%, acid value 0.169% mg 
/ KOH, density 0.912 g / ml, and peroxide value was deter-
mined to be 12 meq/kg. When the waste oil was diluted with 
the mint state oil, it was clearly observable that acidity de-
creased. As the acidity value increases, the RGB color code 
changes. Oil's acidity was predicted by RGB color code as 
96%. (Graph 1)

It was shown that TPC values that are measured with Testo 
270 and values measured by spectrophotometer have a high 
correlation (Graph 2). Our results show that RGB color codes 
have a high correlation with TPC values. TPC values which 

Graph 1: TPC/Acidity Relation 

Graph 2: Scatter plot belong to TPC and different absorbance values 

Graph 3: RGB color code measured with the help of a Computer and 
TPM relationship scatter plot. 

Graph 4: RGB color code was measured with the help of a smartphone and 
TPM relationship scatter plot. 
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is no study done with RGB in the literature, our study brings 
innovation to oil measurement methods as a practical method 
based on RGB code. Additionally, it is shown in our study that 
the TPC value can be extrapolated from a picture that has been 
taken by a smartphone with the help of machine learning tech-
niques. The operability of our method is tested with the help 
of basic software.

Generally, in frying oil TPC measuring methods, it is re-
quired to heat the oil, to calibrate the tool with reference oil 
at regular intervals, to use some chemical substances for color 
comparison, or to reference a color catalog before analysis.²² 
None of these are practical. As stated in our study, it is feasible 
to calculate the TPC value of a particular frying oil with the 
help of only one picture taken by a smartphone. The mecha-
nism is easy, practical, repeatable, and affordable. In this regard, 
the main question of our study has been answered. Our meth-
od is tested with the TPC measuring device that has already 
been used and spectrophotometric measurement methods.

According to the results of the compliance statistics, the 
nearest measurements to our gold standard, which is made 
with the Testo 270 device, were the results of the R/G pro-
portion. PC, smartphone, and machine learning calculations of 
R/G proportion have shown great relevance to each other.

There aren’t adequate studies regarding the usage of image 
analysis to define the oil quality. RGB color codes can be used 
in defining the type of vegetable oils.²³,²⁴ Their cooking qual-
ity can also be evaluated in another study by making a color 
analysis of images of the food items after they are cooked.²⁵ In 
another study, it may be possible to indicate the rottenness of 
the oil using image processing techniques, artificial neural net-
works, and evaluating RGB values.²⁶ Besides our main focus, 
one of the major indicators of the oil quality is acidity value, 
and it is also feasible to calculate that using RGB color codes.

In our study, we have demonstrated that TPC values in frying 
oils can be measured by image processing. More recently in an-
other study, it is shown that nucleic acid assay can be measured 
via RGB color code analysis with the help of a smartphone 
application.²⁷ This contributes to the reliability of our study. 

We determined that the TPM value of the waste frying oil 
we procured from the waste oil collection center is 16%. This 
shows that while trying to be extremely sensitive about health, 
unnecessary disposal of waste frying oil is happening. Hence, 
this dilemma has a negative impact on both the country's 

economy and the environment. Thanks to the method we have 
found, the amount of TPC can be determined with a photo 
anywhere. Thus, the preservation of the environment won’t be 
forgotten while providing an economic profit.
�   Conclusion
It will be feasible to directly determine when the oil will be 

useless and harmful with this quick, easy, affordable, repeat-
able method. Before frying oils reach a state that is harmful 
to human health, restriction of their usage at the right time 
will be easily decided by applying this method. Through this 
technique, the TPC content of the oil can be measured easily 
with the help of a photograph. Furthermore the harmful ef-
fects of oil on human health will be prevented. Additionally, 
it will contribute to the renewal of the environment and state 
economy.
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ABSTRACT: Genetic algorithms are random search algorithms based on biological evolution theory. In this study, the 
utilization of genetic algorithms in solving optimization problems from informatics Olympiads is investigated. It is hypothesized 
that genetic algorithms will be able to propose solutions to the optimization problem within a predetermined percent margin of 
the actual solution. A genetic algorithm is implemented in the C# programming language to test this hypothesis. Three tests are 
conducted, and their data is examined with various parameters taken into consideration. Consequently, the implemented genetic 
algorithm has been demonstrated to successfully solve the varying number of inputs (500, 1000, 2000) within an acceptable 
range. It is also concluded that several improvements and optimizations must be made to utilize this algorithm in a competitive 
landscape as time and memory constraints are exceeded. Furthermore, the tests concede that the number of inputs and the number 
of generations required to converge on an optimal solution is directly correlated. Therefore, this outcome should be taken into 
consideration when designing and tuning genetic algorithms with various parameters if the problem is aimed to be solved within 
the time and memory constraints of the competitive landscape.  

KEYWORDS: Systems Software; Algorithms; Competitive Programming; Genetic Algorithms; Optimization. 

�   Introduction
Computer science has become the epitome of global de-

velopment into a more modern and enhanced society. With 
countless advancements in the fields of Artificial Intelligence 
(AI), Virtual Reality (VR), Augmented Reality (AR), robotics 
technologies, etc.; computer science has validated its crucial 
role in the new age. Therefore, there is a constant endeavor to 
improve the effects of computer science by coming up with 
new methods as well as educating more people. To be pre-
cise, the percentage of high schools offering computer science 
courses in the US has increased from 35% to 51% in the last 
3 years.¹ This is a testament to the fact that more education 
institutions, students, teachers, and individuals emphasize 
computer science and its potential in the future.  

As computer science’s popularity prospers, there have been 
numerous means to assess one’s knowledge and skills on a 
computer. There are coding websites, mainly Codeforces and 
Hackerrank designed to impose problem-based coding with 
occasional contests in a competitive manner. This system of 
problem-based coding in a competitive manner is essentially 
called competitive programming. The broader rendition 
would be an Olympiad in Informatics on regional and 
international scales. The world’s most prestigious computer 
science competition is the International Olympiad in 
Informatics (IOI), which attracted 327 contestants from 97 
countries in IOI 2019 Baku, Azerbaijan; all of whom passed 
several stages in national contests.² In these contests, there are 
common problem types such as Graph Theory, Game Theory, 
and recursion which are regularly displayed in problem tasks. 
One of the key objectives is problems that require finding the 
best solution from all feasible solutions such as optimization 
problems. There are numerous algorithms designed to solve 

optimization problems with the motive of determining the 
most optimal solution. Genetic algorithms (GAs) are one of 
the most fundamental algorithms that incorporate biology 
and genetic classification into computer science as a viable 
solution method.³

This study demonstrates the utilization of genetic 
algorithms in solving optimization problems from the 
Olympiad in informatics. It is hypothesized that genetic 
algorithms would be able to propose a solution within a 
certain percent margin of accuracy to Olympiad problems 
which are conventionally solved by other means, given the 
correct parameters. Within this paper, the structure of genetic 
algorithms will be explained, optimization problems will be 
defined, our implementation of a genetic algorithm will be 
shown, and with the given implementation an optimization 
problem will be attempted to be solved.
�   Methods
Genetic Algorithms:
Genetic Algorithms are optimization algorithms that are 

inspired by natural selection. Genetic algorithms were first 
designed by John Holland at the University of Michigan in 
the early 1970s.⁴ They involve processes such as crossover and 
mutation to optimize for a constraint. Genetic algorithms can 
be used to generate feasible and high-quality solutions for 
search and optimization problems. Although the structure of 
genetic algorithms can vary slightly with their implementation, 
most, if not all, genetic algorithms have several commonalities:  
initialization, selection, offspring generation, mutation, and 
termination.⁵

Initialization:
All genetic algorithms start with an initialization step. Ge-

netic algorithms consist of a population of individuals. 
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Individuals carry a gene sequence or DNA. The DNA of an 
individual represents a solution to the problem that is aimed 
to be solved and the DNA should be structured accordingly. 
Therefore, each individual is required to be initialized to ensure 
they have at least some DNA. Although many techniques 
could be applied to initialize the individuals, two techniques 
are most prevalent. Of these two methods, assigning random 
genes to individuals is the most common. The other method 
is seeding the individual which signifies giving random genes 
that could be precise to the optimal value of the system or 
the problem. Initializing the individuals is quintessential to 
a genetic algorithm. Randomly assigning gene values makes 
genetic-diversity possible within the population which is key 
to spanning the entirety of the solution set of a particular 
problem. 

Selection:
After individuals are initialized, the selection process 

takes place. Besides a DNA sequence, the other metric every 
individual has is the fitness value of their DNA. The fitness 
value of an individual determines how optimal it is, or how 
close the individual is to an optimal solution relative to 
other individuals. The fitness value is calculated via a fitness 
function which is a problem-specific function determining 
the optimality of a solution that is proposed by the genes of 
an individual. Therefore, it is important to form a feasible 
fitness function and it is the hardest process that is involved 
in constructing a genetic algorithm. If the fitness function 
fails to produce high-quality fitness values, the genetic 
algorithm will not be able to create high-quality solutions to 
the problem. After a valid fitness function is created, every 
individual’s fitness is calculated. Then the individuals are 
sorted in the population according to their fitnesses and a 
percentage of lowest fitness individuals is discarded. Some 
low-fitness individuals are left in the population to ensure the 
genetic diversity within the population.

Offspring generation:
After the selection process, a new empty generation is 

created and filled via the crossover of the previous generation’s 
individuals. Crossover is the process in which the genes of an 
individual are mixed with another individual’s genes to create 
offspring. The process involves selecting random points in 
the genes of the individuals. Then two empty children are 
created. The genes of the children are set to be the gene of 
one of the parents (one for each child). In the points that 
are randomly selected, the parent that the child is getting the 
gene from switches to the other parent thus crossing over. 
This process can be repeated multiple times to ensure more 
diverse results. Crossover’s main purpose is to generate new 
offspring from high fitness individuals to further increase 
the fitness of the population. By selecting from high fitness 
individuals and crossing over their genes, a gene sequence 
with a higher fitness level is created.

Mutation:
As with crossover, the mutation is a genetic operator that is 

used in creating higher fitness solutions in a genetic algorithm. 
The mutation is the process of randomly changing the genes 
of the individual. There could be several consequences of this 

action. Firstly, a higher fitness solution could be reached which 
is the optimal case. Another case would be a lower fitness 
solution that could be reached in which case the mutated 
child will not be able to pass its genes to the next generation. 
Either way, genetic diversity is created within the population 
to ensure that the system doesn’t converge to a local optimum. 
By randomly changing the genes of the children of the new 
generation, enough new genes are inputted into the system 
to widen the search space of the algorithm. In elitist genetic 
algorithms where the fittest individuals of each generation 
are passed directly to the next generation, the mutation is 
also excluded from elite individuals to protect the progress 
of the genetic algorithm as mutations can lead to a decrease 
in fitness.

Termination:
Termination is the last step of a genetic algorithm. The 

termination of the genetic algorithm may depend on several 
factors and several termination conditions. For example, the 
number of generations could be constrained as well as the 
time spent on the problem. Other constraints include but are 
not limited to reaching a certain fitness level, the solution 
satisfies the bare minimum requirements of the problem, or 
a point is reached where the successive generations no longer 
produce new results. Usually, after termination, a solution is 
outputted as a solution to the problem or optimization. Data 
from each generation can be used to plot data graphs and the 
evolution of the population can be analyzed to draw further 
conclusions.

Pseudocode of a Basic Genetic Algorithm:
1. Initialization - All individuals of the population are ini-

tialized with n-length genes which represent a solution to the 
problem.

2. Fitness - The fitness of each individual is calculated us-
ing a fitness function.

3. New generation - Follow the proceeding steps to create 
a new generation.

4. Selection - A percent of the population is selected. The 
higher the fitness the higher the chance of selection. 

5. Crossover - From the selected individuals, randomly se-
lect 2 parents. Crossover their genes to make 2 new offspring.

6. Accepting - Place new offspring in a new population 
7. Elitism - If the genetic algorithm is elitist, select the 

highest fitness individuals of the population and also place 
them into the new population.

8. Replace - Use the newly generated population for anoth-
er run of the algorithm.

9. Test - Test for a termination condition. If the condition 
is met, terminate the algorithm and return the necessary data 
as a solution to the problem or optimization.

10. Repeat - Go to step 2.
Optimization Problems:
As mentioned previously, optimization problems are the 

problems that require finding the best solution out of all fea-
sible solutions. The whole entity of feasible solutions is often 
referred to as sub-optimal (local) solutions.⁶ A specific goal 
is asked to be met at an optimal value out of all sub-optimal 
solutions. These problems must provide the variable con
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offspring which allows multiple dimensional explorations. De-
pending on the accuracy of the offspring, some are eliminated, 
whereas some are pursued as promising solutions. Due to the 
parallelism, they can operate resembling a graph structure, 
evaluating multiple traceries at once. Thanks to their structure, 
particularly problems containing vast amounts of potential 
solutions are easier to solve which would take an immense 
amount of time with a simple search algorithm.

Identifying the sections of a problem:
First and foremost, it is essential to identify crucial sections 

of a problem task before analyzing any algorithms or writing 
code. In this problem titled IPL, a certain number of games 
(N) are given according to the user’s input. Afterward, N 
number of games is expected from the user with each con-
taining a particular fee awarded if played in the game. The 
problem calls for the maximum amount of money that could 
be earned for an individual (Nikhil) through the N games. 
However, there is a condition in which an individual is obli-
gated to play at most 2 consecutive games. Herewith, a certain 
algorithm must be constructed which maximizes salary while 
taking at most 2 consecutive game conditions into account 
(Figure 1).

Furthermore, a prediction about the complexity of a prob-
lem could be made per the given test data constraints. A 
maximum of 2*10⁵ number of games along with 10⁴ for each 
game can be inputted by the user. An average computer is able 
to make approximately 2*10⁶ calculations per second regard-
less of the operating system. Thus, a brute force algorithm with 
time complexity of O(n2) would be sufficient for a solution to 
pass this problem. The time complexity of O(n2) signifies the 
worst solution possible for a problem which usually persists in 
iterating through every single value until the correct answer is 
reached. Nonetheless, a brute force solution wouldn't pass for 
this problem if the user could input 2*10⁸ number of games. 
In a hypothetical case, a genetic algorithm would be one of 
the most ideal solution methods for this problem with the 
time complexity of O(gnm). Among the time complexity of

straints as specifications necessary for constructing a solution. 
Accordingly, programmers are generally obligated to find the 
minimum and maximum values of a function that satisfies 
the task's objective.

Moreover, optimization problems can be classified in two 
manners according to their variables: continuous or discrete. 
In the cases of discrete variables in an optimization problem, 
an integer, graph, or permutation must be identified out of 
a countable set. In discrete optimization, some or all of the 
variables in a model are required to belong to a discrete set; 
this is in contrast to continuous optimization in which the 
variables are allowed to take on any value within a range 
of values. The discrete set is mainly initialized as subsets, 
combinations, graphs, or sequences. On the other hand, the 
cases of continuous variables require a continuous function 
to be found. Continuous optimization means finding the 
minimum or maximum value of a function of one or many 
real variables, subject to constraints. The constraints usually 
take the form of equations or inequalities.

In general, a rather popular method for solving optimization 
problems is Dynamic Programming (DP).⁷ DP is essentially 
a recursive solution with repeated method calls, storing the 
results of subproblems for the eventual solution. Compared to 
the aforementioned genetic algorithms, DP solutions usually 
use a lot of memory and have a longer running time. Even 
though genetic algorithms are typically harder to implement, 
efficiency in time and memory capacity are highly valuable 
assets for competitive programming which makes genetic 
algorithms more effective in Olympiad in Informatics.⁸ 
�   Results and Discussion
Genetic Algorithms can be considered systematic random 

search algorithms where the random search algorithm also 
considers the optimality of previous trials and evolves ac-
cordingly. Randomly initializing the individuals causes the 
proposed solutions to span the search space. With each gen-
eration, the solutions then attempt to converge at a global 
optimum. Mutations add genetic diversity to the gene pool 
and aim to ensure that the point the population converges is 
the global optimum. Knowing these it can still be inferred that 
a genetic algorithm may not be able to converge on the most 
optimal solution even with the best possible parameters as it is 
still a randomized and probabilistic algorithm. Although that 
may be the case, it could be expected that the final result of a 
genetic algorithm is close to the global optimum. For the set of 
runs that will be conducted in this paper, it is assumed that the 
problem is solved if the value of the solution proposed by the 
algorithm is within 5% of the actual solution after 2000 gen-
erations. The percentage values of how close the solution is to 
the actual solution are calculated using the following formula: 

Another factor to consider is that genetic algorithms are 
intrinsically parallel compared to most algorithms which are 
serial. Serial algorithms only permit linear exploration that 
does not store every value reached by the algorithm's “infer” 
steps. On the contrary, genetic algorithms contain multiple 

Figure 1: ZCO 2014 Problem 4 IPL.9  
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O(gnm), "g" stands for the number of generations, "n" stands 
for the population size, whereas "m" signifies the size of in-
dividuals.¹⁰ In brief, although in this particular case it's not 
imperative, a genetic algorithm solution would be a fast and 
viable solution to the problem among random search and 
brute force algorithms.

Genetic Algorithms Implementation:
The genetic algorithm is implemented via the programming 

language C# which is a general-purpose, object-oriented pro-
gramming language developed by Microsoft. The following 
section breaks down the code into several sections - namely 
initialization, selection, crossover, mutation, and termination. 

Before the function of the code is analyzed, its inner struc-
ture must be understood.¹¹ First of all, the code starts with a 
class named Individual, which represents one individual in the 
entirety of the population. Each contains a set of genes that 
are of template type, a double fitness value, and a chromosome 
length which is common throughout the entire population. 

Its implementation is as follows:
All of these instance variables are initialized with a construc-

tor as each instance of the Individual class is created. Another 
structure within the algorithm is the Population class. The class 
contains an array of individuals, a generation number, a popu-
lation size, a chromosome size, and various probability values 
for the genetic algorithm to work on. The implementation of 

its instance variables is as follows:
As evident from the code snippet, the population class also 

contains two functions: GetRandomGene() and Calculate-
Fitness() functions. These functions are provided by the client 
of these classes and are called within the population's various 
functions. GetRandomGene() is the function that returns a 
random gene to initialize the members. CalculateFitness() is 
a function that returns a double value according to the genes 
of the individual; the number returned signifies the fitness of 
that particular gene set or individual. As cognizant of solely 
the meaning and implementation of these values, it is possi-
ble to analyze the code entirely. The first step in the code is 
the initialization of the individuals. The initialization method 
iterates through the array of individuals and sets the gene of 
each individual using the GetRandomGene() method. For the 
particular problem, the genes of the members are an array of 
integers. All values in the array are either 1 or 0. The gene se-
quence represents the sequence of games and each 1 in the 

gene represents that a match is going to be played while each 0 
represents that the match will be passed.

After the initialization of the population is complete, the 
process of selection begins. Before the selection can order and 
remove individuals from the population, the fitness of each 
individual has to be calculated. The CalculateAllFitness() func-
tion located inside the Population class iterates through all of 
the population’s individuals once more and calls the Calculate-
Fitness() method on their gene sequence and sets their fitness 
value to be the return value of the method. The CalculateAll-
Fitness() method is implemented as such:

The CalculateFitness() function is provided by the client of 
the Population class. For this particular problem, the fitness 
is calculated to be the highest fee that can be reached within 
the gene sequence. A fee is calculated from a series of matches 
until 3 consecutive matches are played which is derived from 
the condition of the problem. If 3 consecutive matches are 
played, the fitness value is reset to 0 and the value it contains 
before resetting is compared to the biggestFitness value. If the 
fitness calculated from this particular series of matches within 
the gene sequence is bigger than the biggestFitness value, the 
biggestFitness value is set to be the fitness of this series. This 
process aims to maximize the fee earned from the gene se-
quence as it attempts to maximize for the largest value of fee 
possible while also keeping the amount of three consecutive 
matches played to the lowest possible value.

After all of the fitnesses are calculated the selection takes 
place. The selection function orders each Individual according 
to their fitness and a percent of the population whose fitness is 
lower is removed from the population. The percentage which 
the population is selected is given as a parameter to the meth-
od (selectPercent). The selection method is also a part of the 
Population class, and it is implemented in the following code 
snippet:

After selection is completed, a new generation is creat-
ed. Another array of individuals is initialized with all of the 
individuals being empty. Then a percentage of the previous 
generation is passed onto the next generation starting from 
the highest fitness. This is called elitism. The remaining empty 
places in the population are filled using the offspring of the in-
dividuals of the previous generation. To produce offspring two 
parents are selected using weighted random selection which 
uses the individuals’ fitness as weight. After the selection is 
made, crossover and mutation are applied. The two offspring 
are placed into the new generation and this process is repeated 
until the new generation becomes just as populated as the pre
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vious generation was. The code for making a new generation is 
implemented as follows:

All of these functions are put together in a PropagateGenera-
tion method to simplify the entire process. PropagateGeneration 
is defined in the following way:

The last step is the termination. For this particular problem, 
the termination condition is the number of generations that 
the algorithm ran for. In the tests made, every algorithm was 
run for 2000 generations before being terminated. The fitness 
levels were not adjusted or altered and were taken as is from 
when the algorithm stopped.

Evaluation of the Solution:
A total of three runs were made. Each algorithm is left to 

run for 2000 generations and with a population of 10000 
individuals. Runs were made using N values of 500, 1000, 
and 2000. In these tests, fitness also represents the proposed 
solution of a gene sequence which in this case is the highest 
fee an individual can earn. This works as both the fitness and 
the solution to the problem are trying to be maximized. In 
each generation, 50 percent of the low fitness population is 
removed, and others are allowed to produce offspring. The 
mutation chance is 80%. This value can alter with the rate 
of convergence and prevent it dramatically, but it is required 
to be extremely high to cover the vast search space. Elitism 
percent is 5% meaning in each generation's highest fitness 5% 
of the population is passed onto the next generation without 
being subjected to any alteration. The processed data from the 
runs are entered into Table 1. The best fitness for each gener-
ation is plotted as a function of generation count and Figures 
2, 3, and 4 are created.

The data suggests that for the tests done, the algorithm is 
successful in finding an optimal solution to the problem. It 
should be noted that for the third test the percentage differ-
ence is very close to the threshold value. This increase in the 
percentage difference is caused by inadequate parameters in 

the genetic algorithm, most notably the generation count and 

population size. Given a higher generation count, it is expect-
ed that the genetic algorithm converges closer to the value, 
resulting in a lower percentage difference. Another test with 
the same parameters except for generation count as test 3 is 
done to show this phenomenon. Note that the actual solution 
is different from test 3 as all the input values are randomized.

As can be observed from this test (Table 2), the percentage 

difference drops significantly when a larger generation count 
is used. Considering all of these tests, it could be concluded 
that genetic algorithms are adequate in solving such problems 
but require a lot of time and memory to run efficiently. Along 
with this, as the amount of input values gets bigger, the amount 
of generation required to converge on an optimal solution in-
creases. This fact must then be taken into consideration when 
designing problem-specific genetic algorithms. Since time and 
memory are usually restrained on Olympiad questions, an effi-
cient algorithm must be implemented with the best parameters 
possible.

Table 2: ZCO 2014 Problem 4 test II.  

Figure 2: Best Fitness vs Generation Count Graph for Test I.  
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�   Conclusion
Thanks to the nature of genetic algorithms, competitive 

programmers and programming enthusiasts have the upper 
hand in solving optimization problems. Although genetic al-
gorithms are able to provide optimal solutions for a majority of 
optimization problems, a couple of drawbacks are noted from 
the solution of IPL. Firstly, since genetic algorithms require a 
set of generations to be processed in order to reach the final 
accurate answer, time and memory constraints are generally 
exceeded. For instance, in the IPL example, the time limit is 
stated as 1 second, whereas the memory limit is stated as 32 
Megabytes (MB). The solution that is at hand utilizing genet-
ic algorithms requires at least 370 seconds and encompasses 
200 MB of memory. Thus, certain alterations to the program 
should be made if genetic algorithms are to be used in a com-
petitive environment. A suggestion for an alteration would be 
to stop new generation formation when an accurate solution is 
reached. A genetic algorithm provides a comprehensive search 
methodology for optimization. The problem of finding an ac-
curate solution in a space with many sub-optimal solutions is a 
classic problem for all systems that can adapt and learn. 

In conclusion, there have been benefits and drawbacks that 
have emerged as genetic algorithms were utilized in this study 
in order to solve optimization problems from informatics 
Olympiads. It is observed that genetic algorithms are gener-
ally able to solve such problems but are unable to comply with 
the memory and time restrictions. It should also be noted that 
converging on higher input values, requires more generations 
to be run on the algorithm, or increased population size. Con-
sequently, a competitor in such informatics Olympiads must 
consider the possibility of using genetic algorithms as a tool 

for solving the problems yet must also approach the algorithm 
with caution as the implementation has to be optimized heavi-
ly in order to comply with time and memory constraints of the 
Olympiads.
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ABSTRACT: This paper presents an analysis of the interactions of the hard x-rays emitted through the high-energy solar 
flares, often seen in the X and Y class, within the ionosphere which is located in the thermosphere. Hence, the paper concentrates 
on whether it’s possible to specify a critical threshold energy level for the hard x-ray emissions from a solar flare that cause the 
x-ray beam to reach the Earth's crust and its inhabitants, assuming that the intensity of the hard x-ray beam is kept as a constant. 
This should serve as a critical point in determining the harmful effects of the solar flares in the atmosphere and furthermore on
Earth as a whole. The methodology that has been followed is the application of a well-known scientific effect to the problem,
the photoelectric effect, and the evaluation of the implications of its conclusions. It is then seen that as the intensity of the X-ray
beam is kept as a constant, the energy of the incoming x-ray beam does not affect the process of atmospheric absorption, since
energy is quantized by the photons and the decreasing wavelength does not contribute to the number of electrons liberated in the
ionospheric D region.

KEYWORDS: Physics and Astronomy; Quantum Physics; Solar Flares; Ionosphere; X-Ray Emission.

� Introduction
This research paper is focused on the examination of the 

mutual correlation between the hard x-rays emitted through 
the X and Y class high-energy solar flares with the ionosphere 
which is an integral part of the thermosphere.¹ The question 
we as a team specified our research into is “Can there be a 
critical energy threshold for the hard X-rays emitted through 
the solar flares in which the Earth’s atmosphere cannot 
process it and if so, what would it be?” Our hypothesis was 
that the threshold could be found through the calculation 
and understanding of the Photoelectric effect that is naturally 
occurring by the interactions between the hard X-rays and the 
competence of the Earth’s atmosphere and surface.² 

For reference data, we researched the November 4, 2003, 
Giant Solar flare, it was the largest one currently recorded 
by scientists.³ In essence, solar flares are incidents that have 
immense effects on both the natural species of our planet 
and the infrastructure of telecommunication technology. 
After thoroughly examining the example of the November 
4, 2003, Giant Solar flare, we started to research a joint 
threshold that can define the amount of radiation the Earth’s 
atmosphere could absorb. Solar flares emit many kinds of 
waves ranging from Gamma to X-Rays; however, for the 
ease of comprehension and drawing the limits of our paper, 
we narrowed our research down to the examination of the 
amount of X-Rays that solar flares emit only.³

To better understand how X-rays interact with the structure 
of the Earth’s atmosphere, we firstly gathered information on 
the Earth’s atmospheric layers, namely the thermosphere and 
its integral part the ionosphere, as shown in Figure 1. These 
two layers’ main function is to absorb any rays that enter the 
atmosphere with the abundance of Oxygen and Nitrogen 

gasses in their compositions.⁵ Essentially, the thermosphere 
is the layer of the atmosphere which lies just above the 
mesosphere. Within this layer of the atmosphere, UV 
light induces photoionization of molecules, resulting in 
the formation of ions.⁵ The formation of the ions further 
translates into the subsequent formation of the ionosphere. 
The ionosphere is a dense layer of electrons and ionized 
atoms and molecules that extends from 48 kilometers above 
the surface to 965 kilometers, intersecting with the previously 
mentioned layers of the mesosphere and thermosphere.⁶ 
This mobile zone expands and contracts in response to solar 
circumstances, and it is  subdivided into three regions: D, E, 
and F, depending on the wavelength of solar light absorbed.⁶ 
Throughout the paper, the reader will come across the D 
region the most, mainly because this is the region where hard 
X-Ray beams interact with the atmospheric composition and
are absorbed.⁷ Since the ionosphere is composed of charged
particles, it is extremely sensitive to changes in magnetic and
electric conditions in space. These circumstances, along with
other phenomena like bursts of charged particles, are referred

Figure 1: Diagram showing the layers of the Earth’s atmosphere and 
ionosphere.4
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to as space weather and are frequently associated with solar 
activity. The ionosphere is an essential connection in the 
Sun-Earth interaction chain, since through the ionosphere 
radio communications can be possible.⁷ This paper portrays 
an analysis of a sophisticated and detailed research question 
regarding the X- Ray absorption abilities of our atmosphere 
that hasn’t been thoroughly discussed by previous literature 
before.
�   Results and Discussion
The paper consists of two sections: Limitations of the 

Photoelectric Absorption and The Effect of Quantized 
Energy on the Amount of Emitted Electrons.

Limitations of the Photoelectric Absorption:
The photoelectric effect is the starting point of quantum 

mechanics in its modern form, and the idea of quantized 
energy. Hence, understanding the limitations of the 
photoelectric effect and the absorption of a photon by a 
material is crucial in evaluating the interactions between the 
x-rays and the molecules in the D region of the ionosphere. 
X-rays, and their carriers, photons, are by no means affected 
by the magnetosphere of the Earth, since they are not 
electrically charged. Thus, the only significant interaction 
between the incoming X-rays and the atmosphere occurs 
in the D region of the ionosphere which is located at the 
thermosphere of the atmosphere.⁷ The incoming X-rays 
often collide with the atoms, and their electrons, located in 
the D region which is highly famous with the high density of 
electrons it includes. Hence, as the X-rays collide with N₂ and 
O₂ atoms, the energy coming from the X-rays are absorbed by 
the atom, and as a result, an electron is set free with a specific 
amount of kinetic energy. This is known as the photoelectric 
effect, and hence is important in evaluating the hypothesis 
since the increasing energy of the incoming photons does not 
specifically cause an increase in the emission of the electrons 
of a molecule after a certain frequency threshold.⁸ However, 
it should be noted that the intensity of the incoming X-rays 
are to be taken into account as a constant, since the increase 
in the intensity of the X-rays is linearly correlated with the 
amount of electrons emitted.⁸

The Effect of Quantized Energy on the Amount of Emitted 
Electrons:

The calculation of the energy of an emitted electron via the 
photoelectric effect is made by the equation:⁹

K = hf - Φ
In which K is the maximum kinetic energy that the electron 

can possess after being set free from the atom of the material, 
h is the Planck constant, f is the frequency of the incoming 
radiation, and Φ is the work function, which denotes the 
required energy needed to tear off an electron from the 
specified atom. Work function is a function of the material, 
and is higher in nonmetals compared to metals.⁹ Recalling 
the approved postulations of the photoelectric effect, one can 
see that the quantized energy carried by singular photons can 
be only used in the tearing off of one electron and that after a 
threshold frequency, which is also a function of the specified 
material, the value of the frequency, and thus, the wavelength 
of the specified radiation is not accounted regarding the 

number of electrons emitted from a set of materials. The 
excess energy after subtracting the work function from the 
incoming photon, energy only affects the kinetic energy of 
the emitted electrons, and hence does not have any significant 
effect on the number of liberated electrons, as shown in 
Figure 2.

This is indeed crucial in our understanding of the 
hypothesis and the x-ray interactions with the ionosphere. 
In the hypothesis we established, we consider the energy of 
an incoming beam, and we are trying to determine whether 
it is possible for the incoming x-rays to reach the Earth's 
crust and its inhabitants after a critical threshold energy 
level. However, our hypothesis does not specifically account 
for the intensity of the incoming beam, since it is also a 
major observational problem that is yet to be resolved by the 
scientific community. The minor interactions of the X-ray 
beams with the outermost parts of the atmosphere cause 
the diffraction and scattering of beams before entering the 
ionosphere and therefore prevent us from setting a specific 
conclusion regarding a critical threshold energy value for a 
solar flare that could be then seen as a danger threshold for 
the life on Earth. Briefly, the intensity of the incoming X-ray 
beams cannot be specified and vary significantly from their 
predicted source values. At this point, it is needless to say 
that the hard x-rays that this research concentrates on have 
wavelengths high above the threshold frequency needed to 
enable the photoelectric effect on the N and O molecules of 
the atmosphere.¹⁰ 
�   Conclusion
The research we have conducted over the course of the last 

two months allowed us to examine the interaction between 
the X-rays emitted through the solar flare activities and re-
spected layers of the atmosphere of the Earth, namely the 
thermosphere and the ionosphere, especially the ionospheric 
D region. In the end, we have reached the conclusion that it is 
highly unlikely to determine a critical threshold energy level 
for the solar flares that enable the hard X-ray beams emitted 
from them to reach the Earth's crust, due to the complex dif-
fraction and scattering patterns of the X-ray beams and the 
fact that as the intensity of the beam is kept as constant, the 
amount of energy a beam possesses does not affect the number 
of electrons ionized. Hence, it should be noted that further 
specifications and enhancements could be made by rigorous 
mathematical analyses. 

Figure 2: Energy as a function of frequency.2 
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ABSTRACT: This paper investigates the advantages and disadvantages of mRNA vaccines and conventional vaccines through 
a comparison of both, particularly in three areas: production, efficacy, and safety. Classical vaccines comprising of live-attenuated 
vaccines and inactivated vaccines. Live-attenuated vaccines use an attenuated version of the original pathogen whereas inactivated 
vaccines use inactivated germs. Messenger RNA vaccines, on the other hand, utilize mRNA containing the code for antigens. 
With this, the aim is to make cells build the antigens themselves. When these two are compared, it is seen that mRNA vaccines are 
faster to produce due to technological improvements. They are more effective than classical vaccines owing to the advancements 
in delivery systems. Moreover, they do not possess the risk of degradation of DNA or instability again due to technological 
development. On the other hand, inactivated vaccines are harder to produce because of developing cultures. They are not as effective 
as mRNA vaccines in SARS-CoV-2 and its mutations. Finally, live-attenuated vaccines have the probability of a reversion to the 
virulence of the natural germ. Thus, they cannot be given to people with weakened immunity. When all of these are considered, it 
has been concluded that mRNA vaccines have numerous advantages when compared to traditional vaccines.

KEYWORDS: conventional; inactivated; live-attenuated; mRNA; vaccines. 

� Introduction
With the COVID-19 pandemic, all the attention of the sci-

entists was drawn to a new type of vaccine: mRNA vaccines. 
This was a new approach to vaccination since conventional 
vaccines consisting of live-attenuated and inactivated (dead) 
vaccines have used entire pathogens that are either weak-
ened (attenuated) or inactivated (killed) through physical and 
chemical processes for producing vaccines. However, the re-
search on mRNA vaccines, in fact, dates back to the 1960s. 
During that period, mRNA vaccines had some deficiencies 
that needed to be improved. Owing to technological ad-
vancement in recent years, this was made possible for mRNA 
vaccines, especially for mRNA COVID-19 vaccines.    

This research paper will investigate the general properties 
of conventional vaccines and mRNA vaccines as well as 
compare the two vaccine types with respect to their production 
methods, efficiency for preventing diseases, and biosafety that 
they possess by focusing on SARS-CoV-2. The paper starts 
with an introduction of the two types of vaccines mentioning 
their properties and some of their benefits and disadvantages. 
The conventional vaccine classification was made according to 
the information taken from the National Institute of Allergy 
and Infectious Diseases. The introduction continues with the 
comparison of the vaccine types in three main areas which are 
manufacturing, effectiveness, and safety including elaboration 
on some additional convenience and inconvenience of the 
vaccines. The paper is finished by showing mRNA vaccines 
have several advantages over conventional vaccines with 
respect to biosafety, efficacy, and production.

� Methods
Conventional Vaccines:
Conventional vaccines usually contain whole pathogens 

that are attenuated or inactivated so as to stimulate the 
immune system of the body against a pathogenic agent.¹ 
The first type of traditional vaccine is the live or attenuated 
vaccine. Attenuated vaccines are comprised of the weakened 
version of a virus or bacterium that causes the disease so 
that the germs replicate themselves several times and create 
an immune response in the body.¹ Most attenuated vaccines 
can create a strong and long-lasting immune response in the 
body against the disease with only one or two doses of the 
vaccine as the real pathogens and the pathogens utilized in 
this type of vaccine are very similar.² The virulence of these 
disease-causing viruses or bacteria is usually reduced by 
repeated culturing.³ Since the pathogenic microorganism that 
is found in an attenuated vaccine is still a living organism 
even though it is weakened, live attenuated vaccines require 
refrigeration meaning that they need to be kept cool under 
low temperatures mostly between 2°C and 8°C (36 °F to 46 
°F).⁴ However, there are a few exceptions such as live varicella 
(chickenpox) vaccine which must be stored frozen within 
a temperature range of -50°C to -15°C (-58°F to 5°F) in a 
refrigerator.⁴ Together the varicella (chickenpox) vaccine, 
measles, mumps, rubella (MMR) vaccine, shingles vaccine, 
and live attenuated influenza vaccine (LAIV) are some of the 
other examples of live vaccines.⁵

The second type of traditional vaccine is the inactivated or 
dead vaccine. In order to produce inactivated vaccines either 
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entire pathogenic agents or microorganisms that are very 
similar to the germs are destroyed -or sometimes altered- 
through the agency of chemical agents, heat, or radiation 
after being grown in culture.³ The aim of the destruction or 
alteration of the disease-causing microorganisms is to prohibit 
the replication of the replication of the disease-causing 
microorganisms.⁶ A negative consequence of the destruction 
of germs is the decrease in the immunogenicity of inactivated 
viruses and bacteria provided by inactivated vaccines.³ It is 
said that the immunity obtained from inactivated vaccines 
is generally shorter and weaker than the immunity provided 
by live attenuated vaccines.³ Since the length and strength of 
the immune response of an inactivated vaccine are less, more 
doses of this kind of vaccine - generally two or three shots- 
are required to obtain a sufficient amount of antibodies in the 
body when compared to live-attenuated vaccines.³ Although 
this may be a disadvantage of inactivated vaccines over live 
attenuated ones, an advantage of inactivated vaccines is the 
fact that the refrigeration process is not essential for some 
inactivated vaccines such as lyophilized vaccines in which the 
water is removed and they are vacuumed since the pathogenic 
microorganisms are inactivated through chemical or physical 
processes.⁷ This eases the distribution of this type of vaccine 
around the globe as opposed to attenuated vaccines whose 
distribution is limited to the countries having refrigerators.⁹ 
However, as usual, there are exceptions. Some of them are 
inactivated vaccines that are in a liquid state that do not 
contain aluminum adjuvants.⁸ Additionally, inactivated 
influenza vaccine (IIV), hepatitis A vaccine, rabies vaccine, 
and polio vaccine can be given as other examples of inactivated 
vaccines that were developed until now.⁹

Messenger RNA Vaccines:
Messenger ribonucleic acid (mRNA) vaccines have been 

studied for decades dating back to the 1960s.¹⁰ Recent 
advancements in technology in addition to the SARS-
CoV-2 pandemic have extremely increased the speed of the 
development of mRNA vaccine technology. Messenger RNA 
is therefore a novel technology utilized to generate an immune 
response in the body.¹ Unlike classical vaccines, instead of 
entire pathogens, mRNA vaccines use mRNA in which the 
“blueprint” of a specific pathogen is encoded.¹ This allows 
the cells themselves to produce antigens (disease-causing 
proteins) which are normally found in the pathogenic bacteria 
or viruses by translating the information encoded in the 
mRNA.¹ Similar to live-attenuated vaccines, mRNA vaccines 
should be refrigerated. An exemplification of refrigeration 
can be given as the COVID-19 vaccine developed by Pfizer-
BioNTech.⁴ Since the durability and stability tests of the 
vaccine started quite late in the developmental process, 
refrigeration was imposed by the biotechnology company.⁴ 
Likewise, another benefit of messenger RNA vaccines 
which is common to live-attenuated vaccines is their ability 
to generate strong immunogenicity, meaning that the body 
creates a strong immune response against the antigens that 
were produced by the body itself.¹¹ Yet, sometimes this 
immunogenicity might be exaggerated by the body causing 
the excess amount of cytokine which is a crucial and small 

protein used in cell signaling and produced by the innate 
immune system to appear in the body. However, there is no 
evidence supporting that “mRNA COVID-19 vaccines or 
even non-mRNA vaccines would result in cytokine storms”.¹²                         

Two types of mRNA are currently being studied: 
non-replicating (conventional) and self-replicating (self-
amplifying) mRNA.13 Non-replicating mRNA consists 
of a 5’ cap structure that contains a 7-methylguanosine 
cap (m⁷G cap) that is connected to the first nucleotide 
by a triphosphate bridge, 5’ untranslated region (UTR), 
immunogen information, 3’ untranslated region (UTR), and 
a 3’ poly-A tail respectively from left to right as shown in 
Figure 1 (a).¹³ On the other hand, self-replicating mRNA, 
different from non-replicating mRNA contains an RNA-
dependent RNA polymerase (RDRP) complex between 5’ 
UTR and immunogen code which is an enzyme catalyzing 
the replication of RNA -in this case, mRNA- in addition to 
the components found in the structure of non-replicating 
mRNA as also shown in Figure 1 (b).¹³ In other words, the 
RDRP complex that is located in the self-amplifying mRNA 
enables the mRNA to multiplicate intracellularly as shown 
in Figure 2.¹³ The 5’ m⁷G cap and 3’ poly-A tail are used 
in both conventional and self-amplifying mRNAs to prevent 
the breakage of the immunogen blueprint by the enzymes 
found in the cytoplasm of the cells in the body.¹³

Production of Traditional and mRNA Vaccines:
Traditional vaccines take a longer time to be developed 

compared to messenger RNA vaccines.¹ In a nutshell, in 
order to produce live-attenuated vaccines first, wild bacteria 
or viruses are weakened under laboratory conditions.³ The 
attenuation process might be done through heat or light 
although repeated culturing is the most preferred method.³ 
Then, these viruses or bacteria are delivered to the body via 
live-attenuated vaccines. For inactivated vaccines, however, 
the methods such as using chemicals, radiation, or heat are 
used to destroy or kill the germs as can be seen in Figure 3.¹⁴ 
After the inactivation, the destroyed pathogens are delivered 
to the body through inactivated vaccines Figure 3.¹⁴

Figure 1: Non-replicating and self-replicating mRNA structures.13  

Figure 2: Production of immunogens via non-replicating and self-replicating 
mRNA.13
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Even though the description of the manufacturing 
processes of attenuated and inactivated vaccines seem to 
be short, indeed they are longer than the manufacture 
time of mRNA vaccines.¹ The average duration of vaccine 
development is measured to be 10 to 15 years.¹⁵ One reason 
for this might be the fact that vaccine development comprises 
several stages: discovery and development, pre-clinical trials, 
human trials, licensing, manufacturing, and distribution.¹⁶ 
To support this claim, the development times of several 
conventional vaccines from the discovery and development 
stage to the licensing stage (FDA approval stage) can be given. 
The vaccine for SARS-CoV-2 was developed in less than 
one year by breaking the fastest produced vaccine record.¹⁷ 
In the meantime, the developmental time for the chickenpox 
(varicella) vaccine was 28 years, for the flu vaccine was 27 
years, for polio was 13 years, and for mumps was 4 years.¹⁶ 
Although the same vaccine development stages are applicable 
for mRNA vaccines as well, the time for the discovery and 
development stage is much shorter for them owing to the 
technological advancements in gene sequencing.¹⁶ Specifically 
for COVID-19, the human trial stage was shortened as well 
as the discovery and development stage.¹⁶ Another reason for 
the fact that traditional vaccines require a longer production 
time could be the culturing process in inactivated vaccines.¹⁸ 
Since producing numerous inactivated bacteria and viruses 
takes up plenty of time, the discovery and development stage 
is longer for inactivated vaccines specifically, elongating the 
overall manufacture time for this type of classical vaccine.¹⁸ 
Briefly, due to the differences in the manufacturing process, 
for the production of conventional vaccines, more time must 
be devoted.

The Manufacture and Working Processes of mRNA Vaccines:
Compared to traditional vaccines, mRNA vaccines have 

a different way of production and working as depicted 
in Figure 4.¹⁹ First of all, the sequence of the pathogenic 
agent is identified via gene-sequencing.¹ Secondly, vaccines 
containing small and harmless mRNA fragments in which 
the code for the specific antigen -for COVID-19 this specific 
antigen is called spike protein- is encoded are produced 
and given to people.¹ Thirdly, mRNA fragments enter the 
body.¹ Thus, the body starts the antigen expression itself.¹ 
Simultaneously, the antigens are placed on the outer surface 
of the cells.¹ Finally, the immune system recognizes the 
foreign substance and starts to produce a suitable antibody 
for the specific antigen.¹ However, one disadvantage of using 

Figure 3: Production process of inactivated vaccines.14
  

this process is that mRNA can be broken down readily.²⁰ 
Hence, it might be harder to produce enough antigens and 
subsequently enough antibodies to protect the body from the 
dreadful effects of pathogens. To reduce this disadvantage, two 
of the approved COVID-19 vaccines by Pfizer-BioNTech 
and Moderna are made utilizing self-replicating mRNAs so 
that the number of mRNAs is increased as was depicted in 
Figure 2.¹³

Efficacy of Traditional and mRNA Vaccines:
In the early usage of mRNA in research for vaccination, 

mostly naked mRNA was used.²¹ This was creating several 
problems. The most important one was the instability of 
the mRNA which decreased the efficacy of the vaccines 
containing mRNA.²¹ The mRNA was not able to reach the 
target cells safely because of the presence of nucleases which 
are the enzyme type that can break the mRNA down in 
the body.²¹ Additionally, to reach the cytoplasm of the cell, 
mRNA needs to pass from a negatively charged phospholipid 
bilayer.²¹ Only particles smaller than 1,000 Da (atomic mass 
unit) can pass through this bilayer.²¹ Since mRNA is a much 
larger and heavier molecule, it required a carrier with it so 
that it could pass through the negatively charged bilayer.²¹ 
Briefly, the deficiency of a well-prepared delivery system was 
the root of the problems.²¹ However, this problem is no longer 
the case for mRNA vaccination due to the technological 
advancements in the mRNA delivery systems. There are 
several novel delivery systems divided into two big groups: 
viral and non-viral vector delivery systems.¹⁸ Non-viral vector 
delivery systems can further be divided into two subgroups 
lipid and polymer delivery systems.²¹ Some examples of 
lipid delivery systems are lipid nanoparticles and liposome 
complexes.²¹ Some examples of polymer delivery systems are 
poly-amido-amine (PAA), poly-beta amino-esters (PBAEs), 
and polyethyleneimine (PEI).²¹ Some examples of viral vector 
delivery systems are electroporation, polymer delivery system 
(polylysine), and cationic liposome.²¹ Some examples of viral 
vector delivery systems are hybrid adenoviral vectors and 
retroviral vectors.²² In this article, the main focus is on the 
non-viral lipid delivery system of lipid nanoparticles since the 
Pfizer-BioNTech, and Moderna vaccines both used this type 

Figure 4: Working process of mRNA when it enters a cell.19
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that mRNA can be broken down readily.²⁰ Hence, it might be 
harder to produce enough antigens and subsequently enough 
antibodies to protect the body from the dreadful effects of 
pathogens. To reduce this disadvantage, two of the approved 
COVID-19 vaccines by Pfizer-BioNTech and Moderna are 
made utilizing self-replicating mRNAs so that the number of 
mRNAs is increased as was depicted in Figure 2.¹³

In general, a rather popular method for solving optimization 
problems is Dynamic Programming (DP).⁷ DP is essentially 

a recursive solution with repeated method calls, storing the 
results of subproblems for the eventual solution. Compared to 
the aforementioned genetic algorithms, DP solutions usually 
use a lot of memory and have a longer running time. Even 
though genetic algorithms are typically harder to implement, 
efficiency in time and memory capacity are highly valuable 
assets for competitive programming which makes genetic 
algorithms more effective in Olympiad in Informatics.⁸ 
�   Results and Discussion
Genetic Algorithms can be considered systematic random 

search algorithms where the random search algorithm also 
considers the optimality of previous trials and evolves accord-
ingly. Randomly initializing the individuals causes the proposed 
solutions to span the search space. With each generation, the 
solutions then attempt to converge at a global optimum. Mu-
tations add genetic diversity to the gene pool and aim to ensure 
that the point the population converges is the global optimum. 
Knowing these it can still be inferred that a genetic algorithm 
may not be able to converge on the most optimal solution even 
with the best possible parameters as it is still a randomized and 
probabilistic algorithm. Although that may be the case, it could 
be expected that the final result of a genetic algorithm is close 
to the global optimum. For the set of runs that will be conduct-
ed in this paper, it is assumed that the problem is solved if the 
value of the solution proposed by the algorithm is within 5% 
of the actual solution after 2000 generations. The percentage 
values of how close the solution is to the actual solution are 
calculated using the following formula: 

Another factor to consider is that genetic algorithms are 
intrinsically parallel compared to most algorithms which are 
serial. Serial algorithms only permit linear exploration that does 
not store every value reached by the algorithm's “infer” steps. 
On the contrary, genetic algorithms contain multiple offspring 

which allows multiple dimensional explorations. Depending 
on the accuracy of the offspring, some are eliminated, whereas 
some are pursued as promising solutions. Due to the parallel-
ism, they can operate resembling a graph structure, evaluating 
multiple traceries at once. Thanks to their structure, particularly 
problems containing vast amounts of potential solutions are 
easier to solve which would take an immense amount of time 
with a simple search algorithm.

Identifying the sections of a problem:
First and foremost, it is essential to identify crucial sections 

of a problem task before analyzing any algorithms or writing 
code. In this problem titled IPL, a certain number of games 
(N) are given according to the user’s input. Afterward, N 
number of games is expected from the user with each con-
taining a particular fee awarded if played in the game. The 
problem calls for the maximum amount of money that could 
be earned for an individual (Nikhil) through the N games. 
However, there is a condition in which an individual is obli-
gated to play at most 2 consecutive games. Herewith, a certain 
algorithm must be constructed which maximizes salary while 
taking at most 2 consecutive game conditions into account.

Furthermore, a prediction about the complexity of a prob-
lem could be made per the given test data constraints. A 
maximum of 2*10⁵ number of games along with 10⁴ for each 
game can be inputted by the user. An average computer is able 
to make approximately 2*10⁶ calculations per second regard-
less of the operating system. Thus, a brute force algorithm with 
time complexity of O(n2) would be sufficient for a solution to 
pass this problem. The time complexity of O(n2) signifies the 
worst solution possible for a problem which usually persists 
in iterating through every single value until the correct an-
swer is reached. Nonetheless, a brute force solution wouldn't 
pass for this problem if the user could input 2*10⁸ number of 
games. In a hypothetical case, a genetic algorithm would be 
one of the most ideal solution methods for this problem with 

the time complexity of O(gnm). Among the time complexi-
ty of O(gnm), "g" stands for the number of generations, "n" 
stands for the population size, whereas "m" signifies the size 
of individuals.¹⁰ In brief, although in this particular case it's 
not imperative, a genetic algorithm solution would be a fast 
and viable solution to the problem among random search and 
brute force algorithms.

Genetic Algorithms Implementation:
The genetic algorithm is implemented via the programming 

language C# which is a general-purpose, object-oriented pro-
gramming language developed by Microsoft. The following 

Figure 5: Fusion of lipid vehicle with the plasma membrane.24

Figure 6: Comparison of BNT162b1 and CoronaVac vaccines antibody 
production and neutralization.29
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section breaks down the code into several sections - namely 
initialization, selection, crossover, mutation, and termination. 

Before the function of the code is analyzed, its inner struc-
ture must be understood.¹¹ First of all, the code starts with a 
class named Individual, which represents one individual in the 
entirety of the population. Each contains a set of genes that 
are of template type, a double fitness value, and a chromosome 
length which is common throughout the entire population. 
Its implementation is as follows:

All of these instance variables are initialized with a construc-
tor as each instance of the Individual class is created. Another 
structure within the algorithm is the Population class. The class 
contains an array of individuals, a generation number, a popu-
lation size, a chromosome size, and various probability values 
for the genetic algorithm to work on. The implementation of 
its instance variables is as follows:

As evident from the code snippet, the population class also 
contains two functions: GetRandomGene() and Calculate-
Fitness() functions. These functions are provided by the client 
of these classes and are called within the population's various 
functions. GetRandomGene() is the function that returns a 
random gene to initialize the members. CalculateFitness() is 
a function that returns a double value according to the genes 
of the individual; the number returned signifies the fitness of 
that particular gene set or individual. As cognizant of solely the 
meaning and implementation of these values, it is possityptype 
of delivery system in their SARS-CoV-2 vaccines.²³ This new 
lipid nanoparticle technology used by both of the approved 
and the most used COVID-19 vaccines not only allows the 
messenger ribonucleic acid to travel safely inside the body but 
also eases the entrance of the large and heavy mRNA molecule 
into the cell from a negatively charged phospholipid bilayer.²¹ 
Whilst mRNA is entering the target cell, the encapsulating 
lipid fuses with the plasma membrane as described in Figure 
5 by a model.²¹

Other than newly developed delivery systems, the effective-
ness data of COVID-19 vaccines can be compared to show that 
the lipid nanoparticle delivery system has made the mRNA 
vaccines much more efficient than classical vaccines, specifi-
cally inactivated vaccines. In a study conducted at 99 centers in 
the United States where 96% of 30,420 volunteers received two 
doses of intramuscular mRNA-1273 injections 28 days apart, 
the efficacy of two doses of mRNA-1273 (Moderna) vaccine 
against symptomatic COVID-19 including severe diseases in 
persons 18 years old or older was found to be 94.1%, and no 
safety concerns were identified.²⁵ Yet, only transient local and 
systematic reactions were observed.²⁵ In the meantime, in the 
phase three trial of the BNT162b1 COVID-19 vaccine where 
43,000 volunteers from roughly 150 clinical trial sites in several 
countries including the United States, Turkey, and Argentina, 
the overall efficacy of the vaccine was found to be 95% and 
the effectiveness of persons over 65 years old was recorded as 
94%.²⁶ On the other hand, the efficiency data for the Coro-
naVac (Sinovac) vaccine which is a type of inactivated vaccine 
is lower than the ones found in mRNA vaccines when both are 
compared to each other. In a study in Indonesia where 1,620 
healthy adults within an age range of 18 to 59 were injected 

with two doses of CoronaVac (Sinovac) inactivated vaccine 14 
days apart, the effectiveness of the vaccine to prevent symp-
tomatic COVID-19 was confirmed as 65.30%.²⁶ In a similar 
study conducted in Turkey, the same inactivated vaccine’s ef-
ficacy against symptomatic COVID-19  was found to be 
83.5%.²⁷ In another similar study conducted in Brazil where 
43,774 people being 70 years old or more were given two shots 
of CoronaVac inactivated vaccine, the adjusted vaccine effec-
tiveness against symptomatic COVID-19 was confirmed as 
24.7% between days 0 and 13 meanwhile this value was found 
as 46.8% after the second dose.²⁸ In another study where the 
immunogenicity of mRNA vaccines and inactivated vaccines 
against COVID-19 based on BNT162b1 mRNA vaccine and 
CoronaVac inactivated vaccine were compared, the resulting 
graphs showed that both the amount of antibody produced 
by the body and the neutralization amount is higher in the 
BNT162b1 mRNA vaccine compared to CoronaVac inactivat-
ed vaccine as can be seen from the graph in Figure 6.²⁹ The 
relationship between antibody and antigen was measured by 
a method called “ELISA” as shown in graph A in Figure 6.²⁹ 
The neutralizing antibodies, on the other hand, is measured 
via sVNT assay.²⁹ The neutralizing antibodies are crucial since 
having more capacity for neutralization may prevent the en-
trance of pathogens into the cells as well as stop the germs 
from changing their conformational shape.³⁰ All in all, all the 
data provided shows that the efficacy rate for mRNA vaccines 
which are BNT162b1 and mRNA-1273 is higher than the 
efficacy rates for an inactivated vaccine which is in this case 
CoronaVac (Sinovac).

At the moment, there are not any approved live-attenuated 
COVID-19 vaccines since they are still in the clinical trial pro-
cess which makes it harder the comparison of live-attenuated 
vaccines to mRNA vaccines. However, logically, some reasoning 
for why live-attenuated vaccines cannot perform as effectively 
as mRNA vaccines on COVID-19 might be done. Most im-
portantly, since live-attenuated vaccines contain the weakened 
version of a virus or a bacterium, they can only attack one spe-
cific virus or bacterium type meaning that whenever there is 
a new pathogenic agent, a new purification and testing pro-
cess is required to develop a new vaccine.¹ On the other hand, 
mRNA vaccines can be standardized meaning that with mini-
mal changes in the mRNA encoding different vaccines against 
different disease-causing microorganisms might be produced.¹ 
Additionally, because of this reason, using mRNA vaccines will 
increase the speed of the vaccine development process which is 
very necessary for outbreaks such as COVID-19.¹ 

Biosafety of Traditional and mRNA Vaccines:
A final aspect that should be considered while comparing 

the advantages and disadvantages of traditional and mRNA 
vaccines is their biosafety. Most of the hesitance to getting in-
jected with an mRNA COVID-19 vaccine comes from three 
points: the degree of degradation of DNA of the person, insta-
bility of mRNA, and side effects of the vaccine.²¹,³¹ To begin 
with, mRNA COVID-19 vaccines cannot degrade the human 
genome (DNA) since mRNA does not enter the nucleus of the 
cells where DNA is located in each person and instead remains 
in the cytosol which is in the cytoplasm that is found outside 
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of the nucleus of the cells.²¹ Moreover, mRNA is a molecule 
that breaks down readily in the human body that’s the reason 
why self-amplifying mRNAs are used in mRNA COVID-19 
vaccines to increase the amount of mRNA in the cells which 
will also augment the amount of antigen and therefore anti-
bodies.²⁰ Secondly, the instability of mRNA is resolved due 
to the advancements in the delivery systems by using appro-
priate carriers in COVID-19 mRNA vaccines which helps 
to increase the safety of the vaccines.²¹ The most commonly 
used carriers, today, for mRNA COVID-19 vaccines are lipid 
nanoparticles that belong to lipids which are one of the four 
organic compound types.²¹ Therefore, they are biodegradable 
meaning that they are not harmful to human cells.²⁰ Moreover, 
they fuse with the phospholipid bilayer of human cells once the 
mRNA encapsulated in the lipid vehicle arrives at the target 
cell as was shown in Figure 5.²⁴ Lastly, the fear of side effects 
of the COVID-19 vaccine. mRNA vaccines indeed have side 
effects such as swelling, pain, redness where the shot was ad-
ministered, headache, and fever.³² Yet, these side effects are also 
available from conventional vaccines including live-attenuated 
and inactivated vaccines. In live-attenuated vaccines, especially, 
people are given the weakened version of the pathogen which 
increases the possibility of side effects in live vaccines since 
the substance given by the vaccine is the closest to the actual 
pathogenic agent.³³ Furthermore, in live-attenuated vaccines, 
there is the potential for reversion to natural virulence creating 
a very similar effect to the actual dreadful pathogen as a result 
of a secondary mutation of the attenuated microorganism.¹⁸ 
Moreover, because of this reason, one important limitation of 
live-attenuated vaccines is that they cannot be injected into 
people with weak immune systems since the vaccine might 
produce the actual disease in the body.¹⁸ On the other hand, in-
activated vaccines do not possess the possibility of turning back 
to natural virulence.¹⁸ Thus, people with weakened immune 
systems can get these vaccines.¹⁸ However, for this type of vac-
cine, a minor fault in the bacteria culturing process might result 
in infections in the injected people.³⁴ Hence, special laboratory 
facilities that are very clean are required.³⁴ A final problematic 
situation with inactivated vaccines is that they might require 
adjuvants which is an ingredient used in vaccines to boost the 
vaccines such as aluminum hydrates.³⁵ This is a disadvantage 
for dead vaccines because adjuvants can cause more local reac-
tions such as swelling and pain and systematic reactions such 
as fever and chills.³⁵ This means that inactivated vaccines in 
which adjuvants are present have more possibility of causing 
side effects compared to mRNA vaccines. 
�   Conclusion
In conclusion, several benefits of messenger ribonucleic 

acid (mRNA) vaccines are observed when compared to con-
ventional vaccines comprising of live-attenuated vaccines and 
inactivated (dead) vaccines in manufacturing, efficiency, and 
biological safety. The main advantage of mRNA vaccines in 
production is the less requirement of time as opposed to clas-
sical vaccines which require more time due to the methods 
used in the discovery and development stage of the tradi-
tional vaccine development. When it comes to the efficacy of 
mRNA vaccines, even though previously, the instability of na-

ked mRNA vaccines was causing a decrease in the efficiency 
of mRNA vaccines, the novel advancement in the technology 
allowed amelioration in the delivery systems which highly ac-
celerated the augmentation of the efficacy of mRNA vaccines. 
Finally, the properties of mRNA as well as the technological 
advancement made the point of view toward mRNA vac-
cines more appealing. Based on these three-argument it can 
be concluded that mRNA vaccines provide multi-benefits over 
classical vaccines. 
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ABSTRACT: Apples are among the most consumed fruits in the United States. Currently, almost all apples destined for 
the fresh market are picked by the human hand. Due to the shortage of seasonal manual labor and rising costs in manual 
apple picking, robotic apple harvesting has been explored for years. However, a challenge in developing and deploying an apple 
harvesting robotic system is how to deal with the unstructured apple tree environment. This work aims to demonstrate that 
structured 3D model representation of apple trees can significantly enable and facilitate robotic apple harvesting, particularly 
for optimal 3D path planning. Accordingly, a hierarchical optimal path planning (HOPP) algorithm is designed to significantly 
reduce or minimize the time cost during robotic apple harvesting in a 3D environment. The core idea of this HOPP algorithm 
is applying distance-constrained k-means clustering to group apples into 3D harvesting zones first, after which an optimal 3D 
robotic harvesting path is derived via the Traveling Salesman Problem (TSP) formulation and solution. Within each 3D apple 
harvesting zone, a second-stage optimal path planning is conducted by the TSP method on individual apples. Experiments 
showed that the proposed HOPP algorithm is promising.

 KEYWORDS: Robotics; Agriculture; Apple Harvesting; Path Planning. 

�   Introduction
Apples are America’s most consumed and favorite fruit and 

are either eaten raw or consumed in other ways. The Amer-
ican apple industry, with 5,000+ producers, brings billions of 
dollars to the economy each year and contributes nutritious 
fruit/food to consumers around the world. Remarkably, the 
most labor-intensive task in apple production is harvesting, 
and nearly all apples destined for the fresh market in Amer-
ica are picked by the human hand. Apple growers reported 
that harvesting labor accounts for approximately a third of 
their annual variable costs - as much as pruning and thin-
ning combined.¹ In addition, manual apple harvesting is a 
time-sensitive operation where variable weather patterns gen-
erate uncertainty during employment planning and is costly.¹ 
For example, the threat of an early fall frost could cause a 
short-term surge in the demand for apple pickers. Also, 
picking fresh market apples is both physically strenuous and 
highly repetitive. Apple picking exposes workers to fall haz-
ards as well as ergonomic injuries through heavy lifting and 
repetitive hand actions. Therefore, to deal with the shortage 
of seasonal manual labor, rising costs, and risks to workers 
in manual apple picking, robotic apple harvesting has been 
explored for decades.² 

Robotics researchers have been actively working on the de-
velopment of apple harvesting robots since the 1980s.² In this 
field, visual fruit harvesting robots are common as reviewed 
recently.³ Typically, a fruit harvesting robot uses visual sens-
ing, e.g., via 2D cameras, stereo vision systems, laser active 
vision systems, or multi-spectral imaging technologies, to per-
ceive and learn fruit information such as location, shape, size, 
color, etc. The main technical tasks of those visual sensing sys-
tems include camera calibration, fruit target recognition and 
positioning, background recognition, 3D fruit reconstruction, 

and robotic path and trajectory planning. Those visual sens-
ing systems also use visual servocontrol picking mechanisms 
to perform real fruit harvesting. However, a notable missing 
piece of those existing visual sensing systems for fruit har-
vesting is that they are not designed for global 3D mapping 
or reconstruction of all fruits on the entire tree, e.g., all apples 
on a tree. Instead, existing visual sensing techniques in robotic 
fruit harvesting are targeting individual or a few fruits in the 
local context. The lack of global information of distributions 
or localizations of all apples on a tree hampers the possibility 
of global optimal 3D path planning for actual apple harvest-
ing. In response, this study contributes a unique investigation 
of how much gain can be achieved for optimal 3D path plan-
ning in robotic apple harvesting if 3D models of apples and 
their trees are available, which can stimulate and motivate 
future innovation in developing 3D reconstruction and map-
ping approaches for robotic apple harvesting and robotic fruit 
harvesting in general.    

This work is also motivated by a fact that unstructured 
apple tree environment is a major challenge in developing 
and deploying apple harvesting robotic systems in real 
world scenarios, as pointed out and emphasized by literature 
papers.¹-³ By leveraging an existing realistic 3D model 
of an apple tree and its hundreds of apples, this work will 
demonstrate that 3D representation of apples can significantly 
enable and facilitate robotic apple harvesting, particularly for 
optimal 3D path planning. Along this direction, a hierarchical 
optimal path planning (HOPP) algorithm is designed to 
significantly reduce or minimize the time cost during robotic 
apple harvesting in a 3D environment. Specifically, the 3D 
HOPP algorithm is composed of two stages: 1) applying 
distance-constrained k-means clustering4 to group apples 
into harvesting zones first, based on which an optimal 
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robotic harvesting path is derived via the Traveling Salesman 
Problem (TSP) formulation and solution;⁵ 2) within each 
apple harvesting zone, a second-stage optimal path planning 
is conducted by the TSP solution on individual apples. The 
above two stages of optimization form the HOPP algorithm 
in order to significantly reduce or minimize time cost in 
robotic apple harvesting. This work differentiates itself from 
other existing studies by contributing a new concept that 3D 
representation of apples can significantly enable and facilitate 
robotic apple harvesting and by contributing a novel HOPP 
algorithm.
�   Methods
3D environment setup:

This work uses a commercially purchased realistic 3D model 
of apple trees (from TurboSquid website) that includes 349 
apples on it (represented in obj file format). Specifically, the 
apple tree’s 3D model includes 640,768 vertices and 458,022 
faces.  Figure 1 illustrates several views of the apple tree and 
its apples. All of the HOPP algorithm developments and eval-
uations in this work are based on the 3D model in Figure 1. 
According to the 3D rendering of apples, it is observed that 
spatial distributions of apples are quite irregular, e.g., some 
regions have higher apple densities, while other regions have 
lower apple densities. Therefore, a straightforward intuition 
is that such irregular spatial distribution of apples should be 
leveraged for optimal 3D path planning in robotic apple har-
vesting, that is, the apple harvesting robot should give higher 
priority to those regions with higher apple densities and plan 
its 3D path accordingly.

The HOPP algorithm:
Time cost is a key concern in robotic apple harvesting, e.g., 

the time costs of moving robotic shoulders and arms. In this 
work, I divided the total time cost of harvesting all apples into 
two stages: 1) moving the robotic shoulder across harvesting 
zones and 2) moving robotic arms to pick individual apples 
within each harvesting zone. Specifically, assume that the total 
number of robotic shoulder movements is k-1, that is, there are 

k harvesting zones, and each movement’s average time cost is 
tshoulder. Then the total time cost of robotic shoulder move-
ments is (k-1)*tshoulder. Within the workspace of robotic arms 
(e.g., simplified as a 3D sphere centered at the joint of ro-
botic shoulder and robotic arms) in each harvesting zone, the 
average time cost for picking an individual apple when only 
moving the robotic arms is represented by tarm. Then, to pick 
all the apples (n) on a tree, the time needed for individual apple 
harvesting when moving the robotic arms is n*tarm. Therefore, 
the total time cost of harvesting all apples, including both 
robotic arm and shoulder movements, will be (k-1)*tshoulder+ 
n*tarm, which is the objective function of the HOPP algorithm 
to significantly reduce or minimize. 

The overall idea of the 3D HOPP algorithm is simplified 
in a 2D space and illustrated in Figure 2. Specifically, in the 
first stage, all the apples will go through a distance-constrained 
k-means clustering so that these apples will be geographical-
ly grouped into neighboring harvesting zones (represented 
by the dashed green circles in Figure 2). Here, the harvest-
ing robot arm’s workspace is simplified by a circle. In the 3D 
case, the robotic arms can reach anywhere in the 3D spherical 
volume in the harvesting zone without the need of moving 
the robotic shoulder. Then, the optimal robotic path connect-
ing those harvesting zones is formulated as the TSP and is 
solved using heuristic greedy search solutions, as illustrated 
by the dashed orange arrows (A->B->C->D->E) in Figure 
2. Similarly, in the 3D case, the optimal path is obtained by 
connecting those 3D spheres via the TSP solution. Intuitive-
ly, the step of distance-constrained k-means clustering can 
minimize the total number of apple harvesting zones. That is, 
given the fixed diameter of robotic arms’ spheric workspace, 
the distance-constrained k-means clustering can ensure that 
each grouped harvesting zone will include the largest possible 
number of apples, thus the total number of harvesting zones 
will be minimized. Also, the TSP solution to the cross-har-
vesting zone path can further minimize the average time cost 
of robotic shoulder movement. As a result, the total number 

Figure 2: Overall idea of the HOPP algorithm. Here A-E represent five 
harvesting zones obtained by the distance-constrained k-means clustering. 
The path represented by orange arrows shows the first-stage optimal path 
across harvesting zones. The apples in A’ are replicated from A. The blue 
arrows in A’ show the second-stage optimal path across individual apples 
within a harvesting zone.   

Figure 1: Illustration of the 3D model of an apple tree and its apples. (A) 
Full 3D model of the apple tree. (B) Leaves are removed from the tree. (C) 
Small branches are removed further. (D) Trunk is removed further and only 
apples are kept.   
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of robotic shoulder movements k-1 and each shoulder 
movement’s average time cost is tshoulder are both minimized. 
Therefore, the total time cost of robotic shoulder movements 
(k-1)*tshoulder is minimized. 

In the second stage, within each apple harvesting zone, 
an optimal path planning is further conducted on individual 
apples by the TSP formulation and solution again, as 
illustrated in the dashed blue circle and blue arrows in A’ 
on the left side of Figure 2. Therefore, the average time cost 
(tarm) for picking an individual apple within each harvesting 
zone is minimized, and the total time needed for harvesting 
all individual apples (n*tarm) when moving robotic arms is 
minimized. Thus, through the HOPP algorithm, the total 
time cost of harvesting all apples ((k-1)*tshoulder + n*tarm), 
including time costs for both robotic arm and shoulder 
movements, is minimized. 

Distance-constrained k-means clustering for grouping apples 
into harvesting zones:

Data clustering is a commonly employed methodology to 
group or partition a set of observational data (e.g., apples in 
this work) into collections with small within-group distances 
(e.g., within each apple harvesting zone) and big cross-group 
distances (e.g., across apple harvesting zones). Among various 
data clustering methodologies, one of the most popular 
methods is the k–means clustering algorithm.⁶ Briefly, the 
k-means clustering algorithm utilizes iterative refinement to 
generate a data clustering result after taking the number of 
clusters k and the dataset (e.g., apples’ spatial coordinates in 
this work) as the input. The k-means clustering algorithm 
starts with an initial estimate for the k centroids, which can 
either be randomly created or randomly selected from the 
dataset. The algorithm then iterates between two steps of 
data assignment and centroid update. More specifically, in 
the data assignment step, each centroid defines one cluster, 
and each data point is assigned to its nearest centroid based 
on the metric of Euclidean distance, e.g., distance between 
apples’ spatial coordinates in this work. In the centroid update 
step, the cluster centroids are recomputed and updated by 
averaging the coordinates of all data points (e.g., apples’ spatial 
coordinates here) that are assigned to that centroid's cluster. 
The k-means clustering algorithm iterates between the above 
two steps until a stopping criterion is met, i.e., no data points 
change clusters, the sum of the distances is minimized, or a 
maximum number of iterations is performed. 

However, in this work’s context, directly applying the 
k-mean clustering algorithm to the apples’ data points 
would not work well due to the following reasons. First, it 
will be challenging to determine the right selection of cluster 
number k in our application scenario if the k-means clustering 
algorithm is directly applied. Second, it is hard to satisfy that 
the derived clusters will form valid apple harvesting zones, 
that is, all apples within a harvesting zone can be reached by 
the robotic arms, meaning that the distance between any apple 
and the centroid of the harvesting zone is shorter than the 
maximum length of the robotic arms. Therefore, a modified 
variant of k-mean clustering is adopted in this work’s context, 
that is, the distance-constrained k-mean clustering.⁴     

Mathematically, the following problem definition of 
distance-constrained k-mean clustering is adopted. Consider 
a collection of n apples’ 3D coordinate data, x1,…,xn, with 
xi ∈ R³, I aim to select a number of k groups or clusters 
(harvesting zones), C1,…,Ck. It typically holds that k≪n. 
Each cluster Cj is assigned with a cluster centroid cj ∈ R³, 
which represents the center that apple cluster. An apple xi 
∈ R³ is said to belong to cluster Cj if its distance from the 
centroid ch, with h≠j, of every other cluster Ch is larger than its 
distance from Cj. If xi belongs to Cj, I set a binary assignment 
variable ri, j ∈ B to 1, and to 0 otherwise. The solution of the 
apple clustering problem with distance constraint involves 
the computation of the optimal choice of cluster centroids cj, 
for j=1,…,k, that minimizes the total of the distance of every 
apple xi from the cluster it belongs to. More specifically, the 
problem is defined as follows. 

I aim to find a choice of k, of the cluster centroids, cj ∈ R³, 
and measurement data assignments, ri, j ∈ B, that minimizes 
the objective function E:

Subject to the following three constraints:

The first constraint (I) along with the third one (III) implies 
that each apple is assigned exactly to one cluster (harvesting 
zone); the constraints (II) imply that β is the diameter of 
the harvesting zone and the distance between any apple in 
this harvesting zone and its centroid is less than or equal to 
its radius; finally, constraints (III) imply that rij are binary 
decision variables.

The definitions in Equations (1)-(4) fit our apple harvesting 
zone definition (illustrated in Figure 2) very well. Notably, 
in the literature, the constraint (II) in Equation (3) has not 
been considered, as far as I know. Including such a constraint, 
however, is quite useful in this work, since it will ensure the 
HOPP algorithm’s ability to define valid apple harvesting 
zones within a predefined spherical robotic arm workspace. 
Meanwhile, the objective function in Equation (1) ensures that 
the total number of apple harvesting zones is minimized. To 
find a plausible solution to the problem defined in Equations 
(1)-(4), the method that used a Hegelsmann-Krause (HK) 
model was adopted in this work to find an appropriate k first 
before the distance-constrained k-means clustering.⁴,⁷ The 
core idea of the HK model is that data points with completely 
different attributes (e.g., geometric distances here) do not 
influence each other, while some sort of mediation occurs 
among data points whose distances are close enough.⁷ It has 
been justified and demonstrated that the HK model is well 
suited for the distance-constrained k-means cluster.⁴ 

Traveling salesman problem solution and hierarchical opti-
mal 3D path planning :

Once the apples have been clustered into harvesting zones 
via the methods in Equations (1)-(4), the spatial relationships 
among neighboring harvesting zones can be represented by a 
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graph, e.g., spatially adjacent harvesting zones are linked by 
an edge, as illustrated in Figure 2. Then, the optimal 3D path 
planning at the first stage of harvesting zone is formulated as 
a TSP and solved using existing solution.⁵ Theoretically, TSP 
is an NP-hard problem in combinatorial optimization and 
a heuristic greedy search algorithm is typically employed to 
obtain a near optimal result. Notably, the TSP formulation and 
solution has been utilized in many path planning problems in 
agriculture robotics and automation. Here, a heuristic greedy 
search implementation of TSP problem was adopted to find 
the optimal path given the clustered apple harvesting zones 
and their neighborhood graph, as illustrated in Figure 2. Thus, 
both the total number of robotic shoulder movements k and 
each shoulder movement’s average time cost is tshoulder are 
minimized via the distance-constrained k-means clustering 
of apples and the TSP solution of optimal path planning at 
the harvesting zone level, respectively. Through this first stage 
of optimal 3D path planning, the total time cost of robotic 
shoulder movements (k-1)*tshoulder is thus minimized. 

Similarly, in the second stage of path planning, an optimal 
path search is further conducted on individual apples by the 
TSP formulation and solution again, as illustrated by the 
apples in A’ of Figure 2. As a result, the average time cost tarm) 
for picking an individual apple within each harvesting zone 
is minimized, and thus the total time cost for harvesting all 
individual apples (n*tarm) is minimized. Finally, the two-stage 
HOPP algorithm is summarized in Figure 3. 

�   Results and Discussion
Experiments:
A series of experiments were designed and conducted to 

demonstrate the effectiveness and performance of the pro-
posed HOPP algorithm summarized in Figure 3 and detailed 
in the above sections. The 3D models of apples in Figure 1 
were used in these experiments.   

As explained in Equation (3) and summarized in Figure 3, 
the parameter β describes the diameter of apple harvesting ro-
bot arms’ spherical workspace and it is a key factor that decides 
the output of the distance-constrained k-means clustering al-

gorithm (Equations (1)-(4)). By alternating different β values, 
various apple harvesting zone clustering results were obtained 
by the HOPP algorithm. For quantitative comparison, a tra-
ditional path planning method (named Method 2 here) was 
considered as follows. It randomly selects apples to start with 
the harvesting process and uses greedy search in a local neigh-
borhood for path planning. That is, Method 2 always goes 
from the current apple to the next neighbor with the shortest 
distance. Again, the average time cost for picking an individual 
apple within each harvesting zone is represented by tarm, and 
each shoulder movement’s average time cost is tshoulder. Then, 
I compare the total time costs for both path planning methods 
(HOPP and Method 2), that is, (k-1)*tshoulder + n*tarm․ Here, 
it is assumed that the time cost tshoulder is proportional to the 
distance between two harvesting zones (either minimized by 
the TSP optimization in HOPP or not in Method 2), and that 
the time cost tarm is proportional to the distance between two 
individual apples (either minimized by the TSP optimization 
by HOPP or by greedy search in Method 2). It turned out that 
the time costs tarm and n*tarm are quite close for HOPP and 
Method 2 as both methods employed a greedy search process 
among neighboring individual apples. Therefore, the following 
experimental comparisons focus on the time costs of robotic 
shoulder movements (k-1)*tshoulder.    

When β=1.75 (based on the distance unit in the 3D mod-
el of apple tree in Figure 1), 16 apple harvesting zones were 
obtained by the HOPP method, as shown by the large color 
spheres in Figure 4A. The derived optimal 3D optimal path 
is represented and visualized by the white lines in Figure 4A 
and by the corresponding blue arrows Figure 4B. It is appar-
ent in Figure 4A that each clustered harvesting zone exhibits 
high density of apples, meaning that each robotic shoulder 
movement can harvest as many apples as it can and therefore 
the time cost of robotic shoulder movement ((k-1)*tshoulder) is 
minimized. Also, the optimal 3D path at the level of individ-
ual apples obtained by the TSP solution is represented by the 
white lines and shown in Figure 4C. In comparison, the path 
planning results by Method 2 are shown in Figures 4D-4F in a 
similar way. It is interesting that the planned path by Method 
2 takes 40 robotic shoulder movements (for one random run) 
from one harvesting zone to another. That is, without taking 
advantage of global distribution of all apples and without the 
distance-constrained k-means clustering, the planned path by 
Method 2 takes 2.67 times the robotic shoulder movements 
(40 steps) to harvest all apples when compared to the HOPP 
method (15 steps). This result apparently suggests the effec-
tiveness of the proposed HOPP method and the importance 
of taking the advantage of the global information of spatial 
distributions of all apples on trees for more efficient apple har-
vesting. 

Notably, Method 2 randomly selected the start apple to har-
vest and thus its total steps of robotic shoulder movements is 
random. I repeated Method 2 30 times and the statistical re-
sults are shown in Figure 5. On average, the planned path by 
Method 2 takes 2.85 times the robotic shoulder movements 
(42.73 steps) to harvest all apples than the HOPP method (15 
steps), as shown in Figure 5A. Also, the average path distances 

Figure 3: Summary of the two-stage HOPP algorithm for robotic apple 
harvesting. Details of each stage or step have been provided in the above 
sub-sections. 
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across harvesting zones by Method 2 (111.80) are 3.06 times 
more than the HOPP method (36.49), as shown in Figure 5B. 
Therefore, in terms of (k-1)*tshoulder, Method 2 takes 8.72 times 
the harvesting time by the HOPP method. 

      

    

When β=2.2, 9 apple harvesting zones were obtained by the 
HOPP method (Figures 6A-6B), and the optimal 3D optimal 
path is shown in Figure 6C. The path planning for Method 
2 is shown in Figures 6D-6F. It is clear in Figure 6 that the 
proposed HOPP method takes significantly less time than 
Method 2. Again, Method 2 randomly selected the start apple 
to harvest and thus its total steps of robotic shoulder move-
ments is random. I repeated the Method 2 for 30 times and 
the statistical results are shown in Figure 7. On average, the 
planned path by Method 2 takes 4.23 times the robotic shoul-
der movements (33.90 steps) to harvest all apples than that of 
the HOPP method (8 steps), as shown in Figure 7A. Also, the 
average path distances across harvesting zones by Method 2 
(111.93) are 4.76 times more than those by the HOPP method 
(23.51), as shown in Figure 7B. Therefore, in terms of (k-1)*t-
shoulder, Method 2 takes 20.13 times more harvesting time than 
the HOPP method.

Reconstruction of 3D apple tree model:
Following the direction of 3D path planning for robotic apple 

harvesting and inspired by existing efforts of 3D reconstruction 
from image sequences,⁸ an initial effort was made to reconstruct 
3D apple tree model in a lab environment. As shown in Figure 
8, 63 photos (Figures 8A-8B) were taken around a laboratory 
apple tree by an iPhone from various angles and locations, and 
these photos were then used as the input for 3D reconstruction 
via the Meshroom software toolkit.⁹ The Live Reconstruction 
pane in Meshroom interface provides the visualization of each 
step in the 3D reconstruction, such as camera initialization and 
calibration, feature extraction, and structure from motion. No-
tably, the Meshroom toolkit utilizes a camera sensors database 
to determine the camera’s internal parameters and group them 
together. Therefore, Meshroom can infer the rigid scene struc-
ture (3D points) with the pose (position and orientation) and 
internal calibration of all cameras (iPhone camera’s different 
poses), as shown in Figure 8C. By using the calibrated cameras 
and the structure-from-motion step, Meshroom can generate 
a dense geometric surface of the 3D reconstruction of the ap-
ple tree, as shown in Figures 8C-8F. Although the 3D model’s 
quality can be improved in the future, the experiment in Figure 

Figure 4: (A)-(C): visualization of result by HOPP. (A) The small 
spheres represent apples, and each color represents one harvesting zone. 
The large spheres are the centers of clustered harvesting zones, and their 
colors correspond to the apple clusters. The white lines are the path across 
harvesting zones. (B) The harvesting zone path in (A) is represented by blue 
arrows with directions. (C) Harvesting path at individual apple level. Each 
while line represents one step. The apple colors represent the clusters in (A). 
(D)-(F): The visualization of results by Method 2. In (E), for some pairs of 
harvesting zones, there are multiple path steps, and they are represented by 
multiple color arrows (blue and brown).   

Figure 7: Comparison of HOPP and Method 2. Both methods were 
run for 30 times. (A) The total number of robotic shoulder movement 
steps in all 30 runs. The average steps for HOPP and Method 2 are 8 and 
33.90, respectively. (B) Path distances across harvesting zones in 30 runs. 
The average distances for HOPP and Method 2 are 23.51 and 111.93, 
respectively. 

Figure 6: (A)-(C): visualization for HOPP. (A) The small spheres represent 
apples, and each color represents one harvesting zone. The large spheres are 
the centers of clustered harvesting zones, and their colors correspond to the 

apple clusters. The white lines are the path across harvesting zones. (B) The 
harvesting zone path in (A) is represented by blue arrows with directions. 
(C) Harvesting path at individual apple level. Each while line represents one 
step. The apple colors represent the clusters in (A). (D)-(F): The visualization 
results for Method 2. In (E), for some pairs of harvesting zones, there are 
multiple path steps, and they are represented by multiple color arrows (blue 
and brown).  
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Figure 5: Comparison of HOPP and Method 2. Both methods were run 
for 30 times. (A) The total number of robotic shoulder movement steps in 
all 30 runs. The average steps for HOPP and Method 2 are 15 and 42.73, 
respectively. (B) Path distances across harvesting zones in 30 runs. It is noted 
that the initial position of HOPP slightly impacts its result. The average 
distances for HOPP and Method 2 are 36.49 and 111.80, respectively.   

(A) (B) 
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8 demonstrated the promise of reconstructing 3D models of 
apple trees using computer vision and computer graphics tech-
niques. Given the rapid advancements of technologies, such 
as unmanned aerial vehicles (UAV) LiDAR or UAV camera 
data acquisition and 3D reconstruction,¹⁰,¹¹ it is predicted that 
robotic apple harvesting guided by 3D path planning will be-
come practical in the future

Path planning for fruit harvesting robotics:
From a general perspective of robotic path planning, the 

HOPP algorithm proposed in this paper belongs to off-line 
path planning,¹² that is, the apple harvesting robot has prior 
access to complete information about the 3D environment of 
apples and their tree. Meanwhile, this HOPP algorithm can 
be applied online during harvesting if more information (e.g., 
apple localization and 3D reconstruction) becomes available. 
Also, the HOPP algorithm belongs to the category of point-
to-point path planning, that is, the goal consists of determining 
a path from a starting point to a destination point by optimiz-
ing key parameters such as time and distance.¹² The HOPP 
algorithm is akin to the general category of cell decomposition 
method in the robotic path planning domain, which decom-
poses the free space into small regions called cells (e.g., apple 
harvesting zones in this work) and then searches for an optimal 
path in the cell graph using algorithms such as A*, Dijkstra, or 
TSP.¹² The HOPP algorithm also shares similarities with the 
category of coverage path planning (CPP) algorithms, in that 
CPP is defined as the task of determining a path that passes 
overall points of an area or volume (e.g., apple harvesting zones 
here) while avoiding obstacles.¹³ The HOPP algorithm and 
CPP share such common characteristics or requirements as the 
robot must cover the whole area (all apples), the robot should 
cover the entire region without overlapping, the robot should 
avoid all obstacles, the robot should use simple and smooth 
motion trajectories, and an optimal path is desired under con-
sidered criteria such as time and distance. However, it is not 
always possible to possess all these requirements or character-
istics in complex agriculture environments like apple trees or 
orchards, and thus priority consideration is typically adopted. 

For instance, in its current form, the HOPP algorithm does not 
consider obstacle avoidance and does not plan robotic shoul-
der/arms motion trajectories.

There is much room to improve the HOPP algorithm in 
the future, such as considering obstacle avoidance, considering 
other optimization objectives like smoothness of robotic arms/
shoulder movement, considering different time costs of robotic 
arm/shoulder movements, considering multiple simultaneous 
harvesting robots, and 3D path planning for harvesting many 
apple trees in the orchard. With these more complex consider-
ations, the HOPP algorithm can be extended in various ways. 
For instance, the distance-constrained k-means clustering can 
be extended by adding additional obstacle avoidance into the 
optimization constraints, and the algorithm itself should be 
scaled to much larger number of apples like those in apple or-
chard. Also, the TSP formation and solution for finding the 
optimal path can be extended into a multiple TSP (mTSP) 
formation if there are several apple harvesting robots simulta-
neously participating in the apple picking.

It is known that the k-means clustering algorithm has a time 
complexity of O(n2), where n is the input data size. This qua-
dratic complexity debars the algorithm from being effectively 
used in large-scale applications. Researchers have explored 
lower-complexity implementation of the k-means clustering 
algorithm, such as the O(n) complexity (linear order) coun-
terpart of the k-means.¹⁴ In the future, such lower-complexity 
implementation could be employed into the HOPP algorithm 
for apple harvesting zone clustering via distance-constrained 
k-means clustering, which is the most time-consuming part of 
the 3D path planning algorithm. Also, such lower-complex-
ity heuristic search algorithms can be explored for the TSP 
and mTSP solutions once the harvesting zones are mapped. 
These lower-complexity implementation of the 3D path plan-
ning algorithm is quite important for online path planning in 
large-scale apple harvesting in real-world orchards. Finally, this 
work does not provide a theoretical analysis of the algorithmic 
aspect of the HOPP method, which should be investigated in 
the future.  
�   Conclusion
The world’s population is projected to reach nine billion 

people by the year 2050, which suggests that agricultural 
productivity must increase substantially and sustainably. The 
automatization of agricultural tasks, including fruit harvest-
ing, is an essential step to deal with population growth. Various 
types of agricultural robots have been explored in the past 
few decades, however, how to deal with the unstructured ag-
ricultural environment is one of the hardest challenges. This 
work proposes a conceptually new HOPP algorithm for ro-
botic apple harvesting by decomposing the challenging task 
into two-stage hierarchical apple harvesting zone clustering 
and optimal 3D path planning, and experimental results have 
demonstrated that the HOPP algorithm can gain significant 
benefits, e.g., minimizing apple harvesting time cost. In addi-
tion to the HOPP algorithm, another core contribution of this 
work is that it is demonstrated that the global information of 
spatial distributions of all apples should be leveraged for better 
apple harvesting. Although this proposed HOPP algorithm 

Figure 8: Reconstruction of 3D apple tree model. (A) Visualization of 63 
images captured by iPhone camera from 63 poses. (B) Enlarged view of the 
first image in (A). (C) Reconstruction of the 3D apple tree model. (D)-(F): 
additional views of the 3D model in (C).
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leverages the availability of 3D models of apples at current 
stage, it is expected that reconstructing 3D structures of apples 
and their trees from UAVs equipped with camera, LiDAR or 
multispectral imaging sensors and enabled with advanced AI 
tools will become practical in the future. Also, despite that this 
work simplifies the apple tree environment and harvesting ex-
ecution, the HOPP algorithm itself is scalable and extendable 
by including a variety of other considerations, such as obstacle 
avoidance and multiple harvesting robots, in the future.
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ABSTRACT: This study examines the effects of sleep deprivation on young adults’ short-term memory. High school students 
between ages 16-18 from Turkey and the United Kingdom (n= 106) were asked to fill out a survey, play a short-term memory 
game and watch a video that showed 20 photos to them for 20 seconds. I predicted that the young adults who slept less than six 
hours the other day would have worse short-term memory, take more time to complete the short-term memory game, and would 
not be able to recall the images as well as the ones who slept more than six hours. In addition to this, I predicted that the young 
adults who slept less would be prone to remember the negative emotions triggering images better than other images and created a 
memory test to examine it. Recent findings demonstrate that sleep deprivation is linked with short-term memory loss and causes 
the brain to focus more on negative aspects throughout the day. This study supports recent findings and offers evidence that the 
sleep deprived young adults experience impaired visual short-term memory and have an altered perception of the world.  

KEYWORDS: Sleep; sleep deprivation; perception; memory consolidation; short-term memory. 

�   Introduction
Many people find it hard to remember a name they just 

heard, a question someone asked, or even where their keys are. 
Short-term memory loss is often associated with brain tissue 
damage caused by diseases and certain conditions.¹ Yet, do 
insufficient sleep and chronic sleep deprivation also have seri-
ous effects on the short-term memory capacity of the human 
brain? Do people who didn’t get adequate sleep the other day 
tend to remember more negative images than positive ones?    

Previous research conducted by using repetitive transcranial 
magnetic stimulation (rTMS) shows that two mechanisms 
attributable to sleep deprivation have a great impact on 
short-term memory: perceptual processing and basic 
attention.² Basic attention provides two-channelled receiving 
functionality by specifically filtering the information for new 
processes, ultimately leading to perception. The process of 
choosing, arranging, and evaluating information is known as 
perception. Perceiving chosen inputs that enter through the 
sensory filtration, are arranged in established frameworks, 
and are derived from existing knowledge is what this process 
entails.³ Another study concluded that sleep-deprived animals 
have longer reaction times, and the formation of short-term 
memory is delayed.⁴ Yet, sleep deprivation does not only affect 
the short-term memory of an individual, but it also causes 
irritability and lowers the mood.⁵ The amygdala, the brain's 
central processing unit for scary and angry inputs, and the 
prefrontal cortex, a brain unit important for decision making, 
executive function, attention, impulsive behaviour, memory, 
cognitive control, and social behaviour regulation, normally 
have a balanced relationship. But in a sleepless brain, the 
amygdala is found to dominate over the prefrontal cortex, 
which causes a sleep-deprived individual to experience more 
negative emotions.⁶ For instance, in his book “Why We Sleep” 

Matthew Walker explains that the participants in a study, who 
normally had the capacity to reset REM sleep at night, but 
were left without sleep this time, lapsed into a fear-containing 
bias in a setting where they regarded soft and friendly-
looking faces as threatening. The surroundings had become 
an unjustifiably more terrifying and unpleasant place for them 
as a result of the brain's lack of REM sleep, a phase of sleep 
where the eyes move rapidly and randomly. In the perspective 
of sleep-deprived brains, the actual and perceived reality were 
not the same anymore.⁷

In accordance with research conducted by many 
neuroscientists, most of the literature so far demonstrates that 
sleep deprivation impairs short-term memory consolidation 
and causes the brain to perceive the world in a negative way.⁸ 
Still, there is hardly any research conducted that precisely 
examines the sleep deprivation’s effects on young adults’ visual 
short-term memory. The purpose of this paper is to offer 
findings that might give some insight into it, as visual short-
term memory is a vital cognitive function for young adults.

The current study aims to help acknowledge the serious 
influence of inadequate sleep on the human brain’s ability to 
form short-term memories. Specifically, young participants 
who slept less than others were expected to need a longer time 
to finish a memory game and likely remember images that 
evoke negative emotions. This was assessed with the help of 
a survey.

Firstly, the method of the study and general information 
about the topic are introduced and are followed by the 
examination of the results gathered from the memory game 
and a short-term memory test. The research paper then 
continues with addressing strengths and weaknesses, meaning 
of the study, unanswered questions, and future study as well as 
previous studies and ends with the presentation of the study 
as a whole.
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�   Methodology
Participants:
The study group consisted of young adults. They had 

to: (i) be aged between 16-18, (ii) live in Turkey or the 
United Kingdom, (iii) have no sleep disorders, (iv) have no 
memory disorders, (v) have no vision problems. 106 persons 
participated in this study. 41.5% of the participants were 
eighteen, 39.6% seventeen, and 18.9% sixteen years old. 
52.8% of those surveyed were female and 47.2% male. All 
participant young adults were volunteers.

Materials:
A Google Form was created and sent to young adults. The 

form was divided into three parts: personal information, a 
memory game, and short-term memory test. The memory 
game was created using a website called “interacty” and 
was based on matching ten paired images. The number 
of minutes each participant spent playing the game was 
measured by a chronometer. For the short-term memory test, 
a YouTube video was created. The video showed 20 images 
for 20 seconds and then required the participants to answer 
a question. Scores were gathered and then evaluated using 
various charts. 

Procedure:
At the beginning of the survey, the participants were given 

information about the aim as well as the duration of the 
survey. Each form could be filled only one time and it was 
compulsory to fill each question. The survey was sent to young 
adults in Turkey and the United Kingdom via WhatsApp by 
me and they needed to fill out the survey at 12 p.m. precisely. 
They needed to fulfill the participation criteria in order to 
take the survey. The responses were anonymous so the subjects 
knew their results on the memory game and the short-term 
memory test couldn’t be traced back to them. After the survey 
was completed, all the submissions were assessed, and then 
scatter plots and column charts were created. With the help 
of suitable charts, the correlation between sleep deprivation 
and impaired short-term memory was determined. The 
evaluation process comprised comparing the sleep-deprived 
participants’ memory game durations with others and the 
type of images (negative or positive emotions triggering) they 
were able to recall in the short-term memory test. In addition, 
whether their short-term memory capacity was affected to a 
certain extent by each decreasing number of hours slept was 
taken into consideration.
�   Results and Discussion 
Principal Findings:
The purpose of this study was to test whether sleep 

deprivation had a negative impact on short-term memory 
consolidation and sleepless young adults were more likely to 
remember negative images better. I predicted that the longer 
young adults slept the previous day, the less time they would 
spend on the memory game (Figure 1 and 2), and the more 
positive emotions triggering words they would recall on the 
short-term memory test.⁹ The average hours the young adults 
slept the other day was 6.2 hours. 46.22% of them slept less 
than 6 hours and 6.6 % slept less than 4 hours the other day. 
The hypothesis was fully supported for both the memory 

game and the short-term memory test. The participants who 
slept less than six hours the other day spent more time on 
the memory game and remembered more negative emotions 
triggering images. 

Memory Game:

On average, the participants spent around 48.13 seconds on 
the memory game. The participants who stated having slept 
more than six hours the other day (n= 57) spent an average 
of 45.21 seconds on the game, while the participants who 
stated having slept less than six hours the other day (n=49) 
spent an average of 51.52 seconds. The participants who slept 
approximately 8-9 hours the other day (n= 5) spent 43.34 
on the memory game on average, indicating that the more 
the participants slept the less time they spent on the memory 
game. (Table 1)

Short-Term Memory Test:

Figure 1: The memory game.  

Figure 2: The memory game.  

Table 1: Results.

DOI: 10.36838/v4i4.7

ijhighschoolresearch.org



	 38	

The participants who slept less than six hours the other day 
were 74.3% more likely to recall negative emotions evoking 
images such as the thunder, angry fire, fighting kids, and 
depressive girl. Around 92.3% of them were able to recall 
the fighting kids and 88.6% of them recalled the thunder. 
However, the participants who slept more than six hours the 
other day were able to recall the fighting kids only 23.4% of 
the time and the thunder 42.7%. These findings prove that 
when young adults are sleep-deprived, their amygdala is in 
control, which explains why they remember negative images 
better.

Strengths and Weaknesses of the Study:
Strengths and Weaknesses of the Study:
As the study examines the correlation between sleep 

deprivation and short-term memory loss, the results gathered 
from the survey strongly support the study’s hypothesis. At 
the same time, as there were 106 participants in total, the 
results can be generalized to young adults aged between 16-
18, who are currently enrolled at a high school and don’t have 
any sleep or memory disorders. In terms of cost-effectiveness, 
the study was conducted without any costs. The self-compiled
survey offered a free method to obtain a huge quantity of 
data in a short period of time and gather information on a 
variety of aspects such as personal information, memory/sleep 
disorders, and sleep habits details. However, if the study was
to examine sleep deprivation’s effects on short-term memory 
using neuroimaging techniques, it would be highly costly.  

The participants of the survey were requested to fill out 
the survey at 12 p.m. in order to avoid false results due to 
the time the survey was taken. Still, the timing might have 
influenced the results. People can be categorized into three 
groups when it comes to sleep cycles: morning birds, night 
owls, and those who identify themselves as both. As 40% of 
the world population consist of morning birds and 30% of 
night owls, it can be concluded that 30% of the participants 
(n ≈ 31) of the survey were disadvantaged in the sense of 
executive cognition compared with others.

Previous Studies:
Lisa Y. M. Chuah and Michael W. L. Chee were one of 

those who studied sleep deprivation’s negative effects on 
short-term memory. Their 2008 research study demonstrates 
that the reason why short-term memory gets impaired as a 
consequence of sleep deprivation is that visual attention and 
visual processing are influenced by it.¹⁰ Their assumptions 
seem to be plausible when approached with the results of this 
study.

The findings of this study are also consistent with those of 
Li, Yu, and Guo’s, where they support that sleep deprivation 
induces a severe deficiency in hippocampus’ plasticity in the 
course of memory formation leading to impaired short-term 
memory consolidation.¹¹

In their cutting-edge paper of 2013, Wee, Asplund, and 
Chee discovered an impact that is aggravated by sleep 
deprivation: when short-term memory models are retained 
over a longer delay, they are more prone to failure.¹² Their 
results indicate that, if the images on the short-term memory 

Meaning of the Study:
Taken together, this study’s findings suggest that sleep plays 

a vital role in the formation of short-term memories among 
young adults and provides evidence of how sleeplessness can 
influence the brain’s significant functions. The next decade is 
likely to see many other research studies on sleep deprivation’s 
effects and this study adds substantially to our understanding 
of the correlation between sleep deprivation and short-term 
memory capacity.

Unanswered Questions and Future Research:
While the majority of the sleep-deprived participants 

yielded anticipated results, there were a couple of outliers. 
For instance, there was in particular a 17-year-old girl who 
reported having slept less than four hours the other day but 
spent only 35.6 seconds on the memory game, doing better 
than most of the participants. This could perhaps indicate 
that sleep deprivation doesn’t necessarily affect young adults’ 
short-term memories in the same way. As in many other 
aspects of sleep deprivation, whether the short-term memory 
gets impaired or not might depend on the person. A young 
adult who had a healthy and quality sleep the other day might 
show worse short-term memory performance than someone 
who didn’t get sufficient sleep. 

Research on sleep’s effect on short-term memory and 
perception of the world could go in various ways. Firstly, 
studies could explore whether the deprivation of two sleep 
stages (REM and NREM) has unlike consequences in terms 
of short-term memory formation. Secondly, the effects of 
longer sleep-deprivation terms, especially pulling all-nighters, 
on short-term could be examined. Is there a tipping point, 
when the brain stops forming short-term memories? Lastly, 
sleep researchers and neuroscientists could design devices to 
improve short-term memory formation even when sleep-
deprived.
�   Conclusion
I predicted that the participants who slept less than six hours 

the other day would spend more time on the memory game 
and would remember more negative emotions triggering im-
ages on the short-term memory test. The findings of this study 
demonstrate my hypothesis through the survey’s results, and I 
found a significant negative correlation between the amount of 
time slept and the time spent on the memory game. The results 
of this study have further strengthened my confidence in sleep 
deprivation’s devastating effects on visual short-term memory 
and perception.

There are numerous examples of sleep deprivation’s negative 
effects on young adults’ brains. Taking the results of this study 
into consideration, the importance of sufficient sleep should 
be taken more seriously, as the education young adults aged 
16-18 get, plays a big role in the formation of their futures, and 
without adequate sleep, the education they obtain cannot even 
be useful short-term, let alone long-term. This study, as well 
as future studies, will add to our understanding of the adverse 
effects— and potential chronic disorders that can occur — of 
not getting enough sleep. I hope that this paper successfully 
highlighted the importance of getting sufficient sleep and will 
encourage young adults to establish healthy sleep habits to 
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promote their visual short-term memory. Finally, with the 
results of this study, it can be concluded that the reason why 
most people cannot remember where they put their keys is 
probably that they didn’t get enough sleep at night. 
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ABSTRACT: Divisibility, which can mean dividing an integer by another integer without a remainder, also includes finding 
the remainder in division. In teaching mathematics; odd, even, prime, etc. states of numbers are important for integers and related 
subjects, it plays a role in determining many of a number’s properties. The divisibility rules of certain numbers are known to 
students. However, the rules of some numbers are determined by the factors of that number. For example, in the divisibility rule by 
12 states, “If the number is divisible by both 3 and 4, it is also divisible by 12.” Our aim in this paper is to express the divisibility 
rule by 12 differently and independently from its multipliers (3 and 4) and to create a completely new algorithm suitable in order 
to achieve our goal. For our purpose, firstly, it was desired to create a systematic order with numbers that are a whole multiple of 
12. Then, a new divisibility algorithm was developed by working with division including remainders. It has been proven that the 
algorithm works flawlessly in studies using multiple different sized numbers and their resulting mathematical explanation and 
proofs.

KEYWORDS: Divisibility, digits, remainders, twelve, division with & without remainders. 

�   Introduction
“Divisibility” refers to dividing an integer by an integer 

without a remainder.¹ Divisibility is a subject that contains 
the information necessary to estimate the remainder in divi-
sion with remainders, as equally as it is about division without 
remainders. In the teaching of this subject, the rules are given 
to the students in the beginning of their studies. Teaching 
continues by being reinforced with examples. However, in 
order to improve students' mathematical skills and provide 
more permanent learning, students can be given numbers that 
are divisible by an integer without a remainder, and they can 
be asked to examine whether there is a certain rule between 
them.¹,² Thus, the logic of divisibility memorized as a set of 
rules can be grasped. Yet this would not stay as permanent 
knowledge without clear explanations rather than straightfor-
ward rules, which our paper won’t be doing. 

When studies on divisibility are examined, there are not 
many studies on the direct divisibility rules. Based on foreign 
sources, studies on divisibility rules with prime numbers lead 
the way.³,⁴ The reason for this is that divisibility by a non-
prime number is explained by divisibility to all prime factors 
of the input.⁵    

Even though the majority of divisibility rules are prime 
factor-based, there are some well-known direct rules as well. 
Certain numbers (such as 2, 3, 4, 5, 7, 8, 9, 10, 11, and 13) have 
their own divisibility rules that are used by everyone.

For example, A number:
•  To be divisible by 2 without a remainder, it must be even.
•  To be divisible by 3 without a remainder, the sum of the 

digits of the number must be a multiple of 3.
•  To be divisible by 4 without a remainder, the number in 

the last two digits of the number must be "00" or a number 
divisible by 4 without a remainder.

Of course, all these divisibility rules have a proof, a premise. 
However, even though students know these rules by heart, 

most of them have no idea why and how these apply.¹ 
Different activities can be developed to increase students’ 
mathematical reasoning skills of ministry topics and to enable 
them to produce solution algorithms. In this research, we 
have examined the number 12, whose rule is accepted such 
as: "Numbers that are divisible by both 3 and 4 are divisible 
by 12,” and is among the numbers that don’t have their own 
divisibility rules.

Purpose:
During the preparation of the project, our first goal was to 

answer the question: "Can we find a divisibility rule for any 
number other than the numbers whose rule is known and 
used by everyone?". In line with the answers we gave to the 
questions asked, we aim to fill a gap in this field and to the 
number “12”. Just as it was recommended in its teaching, it 
was started by considering the numbers that are multiples of 
12 and their common features.

The study was planned and implemented in order to 
determine the numbers divisible by 12 and to create an 
algorithm for finding the remainder and if it is divisible or 
not.
�   Method
In this project, an algorithm was created to calculate the 

divisibility of a number by 12 and what the remainder of 
dividing the number by 12 is.

This divisibility algorithm, which was created on the basis 
of existing divisibility rules, includes situations such as four 
operations, steps, and number values. While creating the 
algorithm, in the first place, a study was carried out on numbers 
that are a whole multiple of 12 accommodating the “1k-2k” 
structure of 12, and with the data obtained in "division by 12 
without a remainder", it was aimed to reach the conclusion of 
"division by 12 with a remainder". Continuing on, the answer 
to the question: "what will be the remainder as a result of 
dividing a number by 12" was attempted to be achieved. An 
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algorithm has been developed by taking into account the 
place values of the numbers whose divisibility is investigated 
through numerous trials. While applying the algorithm, two 
similar ways are followed depending on whether the number 
is odd or even.

If the number is “even”:
a. The number in the one’s digit of the number is separated 

from the numbers in the other digits.
E.g; A three-digit ABC number is separated from the C 

number on ones-digit from the three-digit ABC number to 
obtain the two-digit number AB and the number C. (AB and 
C)

b. Then, half of the separated number in the ones digit (C/2) 
is subtracted from the remaining digits (AB two-digit num-
ber) (AB - C/2).

c. The number obtained after these operations is divided by 
12.

d. If there is a remainder, it is "multiplied by 2 and subtracted 
from the smallest multiple of 12 bigger than the multiplication 
result".

Thus, the remainder of the division of the first number by 12 
is calculated. If the remainder is "0", the number is divisible by 
12 (without a remainder).

If the number is “odd”:
a. The number in the one’s digit of the number is separated 

from the numbers in the other digits.
E.g; A three-digit ABC number is separated from the C 

number on ones-digit from the three-digit ABC number to 
obtain the two-digit number AB and the number C. (AB and 
C)

b. Then, “half of 1 more than 1 [(C+1)/2]” of the number 
in the ones digit is subtracted from the remaining digits (AB 
two-digit number) [AB-(C+1)/2].

c. The number obtained after these operations is divided by 
12.

d. If there is a remainder, it is "multiplied by 2, subtracted 
from the smallest multiple of 12 bigger than the multiplication 
result, and subtracted by 1", respectively.

Thus, the remainder of the division of the first number by 
12 is calculated.

These steps can be repeated one after the other according 
to the number of digits of the number we want to calculate its 
divisibility by 12. It is important to consider the “odd”ness and 
“even”ness of the remaining numbers after each repetition. A 
much clearer explanation of the prediscussed topics with ex-
amples can be found in sections: 3.1, 3.2, 3.3, 5 and appendices.

Findings:
First of all, we can see that the algorithm works without 

errors by experimenting with smaller numbers of 3-4 digits. 
Below are examples where the algorithm is applied only once. 
Then, while working with larger numbers with multiple steps, 
the steps of the application are explained according to the 
changing even and odd situations.

Application of the algorithm on an even number once:
First of all, we can see that the algorithm works without 

errors byexperimenting with smaller numbers of 3-4 digits. 
Below are examples where the algorithm is applied only once. 

Then, while working with larger numbers with multiple steps, 
the steps of the application are explained according to the 
changing even and odd situations. 

Application of the algorithm on an even number once:
I. The number in the ones digit of the number is separated 

from the other digits.
→ For the number 3146, the number is divided into two as 

314 and 6
II. Half of the number left is subtracted from the remaining 

number.
314
III. The result obtained as a result of subtraction is divided 

by 12. (314–3=311)

IV. The remainder obtained as a result of division is multi-
plied by 2. 

11 x 2 = 22
V. The result of the multiplication is subtracted from the 

smallest positive integer of 12 bigger than the result of the 
multiplication itself.

24 - 22 = 
Result of the Operation: The remainder of the division of 

3146 by 12 
P.S: IV. If the number found as a result of the opera-

tion is a multiple of 12, we can say that the number is divisible 
by 12 without doing V. Operation.

Application of the algorithm on an odd number once:
I. The number in the ones digit of the number is separated 

from the other digits. For the number 1035, the number is 
divided into two as 103 and 5.

II. Half of 1 more than the number left is subtracted from 
the separated digit.

III. The result obtained as a result of the subtraction is di-
vided by 12. (103–3=100)

IV. The remainder obtained as a result of the division is mul-
tiplied by 2. 4x2=8

V. The result of the multiplication is subtracted from the 
smallest positive integer of 12 bigger than the result of the 
multiplication itself.

12-8=4
VI. In the second operation, "+1" is subtracted from the 

number obtained as a result of the previous step.

VII. Result of Operation: The remainder of the division of 
1035 by
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Application of the algorithm on any number multiple times:
I. The number in the ones digit of the number is separated 

from the other digits. For the number 689814, the number is 
divided into two as 68981 and 4.

II.Half of the number left is subtracted from the remaining 
number. (If the reserved number is odd; half of 1 more than 
the number is subtracted.)

Here the newly formed number is odd. In the next step, 
half of the number will be subtracted. In this way, single or 
double cases will be taken into account.

Operations 1 and 2 are repeated sequentially until a 2-digit 
number is obtained. (Let's call this operation a step reduction 
operation.) (We put a "-" sign in order to remind the steps 
with odd numbers in order not to make mistakes.)

As a result of repeated operations, the remainder is found 
from the division of the 2-digit number by 12.

To make the operations more understandable, we 
designated the remainder we found as the number c.

IV. Multiply number c by 2.
12 – 4 = 8
V. Subtract the result of the IV.th operation from the 

smallest multiple of 12 bigger than 2*c.
12 - 8 = 4
The 4th and 5th operations are repeated in reverse (step 

4-3-2-1) as the number of steps in the step reduction process.
For the number in step 4 → 4 x 2 = 8
12 - 8 = 4
For the number in step 3 → 4 x 2 = 8
12 - 8 = 4
For the number in step 2(-) → 4 x 2 = 8
12 - 8 (-1) = 3
(Here 1 is subtracted because the number in Step 2 is odd.) 

For the number in step 1 → 3 x 2 = 6

The number found after these operations gives the 
remainder of the first number (689814) divided by 12.

Result of Operation: The remainder of the division of 
689814 by 12 is

As you can see, techniques used for different situations 
are given in the algorithm in the "Method" section. Based 
on whether the number is odd or even, the divisibility of 
numbers by 12 and their remaining states are revealed as a 
result of simple four operations. You can examine Appendix-1 
for an example of a number that is exactly divisible by 12, 
Appendix-2 for the example where the algorithm is applied 
more than once and all numbers are odd while applying, and 
Appendix-3 for the example where the algorithm is applied 
more than once, and all numbers are even while applying. 

Mathematical basis of the algorithm:
For clarity, let's take a 3-digit number only. Let this number 

be ABC. If C is even: 
C is separated from the ABC number. If we write this 

mathematically; ABC= 100A+10B+C= 10.(AB)+C
The number obtained by subtracting C and dividing by 10 

will be AB. Then half of C is subtracted from this number 
AB.

If we write the equivalent of this expression:

number is obtained. Let's call this last number x. According 
to the algorithm, this number x was divided by 12 and the 
remainder was found. Now let's substitute 12k+m for the 
number x. The goal is to find m, the remainder. This number 
m would be multiplied by 2 and subtracted from 12 to find 
the remainder from the division of ABC by 12 (just like in the 
4th and 5th steps of the algorithm). Therefore, the remainder 
should be 12 - 2m.

Let x be this equation. Since the main purpose is the 
divisibility of ABC by 12, let's write the equation of ABC.

With the product of insides and outsides method:

is found. Let's examine this number now. It is clear that 
120k is a multiple of 12 here. Since the initially accepted 
number C is even, it can be seen that C itself contains a factor 
of 2 and 6C is a multiple of 12. The only imprecise term here 
is 10m. To ensure this, let's write 10m=12m-2m and rewrite 
the equation:

The bolded part in the new equation is the remainder of 
ABC divided by 12. However, since the remainder cannot 
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be negative, 12 must be added until it becomes positive. So 
for m<12, the remainder of ABC dividing by 12 is 12-2m. 
This shows that the algorithm is working correctly. Thus, 
the conditions for the divisibility of even numbers by 12 are 
proved.

If C is odd:
According to the algorithm, half of 1 more of C is taken 

and the operations are repeated. Let C+1=D. As the number 
is odd (ABC), the divisibility of the even number ABD by 
12 is checked. Thus, if the remainder from the division of 
the ABD by 12 is y, it is obvious that the remainder of the 
division of the ABC by 12 will be y-1.
�   Conclusion
An algorithm has been created in order to perform a di-

visibility rule by 12 in a different way other than dividing by 
known and prime factors. Many examples have been studied 
to show and control how this algorithm we have created works 
in odd or even numbers. In order to increase clarity, examples 
of different situations are included in our study in the upcom-
ing sections. In order to find the mathematical basis of our 
algorithm, which gives error-free results in all cases, a proof is 
presented with the help of the number values, variables, and 
division-divisibility information.

As a result, since the algorithm developed allows us to obtain 
smaller numbers by decrementing the digits in very extensive 
numbers, it has introduced a brand-new method and a distinct 
rule for divisibility by 12.

Appendices:
Appendix-1
I. The number in the ones digit of the number is separated 

from the other digits.
For the number 288, the number is divided into two as 28 

and 8.
II.Half of the number left is subtracted from the remain-

ing number.

III. The result obtained as a result of subtraction is divid-
ed by 12. (28-4=24)

�   Results
● If the remainder in the division operation is "0" as a result 

of the 3 sequential operations; It means the number is divisible 
by 12.
● Thus, we can say that the number 288 is divisible by 12 

(without a remainder).
Appendix-2
The algorithm is applied more than once, and all numbers 

are even while applying:
I. The number in the ones digit of the number is separated 

from the other digits.

For the number 378784, the number is divided into two as 
37878 and 4.

II. Half of the number left is subtracted from the remain-
ing number.

Operations 1 and 2 are repeated sequentially until a 2-digit 
number is obtained.

III. As a result of repeated operations, the remainder is 
found from the division by 12.

To make the operations more understandable, we called the 
remainder we found as the number "a".

IV. Multiply a with 2.
10x2=20
V. Subtract the result of the IVth step from the smallest 

multiple of 12 bigger than a*2.
24-20 = 4
The 4th and 5th operations are repeated as many times as 

the number of steps in the IInd step.

● The number found after these operations gives the re-
mainder of the first number discussed by dividing it by 12.
● The remainder of the division of 378784 by 
Appendix-3
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The algorithm is applied more than once, and all numbers 
are odd while applying:

I. The number in the ones digit of the number is separated 
from the other digits.

For the number 267673, the number is divided into two as 
26767 and 3.

II. Half of 1 more than the number left is subtracted from 
the remaining number.

Operations 1 and 2 are repeated sequentially until a 2-digit 
number is obtained.

III. As a result of repeated operations, the remainder is 
found from the division by 12.

To make the operations more understandable, we called the 
remainder we found as the number b.

IV. Multiply b with 2.
11x2 = 22
V. Subtract the result of the IVth step from the smallest 

multiple of 12 bigger than b*2 and subtract by 1.
24-22 = 2,
2 - 1 = 1
The 4th and 5th operations are repeated as many times as 

the number of steps in the IIrd step.

● The number found after these operations gives the re-
mainder of the first number discussed divided by 12.
● The number found after these operations gives the re-

mainder of the first number discussed divided by 12.

● The remainder of the division of 267673 by
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ABSTRACT: False incarceration is the process by which an individual is wrongfully convicted for a crime--often due to 
bearing a close resemblance to descriptions made in a witness testimony or sketch depiction. The current system of criminal 
lineups consists of seeing groups of four to five suspects at one time for witnesses to distinguish the true criminal. Differing sizes 
of lineups has yet to be investigated in relation to accuracy of convictions despite the growing unreliability of this methodology. 
To test the numerical significance of criminal lineups, survey participants were split into three experimental groups that then had 
to find the criminal from a simulation out of eight possible suspects. The first experimental group was presented with one-person 
lineups, the second was shown two-person lineups, and the third experimental group was shown four-person lineups. The rate of 
accurate conviction was highest in the smallest criminal lineups due to the increased time elapsed during the deliberation period. 
Lineup size and accuracy rate proved to be inversely related; as each experimental group doubled in size, the accuracy nearly halved 
in response (from 44.4% to 23.7% to 10%).  

KEYWORDS: Behavioral and Social Sciences; Cognitive Psychology; Sociology and Social Psychology; Memory Recall. 

�   Introduction
The Innocence Project, a renowned nonprofit that works to 

overturn false incarceration, stated that eyewitness misidenti-
fication [is] the single greatest cause of wrongful convictions 
nationwide – playing a role in more than 75% of convictions 
overturned through DNA testing.¹ Acknowledging the dis-
crepancy between accurate identification of criminals and false 
accusation of innocents allows one to put into question how 
the criminal justice system can improve. Eyewitness identi-
fication refers specifically to the process of criminal lineups. 
The current system presents groups of four to five suspects at 
a time in a live setting or as many as eight to ten suspects in 
photo form. A possible rationale for the implementation of 
more sizable lineups is efficiency; in theory, this system allows 
witnesses to evaluate many suspects at once and the ability to 
use comparison advantageously to correctly identify the crim-
inal.     

Although timeliness is especially important to consider 
for criminal offenses, it needs to be considered that larger 
lineups lead to a more collective evaluation of suspects instead 
of placing focus on finding the single criminal. Madore and 
Wagner state that psychological science and neuroscience 
indicate that our minds are taxed by multitasking… we must 
engage in task switching, placing increased demands on 
neurocognitive systems… [and] some performance deficit 
typically occurs.² The deficit reveals itself in low accuracy rates 
of criminal lineups and high false incarceration rates. This 
occurs because, in a large group scenario, a witness no longer 
spends their time observing everyone separately. Alternatively, 
they subconsciously weigh each suspects’ traits in reference to 
others--blurring the focus needed to convict a single criminal. 

The belief that larger lineups are objectively better for the 
witness also conflicts with an aspect of memorization research 
known as the chunking method. The chunking method is the 

process of breaking down large amounts of information into 
smaller, logical units that are easy to understand. Chunking 
is a valuable tool for memorization.³ This research alludes to 
the fact that observing smaller fractions of suspects at once 
may enhance memorability and ease for witnesses as they 
attempt to recall the incident. One experiment defines exactly 
why that simple change alleviates stress, saying that a chunk 
reduces the load on working memory (WM) via retrieval of 
a compact chunk representation from long-term memory 
that replaces the representations of individual elements of 
the chunk.⁴ There is something to be said about considering 
a witness’s perspective; after witnessing a possibly traumatic 
event, they may feel numerically overwhelmed and unfamiliar 
with viewing the suspect in a group setting. Seeing individuals 
one-on-one, emulating the interaction made upon the crime 
scene, may spark familiarity and therefore allow for a more 
ideal environment for memory recall.

Conversely, smaller lineups may pose a dilemma, and 
consequence, like that of the Monty Hall Problem. 
Contestants on the show “Let’s Make a Deal” were informed 
that behind one of [three] doors there is a car while behind 
the other two there are goats. ⁵ Once a player selected a door, 
the host, Monty Hall, would open one of the remaining two 
doors to reveal a goat, and he would allow the contestant to 
switch. Despite the fact that switching doors leads to a ⅔ 
probability of choosing the car–in contrast to the initial door’s 
probability of ⅓–the vast majority of people show a strong 
tendency to stick with their initial choice.⁶ This phenomenon 
can be justified through “cognitive illusion”, often used to 
demonstrate people’s resistant deficiency in dealing with 
uncertainty,⁷ and the larger amount of regret participants 
anticipate to experience after a loss due to switching rather 
than to a loss due to staying.⁶ The Monty Hall Problem shows 
a resistance to opening more doors, or in this case viewing 
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more lineups, after an initial choice is made, which could 
negatively affect the accuracy of small criminal lineups.
�   Methods
Survey Layout and Consent:
Three experimental groups of high school participants 

were asked to take an anonymous interactive survey. This 
survey was intended to simulate the witnessing of a crime 
and the criminal lineup process. Participants were directed 
to watch a video in order to comply but were not informed 
why they needed to do so or how important it would be to 
the experiment--similarly to how suspects are not warned 
prior to viewing a crime that they need to pay attention. 
After students viewed a staged video of a theft, they answered 
demographic questions about themselves in order to create a 
buffer between viewing the video and the need for memory 
recall. Students were then informed that they needed to think 
back to the criminal from the video and accurately identify 
the prime suspect out of 8 individuals. Reasoning questions 
about each suspect appeared next to facilitate meaningful 
judgment in evaluating whether each suspect was innocent. 
Following this, students were asked whether each suspect was 
guilty. The survey would end when participants convicted a 
suspect, but if they continued through the entire survey and 
were unable to find them, they were redirected to a special 
page* (see experimental group section). 

Participants were informed prior to experimentation that 
the simulation contained mention of possibly triggering 
topics i.e., conviction, crime, criminal justice, etc. Though 
the simulation was clearly staged, appropriate to view, and 
approved by a local Institutional Review Board, the decision 
of consent remained for everyone. A theft was chosen in 
order to avoid emotional harm to even those unaffected by 
crime--hence why there existed no mention or imagery of 
gore, violence, threatening behavior, or even direct contact. 
Theft is not a crime that directly disturbs bystanders, but it 
remains an easily identifiable illegal action to be observed.

Experimental Groups:
In order to test the numerical significance of differing 

lineup size regarding accuracy, three different experimental 
groups were created. At the very start of the memory recall 
process, participants were informed that there existed eight 
total suspects to choose from. Though the same suspect 
pictures were shown in the same order of evaluation, the 
lineup size differed within the three groups. The first 
experimental group was presented with a one-person lineup, 
the second was shown pairs, and the third experimental group 
had four person lineups. Participants were randomly assigned 
to a group by three administering teachers.

The creation of live lineups was not possible in person due 
to the limitations of COVID-19, but survey pages made it 
possible to control what was shown at once. For example, 
experimental group two was only able to see two suspect 
pictures at the top of each page; if they asked for another 
page of the survey, it would be likened to asking for another 
lineup to be presented in real life. Google Forms allows 
owners to enable restrictive movement through pages so that 
participants would be unable to continue onto the next page 

unless all questions from the previous page were filled out. 
With this precaution in place, there existed no chance that 
students were able to view lineups ahead of time or view 
remaining suspects that they were not supposed to see to 
ensure validity of results and strict lineup protocol.

After a conviction was made, participants were brought 
to an ending screen. This page included an announcement 
that the experiment was over, a reminder that the suspects 
or simulation were not real, and an optional question asking 
them to briefly explain why they chose the suspect. 

There existed a population of participants who continued 
through the entire experiment, completed all their lineups, 
and stated that they were unable to find the criminal. These 
individuals were redirected to special page* where participants 
were given a single picture with all eight suspects shown at 
once. They were then asked, in hindsight, if they could find 
the criminal. This was an additional test of an extremely large 
lineup of eight at a time but differed from other experimental 
groups because not all individuals were given the opportunity 
to see this unless they were unable to find the criminal. 
The deliberation period between choosing the criminal 
was also extended since the individuals--regardless of what 
experimental group they began with--were estimated to have 
objectively spent the most time contemplating their decision. 
This is a valid prediction to make as other participants who 
chose a criminal ended their survey early due to not being 
able to see other options. 

Survey Layout and Consent:
An important aspect of the simulation was a video of a 

crime that the students would be required to view. I decided 
to use my face as the true criminal in the video due to the 
limitations COVID-19. It was deemed a dangerous task to 
invite another individual to film the video with myself present 
at the time of experimentation, especially due to the necessity 
of being unmasked: facial recognition relies heavily upon the 
observation of expression, jaw structure, and specifics of the 
nose and mouth--of which the mask conceals. Additionally, 
it is to be noted that certain individuals that were consulted 
found the possibility of their face being seen as a guilty person 
or possible criminal outside of the experiment worrisome. 
Although it was made clear that the simulation was a staged 
production, the fear remained within participants that their 
face would be seen in a negative light by survey takers. This 
was a risk I was willing to take for my research to proceed but 
remained yet another justification as to why my face was the 
most safe and ideal choice for the prime suspect.

The only concern that could arise with the usage of my face 
as an integral part of the survey was the possibility of internal 
bias. There existed a chance that I would portray myself 
differently than how I truly look or create versions of myself 
that were indistinguishable--due to a hyper awareness of my 
specific features. In order to combat this, I had all media with 
my face checked for objective accuracy by an Institutional 
Review Board and created the suspect picture of my face 
using the artificial intelligence website called Artbreeder* 
(see Artificial Intelligence Photographs).
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only outlier (of having large lineups produce less accurate 
results) was seen in the special page. 

The accuracy rate of this population overall was 60.1%. 
Participants who were sent from seeing lineups of one person 
at a time were correct 69.2% of the time in contrast to those 
sent from lineups of two at a time who were correct exactly 
50% of the time. Zero students from the lineups of four 
elected to continue searching in the special page. The pattern 
of increasing accuracy increased with smaller lineups, as 
aforementioned, but it was even higher for small lineups who 
went to the special page. 
�   Conclusion
The data suggests that the defining factor of this change 

was the amount of time spent in the deliberation process. 
For the individuals who went through the tedious and slow 
process of only seeing one person at a time, there existed 
extended time spent waiting for each lineup. There was an 
increased attention to detail as shown in the last question 
which asked for a brief justification for participants’ final 
verdict. The respondents did not say their main reason was 
instinct, like those in larger lineups, but rather mentioned 
specific features they recognized (i.e., shape of eyes, young 
skin, width of face, facial proportions, etc.). The special page 
surveyors also devoted a great deal of time because they 
continued searching and persevering through every single 
participant. Thoughtful consideration is cultivated in these 
extended time periods and moments of reflection. The other 
two large experimental groups most likely spent less time 
truly observing each individual and more time comparing 
generalities between the lineups. This draws focus away from 
the moment’s recognition in witnessing a crime and instead 
leads to more decisions being made from bias.

If it remains true that increasing the amount of time spent 
in deliberation allows accuracy rates to increase as well, my 
conclusion implies the possibility of a safer society. The 
implementation of smaller lineups or an extensive period of 
seeing extremely large lineups could decrease the amount of 
false incarceration because witnesses can truly utilize facial 
recognition at its highest accuracy rate. This is a costless and 
objective means of police reform that could imply a change in 
a long unrevised system in America. 
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ABSTRACT: Luminal A breast cancer is the most common subtype of the most common cancer in women. Current treatments 
using surgery and chemotherapy have greatly improved patient outcomes in recent decades but are still far from perfect. mRNA 
vaccines, which instruct the body to create specific proteins, hold the best promise going forward as a “cure” for luminal A breast 
cancer. Immunological therapies are emerging in solving problems that chemotherapy, surgery and targeted therapies cannot. The 
ultimate goal of immunotherapy would be to help the immune system recognize and destroy tumor cells as well as make antigens. 
In this paper, mRNA’s potential for addressing the heterogenous nature of tumors, envisioning how it might be made to effectively 
elicit an immune response are explored; in particular, how it can be modified quickly to change which mutated genes it targets. 
This paper also discusses the limitations of this emerging technology and the difficulties of evaluating its efficacy when it has yet 
to enter clinical trials. Finally, this paper concludes by offering thoughts on how its development might be accelerated, predictions 
on effective targets, and likely dates for such a vaccine to debut as a real-world treatment.

 KEYWORDS: Biomedical and Health Sciences; Cellular and Molecular Biology; Cell, Organ and Systems; Immunology; 
Cellular Immunology; Oncology; Breast cancer; mRNA. 

� Introduction
Breast cancer is the most common type of cancer in wom-

en besides skin cancer and the second most common cause 
of death after lung cancer. Worldwide, there are about 1.7 
million cases of breast cancer diagnosed every year, with ap-
proximately one new case detected every 18 seconds.¹ It is 
estimated that 281,550 women in the US will be diagnosed 
with invasive breast cancer and 49,240 women will be diag-
nosed with non-invasive breast cancer this year.² There are 
several factors that may raise a woman’s risk of developing 
breast cancer such as increasing age; personal history of breast 
cancer; family history of breast cancer; nongenetic, Nonmod-
ifiable Risk Factors like race, early menarche /late menopause, 
etc.; and Modifiable Risk Factors like hormone use, tobacco, 
alcohol, and nutrition.³

Breast cancer begins when the healthy cells in the breast 
grow out of control and form a mass or sheet of cells called 
a tumor. Mutations affect the function of tumor-suppressor 
genes and/or oncogenes. The ‘multiple hit model’ of cancer 
formation hypothesizes that a single cell must have several 
damaged genes and receive a series of mutations that build up 
over time  in order to become cancerous. This model shows 
why cancer is so hard to treat: these multiple genes mutate 
and interweave to create a complex and heterogeneous popu-
lation of tumor cells.⁴ In a sense, one tumor can be considered 
multiple diseases. This is why scientists are trying to harness 
the immune system to fight cancer—it is the best possible 
defender against such a varied onslaught. Tumor suppressor 
genes can slow down cell division, repair damaged DNA 
and make cells go into apoptosis (programmed cell death). 
Cancer can be formed when these tumor suppressor genes do 
not work properly, causing the cells to grow out of control.⁵ 
Proto-oncogenes aid with cell growth; however, when these 

genes mutate/change or overproduce copies, they can become 
permanently activated, from (proto-oncogene to oncogene) 
when they are not supposed to be. This causes the cell to grow 
out of control, leading to cancer.⁶

In this paper the breast cancer subtype Luminal A, also 
known as HR+/HER2- will be the focus. It is the most com-
mon subtype, making up 68% of all breast cancers.⁷ Hormone 
receptor (HR) positive means that the tumor cells have recep-
tors for the hormones estrogen or progesterone, leading to the 
development of HR+ tumors. Human epidermal growth fac-
tor receptor 2 negative (HER2-) means that the tumor cells 
do not have abnormal levels of HER2 proteins.⁸ 

Prognosis for luminal type A is better than other breast 
cancer subtypes since it has high hormone receptor expres-
sion, negative HER2 expression (does not grow fast and is not 
likely to spread to the lymph nodes quickly) and a low prolif-
eration rate (slowly dividing cells).⁶ While these factors give 
those with this cancer a better prognosis than most, it is no-
table that this subtype is the most commonly diagnosed. This 
combination of factors makes it a good candidate for testing 
experimental treatments to demonstrate the efficacy of new 
cancer technology. Treatment for breast cancer represents a 
great strain on the resources of public health, so essentially 
eliminating it would act as a boon to the system with cascad-
ing benefits for everyone.

Current Treatments for Luminal A Breast Cancer and Their 
Shortcomings:

Treatment decisions for breast cancer rely on 
immunohistochemistry markers as well as nodal status, tumor 
grade, and tumor size. Depending on these factors, one or a 
combination of these three treatment routes will be decided 
upon:
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Surgery: 
Early-stage breast cancers are often easily treatable with 

surgery, but undetected and large tumors progressing to later 
stages quickly become more difficult to treat this way.⁹ (This 
is because of the difficulty inherently involved in determining 
whether all cancer cells of large tumors have been successfully 
removed) Surgery is performed to remove as much cancer as 
possible. A mastectomy is a type of surgery where the entire 
breast or both breasts (double mastectomy) are removed. 
In contrast, a lumpectomy/breast-conserving surgery is one 
in which only the specific part of the breast with cancer 
is removed. An advantage of this type of surgery is that a 
woman can keep most of her breast, though she will often 
need radiation therapy as well. For early-stage breast cancer, 
breast-conserving surgery with adjuvant radiotherapy works 
best. Navigating the timeline (immediately, 6 months after, 
etc.).⁹ of and complications around reconstructive surgery 
adds an additional element of difficulty with this treatment 
pathway.

Chemotherapy: 
Chemotherapy controls the cancer by restraining its spread, 

making it grow more slowly and killing cancer cells that may 
have metastasized (When the cancer has spread from one 
part of the body to another, presenting further complications 
to treatment that must move beyond the localized). 
Neoadjuvant chemotherapy (before surgery) might be given 
to patients to shrink the tumor so that it may be removed 
with less extensive surgery. Usually used to treat locally 
advanced cancer, neoadjuvant chemo can lower the risk of 
recurrent cancer. Adjuvant chemotherapy (after surgery) is 
given to kill cancer cells that were not removed in surgery 
or that might have spread and cannot be seen. This also 
lowers the chance of recurrent cancer. Chemo is often most 
effective if combinations of drugs are used: anthracyclines 
such as Adriamycin and Ellence can be utilized alongside 
taxanes such as Taxol and Taxotere for both adjuvant and 
neoadjuvant chemo, while more aggressive anthracyclines 
like Doxorubicin, pegylated liposomal doxorubicin, and 
Epirubicin are combined with taxanes like Abraxane to treat 
metastasized breast cancer. Side effects of these drugs include 
menstrual changes and fertility issues, heart damage, nerve 
damage (neuropathy), hand-foot syndrome, chemo brain, and 
fatigue.¹⁰ 

When looking specifically at luminal A and how it reacts 
with chemo, studies fail to show benefit for patients. It 
still remains to be determined if chemotherapy has clinical 
significance, especially for patients with positive lymph 
nodes—meaning that the cancer has spread from the original 
tumor to the surrounding areas but has not metastasized yet. 
One review compared 5-year survival-rate differences among 
patients with Luminal A tumors who received and did not 
receive chemotherapy: the rate for patients at high clinical 
risk and low genomic risk without distant metastases who 
received chemotherapy was 1.5% higher, while the absolute 
difference among patients at low clinical risk and high 
genomic risk was only 0.8% higher.¹¹ As nearly all luminal 
A‐like tumors fall within the low genomic risk 

category, these results demonstrate little benefit of adjuvant 
chemotherapy with this cancer subtype. Additionally, studies 
have shown that high-risk premenopausal patients with other 
breast cancer subtypes had beneficial results from receiving 
chemotherapy, while Luminal A patients did not experience 
such gains. Patients may even be harmed by the toxicities of 
the chemotherapy.

Targeted Therapies: 
The main shortcoming of targeted therapies is that they 

are still very early in development. They rely on administer-
ing drugs specific to the patient’s cancer subtype, generally in 
combination with other treatments, to perform actions like 
tumor shrinkage.¹²

For decades, endocrine therapy (fulvestrant-FASLODEX, 
letrozole-FEMARA) has been the cornerstone for manage-
ment of luminal breast cancer. Despite the substantial benefit 
derived by patients from endocrine therapy, primary and sec-
ondary resistance to endocrine therapy are serious clinical 
issues.¹³

Pathways involved in the biology of endocrine resistance 
have been well studied in the last two decades, leading to the 
development of several classes of targeted agents that have 
been approved. Today, in the advanced setting, three distinct 
classes of targeted agents are approved for use: mTOR (ever-
olimus-AFINITOR), CDK 4/6 (palbociclib-IBRANCE, 
ribociclib-KISQALI, abemaciclib-VERZENIOS) and PI3K 
inhibitors (alpelisib-PIQRAY).¹⁴

CDK 4/6 inhibitors are the most important of these, hav-
ing changed the natural history of this disease in the advanced 
setting and being currently under study in the early setting.¹⁵ 
In short, combining endocrine and targeted therapies has 
changed the landscape in advanced disease; in early disease, 
it is possible to have a similarly large impact, particularly in 
patients with higher risk of relapse. Moreover, experimental 
targeted drugs are in development such as AKT/PTEN inhib-
itors (Ipatasertib and capivasertib).¹⁶

Efforts to develop new agents with SERD (Selective Estro-
gen Receptor Degrader) properties with potent antiestrogenic 
activity in breast tissue have led to the discovery and char-
acterization of second and third generation SERDs, orally 
bioavailable, some of which are now undergoing clinical eval-
uation. These include Elacestrant, SAR439859, GDC-0810 
and AZD9496, among others.¹⁷

Finally, it is noteworthy that the development of target-
ed-agent combinations for luminal disease faces several 
challenges. Firstly, outcomes are already exceedingly good 
for most patients. Additionally, late recurrences—after five 
years—are a possibility for at least 20 years, which translates 
into a very long period of follow-up looking for events to oc-
cur. Lastly, side effects of treatment considered acceptable in 
advanced disease, such as such as alopecia, may not be tolerat-
ed by patients with early disease.¹⁸

The Potential of mRNA Vaccines for Treating Luminal A 
Breast Cancer: 

While there are many potential new treatments being ex-
plored for cancer, such as CRISPR gene-editing, microbiome 
treatments, and cell therapy, the one that holds the most prom
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ise for luminal A breast cancer in particular is mRNA 
vaccine technology. There are a few types of vaccines being 
explored as potential cancer treatments: immune cell-based 
vaccines, peptide-based vaccines, viral vector-vaccines and 
nucleic acid-based vaccines. (At least one vaccine, inoculating 
teenagers against the human papillomavirus, is currently 
working to reduce future rates of cervical, anal, oropharyngeal, 
etc. cancers that are caused or contributed to by the virus.)¹⁹ 
mRNA vaccines in particular are classified as nucleic acid-
based and hold an especial potential to protect against 
infectious diseases and rapid malignant cell growth. 

mRNA is, in essence, a template of instructions for how to 
build a protein. This technology has been gaining promise 
as the coronavirus pandemic has brought a lot of attention 
to it. The two most prominent COVID-19 vaccines in the 
US both utilize mRNA, which has skyrocketed interest (and 
funding) for additional mRNA research.²⁰ Both BioNTech 
and Moderna are pursuing mRNA cancer vaccines.²¹ These 
prove to be a little trickier than an mRNA vaccine for a 
virus since that case deals with clearly foreign viral matter, 
while cancer vaccines have to train the body to identify those 
portions of itself that are “foreign” malignant cells.²²

How will this work? A particular sequence of mRNA will 
be injected into the muscle and taken up by any cells in the 
surrounding area. The immune system will then hopefully 
recognize the proteins coded for by the mRNA as foreign 
and mount an immune response. The result of the immune 
response is that if the antigens are immunogenic enough, the 
T-cells (white blood cells that actively seek out the cancer 
cells and destroy them) will learn how to recognize these 
cancer cell antigens as foreign. This chain of events should 
trigger an immune response, wherein B cells (which produce 
antibodies that protect us from getting infected if, for 
instance, a virus enters the body) will subsequently seek out 
similar tumor cells.²³

mRNA-based cancer vaccines can target tumor-associated 
antigens, expressed in cancerous cells, for example, growth-
associated factors, or choosing specific antigens that are 
unique to malignant cells owing to somatic mutation. These 
neoantigens provide tumor-specific targets for developing 
personalized cancer vaccines.²⁴

In short: upon administration of mRNA vaccines, tumor 
antigens will be expressed in a heterogenous group of immune 
cells in order to help antigen-presenting cells activate and 
elicit an immune stimulation. 

To ensure the mRNA reaches its destination, naked mRNA 
(after in vitro transcription, it is not bound to protein and 
vulnerable to different enzymes that are going to recognize 
it) can be formulated with a delivery vehicle (vehicle-loaded 
mRNA).²⁵ Delivery vehicles help to improve stability, RNA 
uptake and translatability of mRNA vaccines. Application of 
exogenous RNA combined with a polymeric carrier was also 
shown to activate the immune system by generating a local 
immunostimulatory environment.²⁶ 

mRNA vaccines are a strong choice over other vaccines for 
treating cancer because they are potent, safe and easily (as 
well as inexpensively) modifiable. The production of mRNA

is simpler and easier than protein production and purification 
and results in a more stabilized product.²⁷ The trick is in trying 
to deliver the mRNA in a way that helps maximize potency 
while doing that safely. Potential methods for maximizing 
potency include modifications made to the structure of 
the mRNA molecule (e.g., self-amplifying mRNAs, codon 
optimizations, nucleotide modifications, etc.) and different 
means of formulation (lipid nanoparticles, peptides, polymers, 
etc.).²⁷ But again, a strength of working with mRNA is how 
readily its sequence can be changed to add or swap targeted 
antigens. The quickly swappable nature of mRNA vaccines 
is the best way to address the challenge presented by tumors’ 
high degree of heterogeneity.

While mRNA vaccines are providing a powerful new 
avenue for treating cancer, there do remain challenges to 
creating an effective mRNA cancer vaccine. The products are 
required to be the right purity of mRNA, sequenced as well 
as delivered and administered properly. Given the difficulty 
of determining what factors are specifically driving an 
individual’s cancer to be out of control, it is hard to pick the 
right protein to encode instructions for in the mRNA that 
will elicit the needed immune-system response. This goes 
alongside the general issue with cancer therapies of managing 
the differentiation of normal tissue from cancer cells.²⁷ 

That said, this work is not merely theoretical: mRNA 
vaccines are already being developed in the treatment of 
other cancers (such as skin, lung, and pancreatic cancers).²⁸ 
Several clinical trials with mRNA vaccines against cancer 
are ongoing, and nonclinical research is active in this field. 
Noteworthy results were released in November 2020 of 
an mRNA mixture being injected into mice with skin and 
lung cancer that successfully triggered an immune response. 
Cytokines produced by this response were able to shrink 85% 
of tumors in the mice in the span of 40 days.²⁹ These cancer 
vaccines, produced by the same companies behind the mRNA 
vaccines for COVID-19, will soon be entering clinical trials 
with humans in an exciting next step.

Possible Components of an mRNA Vaccine for Luminal A 
Breast Cancer: 

In light of the above, a theoretical combination of treatments 
that will in effect “cure” luminal A breast cancer can be 
proposed. In particular, a way forward using mRNA vaccines 
that will effectively address the inherent heterogeneity of 
tumors that so often impedes traditional cancer treatments 
can be outlined. 

From the outset, picking the right target is the biggest 
hurdle in making the mRNA vaccine against cancer. The first 
potential target would involve picking a protein present in 
the cancer cells but not the healthy ones—i.e., the genes that 
are most mutated. When looking at luminal A breast cancer, 
PI3KCA is the most mutated gene (about 45%), followed by 
MAP3K1, GATA3, TP53, CDH1, and MAP2K4.³⁰ Genes 
like PI3KCA contain instructions to make proteins such as the 
p110 alpha protein (p110-α, subunit of phosphatidylinositol 
3-kinase). This gene encodes a lipid kinase involved in vital 
signaling pathways, fundamental for cellular functions (e.g., 
growth, death, and proliferation). 
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However, when PI3KCA is mutated, there is a change in 
the single amino acid produced in the p110-α, leading to the 
production of an altered p110-α subunit that in turn makes 
PI3K abnormally active. This allows PI3K to signal without 
regulation. The unregulated signaling results in uncontrolled 
proliferation of cells, causing cancer.³¹ Therefore, targeting 
the altered p110-α in this mRNA vaccine could successfully 
short-circuit this entire process. 

To circumvent cancer resistance observed with 
chemotherapy and given the heterogeneity of tumors (not 
every cancer cell they are in will be equally vulnerable to the 
use of one targeted antigen), it would be better to use two 
or more mRNAs. As such, this vaccine could ideally deliver 
not one but several different mRNA sequences encoding for 
distinct proteins, ideally eliciting a robust immune response 
towards the full spectrum of what the cancer is expressing. 
However, a possible drawback here is the potential for creating 
a situation where there is an autoimmune response.²⁵ It is not 
desirable to encourage the immune system to attack more 
than just the cancer and damage healthy cells, and yet more 
targets inherently increases the chances for this to happen. To 
avoid this scenario, it may make sense to start with a single 
mRNA molecule and test for whether it creates a strong 
enough response; if it does not (as is likely), a combination of 
molecules would be used or one after the other could be used 
to see what works best. A combination of PI3CKA, MAP3K1, 
and GATA3 could work well, for instance, at which point it 
would be possible to pare down to fewer targets to determine 
which target or combination of targets made it so effective.

Direct administration of complex mRNA is now considered 
to be a fast and feasible approach. However, there are several 
problems with the mRNA vaccine such as limited in vivo 
delivery, possibly due to enzymatic degradation, and limited 
intracellular delivery due to the large size of the mRNA 
molecule compared to other payloads. This could be overcome 
by screening different delivery materials and formulation 
methods. 

Another possible avenue of interest might be to combine 
mRNA vaccines with immune checkpoint inhibitors. Most 
tumors strive to evade the immune system by expressing 
immunosuppressive proteins on their surface, called 
checkpoint proteins. Immune checkpoint inhibitors work by 
blocking that checkpoint. This prevents the “off ” signal from 
being sent, allowing the immune cells to kill cancer cells. For 
instance, high CD70 expression may inhibit the anti-tumor 
immune response and is a promoter in tumor progression.³² 
CD70 expression (how much protein there is) could allow the 
tumor cells not to trigger an immune response.  By inhibiting 
immune response, the CD70 could work against the mRNA 
vaccine. As such, any ways to diminish that possibility (such 
as combining with different treatment options) should make 
this vaccine more effective.
�   Discussion
Only studies can truly determine the efficacy of new treat-

ments, which limits the possibilities of what a literature review 
in this area can accomplish. And as few mRNA vaccines for 

cancer treatment are yet in clinical trials, they are not widely 
reported on in the literature—making research into this area 
difficult. That said, the success of mRNA vaccines in fighting 
the spread of the novel coronavirus signals a clear turning point 
in this technology. The possibility of a groundbreaking treat-
ment here should not be denied.

With the right antigen selection and fine-tuning of mRNA 
delivery, payload size, etc., it is possible to unlock the full po-
tential of the best ally each human body always had in attacking 
cancer cells: the human immune system. If the immune system 
can be properly instructed to treat cancer cells as the “foreign” 
bodies that they essentially are, their eradication of luminal A 
breast cancer tissue could end up being far more complete than 
what is possible with surgery and chemotherapy alone—and in 
a way that improves patients’ physical and psychological out-
comes as treatment becomes less invasive.

This ‘hacking’ of the immune system is a new and exciting 
field of science that is moving at a rapid clip. With how quickly 
mRNA vaccines can be developed, deployed, redeveloped, and 
redeployed, progress should be expected quickly. The promise 
of mRNA vaccines (and possibly oRNA and miRNA as well) 
as proposed above for luminal A breast cancer is not a far-off 
or far-flung dream, but a promise that will likely be realized 
within the next decade or two. 
�   Conclusion
mRNA vaccines are a highly promising route for treating or 

even “curing” luminal A breast cancer. They should continue 
to be explored at an aggressive pace, with increased funding 
allotted to speed them into clinical trials in the wake of their 
massive success in combating COVID-19.

It is likely that, in order to effectively address the hetero-
geneity of tumors, these vaccines will have to target multiple 
antigens simultaneously. This paper predicts that PI3KCA 
and MAP3K1 will prove the most worthwhile genes to target, 
and that doing so with effective payload delivery and mini-
mal autoimmune response triggered will be possible in real 
cancer therapies by 2035. Particular attention should be paid 
to how best to combine these mRNA vaccines with existing 
treatments like surgery and chemotherapy as well as other cut-
ting-edge treatments like targeted therapies.

These advances in treatments should function as a “cure” for 
luminal A breast cancer by 2040, with the relieved burden on 
the health care system as well as on women everywhere usher-
ing in a new age of wellness and positive life outcomes. Even 
more excitingly, given the flexibility with which researchers can 
rework mRNA in the lab, any advances in mRNA vaccines for 
cancer should prove a ready boon to cancer researchers of all 
stripes—and assuredly to those looking into other perennial 
diseases likewise. 
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REVIEW ARTICLE

Potential of CRISPR-Cas System Treatment to Eradicate the 
COVID-19 Pandemic Caused by SARS-COV-2         

İpek Ercan         
Uskudar American Academy - Fenerbahçe Neighborhood. Tevfikpaşa St. Sinanoğlu Apt. 11/9 Kadıköy, Istanbul, 34627, Turkey 

ABSTRACT: Over the past two years, scientists’ efforts to develop vaccines and antiviral treatments against the COVID-19 
pandemic have failed due to the lack of a proven therapy and the inefficacy of currently available vaccines against the virus' mutant 
forms. Therefore, the COVID-19 pandemic has forced scientists to develop highly reliable diagnostic and therapeutic procedures 
to quickly prevent the infection’s spread. Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR)/CRISPR-
associated protein (Cas) system is an RNA-directed adaptive immune system used as a gene-editing technology. Recent CRISPR 
application studies have shown that CRISPR effectors may limit the replication of double-stranded DNA or single-stranded 
RNA (ssRNA) viruses in mammalians. Because SARS-COV-2 contains a single-stranded, positive-sense RNA genome and 
structure, CRISPR-Cas systems are suitable for therapeutic use. Similarly, many clinical studies have investigated the CRISPR-
Cas systems’ potential for diagnosing SARS-COV-2 and have proven their effectiveness. CRISPR-Cas systems’ success in quickly 
diagnosing SARS-COV-2 serves as a model for applying CRISPR-Cas systems to treat the Covid-19 pandemic. This review aims 
to investigate the uses of CRISPR-Cas-based gene-editing systems (CRISPR-Cas9, CRISPR-Cas12, CRISPR-Cas13) when 
treating patients during the COVID-19 pandemic, to analyze related articles, and to examine this novel technology's limits and 
possibilities.

 KEYWORDS: Antiviral strategy; Covid-19 pandemic; CRISPR-Cas systems; Gene editing; SARS-COV-2. 

� Introduction
Identifying SARS-COV-2 positive individuals and treat-

ing them is essential to control the COVID-19 outbreak.¹ 
While reverse transcription-polymerase chain reaction (RT-
PCR) is currently the gold standard for molecular detection, 
its drawbacks include expensive equipment costs, staff train-
ing requirements, the risk for false-positive/negative results, 
and long processing times. CRISPR-Cas systems were de-
termined to successfully and quickly diagnose SARS-COV-2 
cases. Thus, they were used for diagnoses in the COVID-19 
outbreak.² To exemplify, Sherlock Biosciences’ Sherlock™ 
CRISPR SARS-COV-2 kits were licensed by the Food 
and Drug Administration (FDA) for emergency usage to 
alleviate COVID-19 detection bottlenecks in the United 
States.³ CRISPR-Cas systems’ efficacy in quickly diagnosing 
SARS-COV-2 showcases its potential success in treating the 
COVID-19 pandemic. Similarly, CRISPR-Cas systems may 
be used therapeutically since CRISPR effectors limit DNA 
and RNA structures’ replication, such as SARS-COV-2. For 
example, the CRISPR-Cas13-based approach for COVID-19 
treatment successfully destroyed SARS-COV-2 sequences 
and a live IAV genome. The system is called Prophylactic 
Antiviral CRISPR in human cells (PAC-MAN) to suppress 
SARS-COV-2.⁴ This review provides in-depth examinations 
of the examples above of CRISPR-Cas systems’ usages to an-
alyze how and to what extent they help limit and treat the 
COVID-19 pandemic. To strengthen one’s understanding of 
these examinations, the review first discusses the COVID-19 
pandemic and the virus and the general history, mechanism, 
and technicalities of CRISPR-Cas systems.

� Discussion
SARS-COV-2 and COVID-19 Pandemic: 
While (severe acute respiratory syndrome coronavirus) 

SARS-COV-2 was first identified as an atypical respiratory 
tract infection agent in Wuhan, a city in the Hubei province 
of China, in December 2019, the World Health Organization 
declared a SARS-COV-2-related pandemic on March 11, 
2020,  just one year later. Unfortunately, the Covid-19 epidemic 
remains significant as a worldwide hazard. Many countries' 
healthcare systems have been strained to breaking point, 
with some collapsing under the weight of the pandemic, and 
meticulous precautionary efforts to slow virus transmissions, 
such as quarantine, travel restrictions, and social isolation, 
have had catastrophic consequences for the global economy 
and society.⁵ 

SARS-COV-2 is a spherical, enclosed coronavirus with a 
single-stranded, positive-sense RNA genome encased in an 
extracellular membrane comprising spike glycoproteins.⁶ It is 
a positive-sense ssRNA that primarily infects the upper and 
lower respiratory tracts. Furthermore, it causes illness by direct 
cytotoxicity and activation of host cytokine-mediated inflam-
mation.⁷ The infection process starts with the virus entering 
the cell by endocytosis or direct fusion of the viral envelope 
with the host membrane. Then, the virus uncoats and releases 
RNA into the cytoplasm.⁸

While serological tests for COVID-19 as an immuno-
logical assay can mainly detect viral antigens in respiratory 
secretions or antibodies in the blood, molecular methods for 
COVID-19 are based on SARS-COV-2 RNA detection in 
nasopharyngeal samples. Since droplets primarily transmit 
the disease,  COVID-19 may be seen in asymptomatic 
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people (30%). After an incubation period of 4–14 days, most 
people have mild to severe symptoms (55%) with anorexia, 
myalgias, anosmia, dysgeusia (dysfunction of the sense of 
taste), a sore throat, a headache, or rhinorrhea (runny nose). 
Around day five, nearly 30% of individuals experience se-
vere dyspnea (shortness of breath) and fever. Patients with 
severe symptoms often deteriorate in the second week and 
need hospitalization for hypoxemia and bilateral pneumonia 
(75%). Most hospitalized patients receive conventional treat-
ment, but 20% may rapidly worsen with severe complications, 
including acute respiratory distress syndrome, acute cardiac 
injury, acute kidney injury, and septic shock.¹⁰

At present, there is not a single specific antiviral therapy 
for COVID-19, and symptomatic supportive care remains 
the mainstay of treatment.¹⁰,¹¹ Nonetheless, several drugs 
are being evaluated for their efficacy as antiviral agents and 
are suggested for use in the National Institutes of Health 
COVID-19 therapy recommendations. Convalescent plasma 
treatment is an exemplary example of a modern therapeutic 
technique.¹²

History of the CRISPR-Cas system: 
In 1987, during a study regarding Escherichia coli, Y. 

Ishino and colleagues discovered an unusual genetic 
structure composed of alternating repeat and non-repeat 
DNA sequences.¹³ In 2002, Jansen and colleagues revealed 
that prokaryotes possess multiple distinguishing features 
in their chromosomes, with repetitive “spacer” sequences 
placed on each side of distinct ones. They developed the 
abbreviation CRISPR for “Clustered Regularly Interspaced 
Short Palindromic Repeats,” referring to the results of 
their study. The researchers then discovered that numerous 
clusters of hallmark CRISPR-associated Cas genes were 
highly preserved and often next to repetitive elements.¹⁴ The 
finding of sequence similarities between the spacer sections of 
CRISPRs and those of bacteriophages, archaeal viruses, and 
plasmids in the early 2000s provided insight on CRISPR's 
immune system role. The CRISPR arrays’ specific sequences 
were discovered in 2005 by three different research teams 
(Mojica and colleagues, Bolotin and colleagues, and Pourcel 
and colleagues) through the systematic examination of the 
spacer sequences between individual direct repeats.¹⁵, ¹⁶, ¹⁷

Many researchers proposed that CRISPR spacers operate 
as RNA-like guides to degrade viral transcripts or spacer-
matching CRISPR spacers drive Cas enzymes to cleave viral 
DNA at spacer-matching areas.¹⁶,¹⁸ In a subsequent study 
published by Rodolphe Barrangou et al. of Danisco, a yogurt 
company, researchers employed Streptococcus thermophilus 
bacteria as models. They noticed that they were implanted 
by inserting new pieces into areas of bacteria that survive a 
viral assault. Additionally, they determined that the DNA 
sequence of these spacers is similar to that of segments of 
the viral genome. Moreover, the researchers altered it by 
eliminating spacers and inserting new viral DNA sequences. 
They could modify the bacterium's resistance to a particular 
viral attack. Consequently, the researchers established that 
CRISPR is crucial for bacterial immunity regulation.¹⁹ 
Individual spacers exist to guide Cas nuclease activity.²⁰ In 

2013, Cas was confirmed as an RNA-guided endonuclease.²¹ 
Makarova et al. discovered that one or more operons having a 
cluster of Cas genes producing the system's effector enzymes 
are located near the CRISPR array.²² Then, CRISPR-
Cas was applied in eukaryotic cells. In 2014, genome-wide 
functional screening using Cas studies was done.²³ In 2016, 
Cong and Hsu successfully made in vivo genome editing via 
homolog independent targeted integration.²¹, ²⁴

The function of the CRISPR-Cas system: 
CRISPR-Cas is an RNA-directed adaptive immune sys-

tem that occurs naturally in about 48% of bacteria and 95% 
of archaea. The system is triggered by the invasion of foreign 
genetic material.⁹, ²⁵ It generates an immune response in three 
stages: adaptation, pre-crRNA expression/processing, and 
interference.²⁶ Firstly, during the adaptation step, short and 
direct repeats separated by spacers constitute CRISPR se-
quences. Then, a foreign DNA termed protospacer is cleaved 
and incorporated into the CRISPR array. As a result, the in-
tegrated pieces function as new spacers.²⁶ The second step is 
the expression, during which the CRISPR array is transcribed 
to generate precursor CRISPR-derived RNA (pre-crRNA), 
which is subsequently matured to develop CRISPR-derived 
RNA (crRNA).²⁷ This is proceeded by the interference phase, 
which attaches the mature crRNA to the processing complex 
and serves as a guide RNA, recognizing identical sequences in 
the invading viral RNA. Viral RNA is subsequently cleaved 
and inactivated by one of the Cas proteins.²⁸

CRISPR-Cas systems’ capacity to produce a double-strand 
break (DSB) at a particular genomic locus ensures their use 
for genome editing. The occurrence of DSBs relies entirely on 
the host cell's DNA repair mechanism to fix the lesion created 
by these systems. The repair methods may be homology-di-
rected repair (HDR) or non-homologous end joining (NHEJ). 
HDR repairs the DSB by using a homologous template DNA 
to the break site, such as an unbroken sister chromatid or ho-
mologous chromosome. Then, it delivers exogenous DNA 
Templates to the host genome to affect a user-defined modifi-
cation. In contrast, NHEJ relies on the direct combining of the 
DSB's broken ends, rendering NHEJ the more error-prone of 
the two mechanisms. NHEJ may be used to damage genes, 
while HDR enables the introduction of new genetic data or 
the direct repair of a single locus's sequence. The NHEJ is a 
repair mechanism in which DSB junctions undergo insertions 
and deletions. Although the HDR process needs the presence 
of a homologous DNA template, it is very accurate in repairing 
DSBs, and exogenous homologous sequences may be used to 
direct genome editing.²⁹

Classification of the CRISPR-Cas systems: 
Each with its unique composition and method of action, 

CRISPR-Cas systems have six CRISPR-Cas types in total, 
and at least 29 subtypes 6 -8, and both the type and subtype 
lists are constantly expanding.²⁹ The CRISPR-Cas system is 
classified into two distinct groups, depending on the arrange-
ment of its effectors.⁹ The Class 1 system cleaves the target 
genome sequence using crRNA and a multi-effector complex. 
In the class I system, the ribonucleoprotein (RNP) complex 
has several protein subunits and crRNA. In contrast, the Class 
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2 system cleaves the target genome sequence using a single 
multidomain Cas protein and crRNA for interference. The 
Class II system contains just one protein and crRNA to 
target invasive viral RNAs.³⁰ Class 2 CRISPR-Cas systems 
are found exclusively in bacteria and combine a crRNA with a 
Cas protein to form a ribonucleoprotein complex. The crRNA 
is programmed to recognize a PAM sequence adjacent to the 
target DNA.³¹ These multidomain effector proteins interfere 
through complementarity between the crRNA and the target 
sequence.³⁰ Each of the two classes is further subdivided into 
three subtypes, Type I, III, and IV in Class I and Type II, V, 
and VI in Class II.¹⁸

CRISPR-associated (Cas) genes are a group of genes 
with varied orientations and sequences that code encoding 
Cas proteins. They are critical for acquiring and destroying 
foreign sequences. A total of 93 distinct Cas genes have been 
recognized to date. Based on sequence similarity, these genes 
were categorized into 35 families. This review focused on Cas 
proteins: Cas9, Cas12, Cas13, classified as type II, type V, and 
type VI enzymes.³¹ 

The most widely characterized CRISPR-Cas system 
is the type II subtype II-A found in Streptococcus pyogenes 
(Sp), which uses SpCas9. Cas9 was the first Cas-protein 
engineered for use in gene editing³², and it is the most 
efficient genome-editing machinery for targeting double-
stranded DNA (dsDNA) or single-stranded DNA (ssDNA). 
Cas9 uses trans-activating CRISPR RNA (tracrRNA) and 
RNase III to process the pre-crRNA in the type II CRISPR-
Cas system.³³ In comparison, the Cas12 and Cas13 proteins 
in the type V and VI systems process the pre-crRNA directly. 
While Cas12a and Cas12b proteins break dsDNA upon 
identification by matured crRNA, Cas13 protein cleaves 
ssRNA. Additionally, Cas13 is not dependent on the presence 
of a PAM in the target RNA, while Cas12 needs a PAM in 
the dsDNA target but not in the ssDNA target. 

CRISPR-Cas systems are being used as an antiviral, 
targeting genes in human and viral genomes. Studies have 
effectively targeted viral and host genes involved in viral entry, 
replication, and persistence.³⁴ The invention, advancement, 
and ease of using Type II CRISPR-Cas9 systems have 
expedited their adoption and implementation across various 
applications.

CRISPR-Cas systems versus pathogenic viruses: 
Class 2 systems are used in various fields, including genome 

editing, which can be accomplished using a type II or type V 
effector enzyme to evaluate potential developing therapies 
and target ssDNA/RNA and for viral disease detection and 
treatment.³⁵

Current Cas9 applications have shown that CRISPR 
effectors may limit replication of dsDNA or single-
stranded RNA (ssRNA) viruses with DNA intermediates in 
mammalian cells.⁷, ²³, ³⁶-³⁹ Liu et al. found from their research 
that HBV-specific gRNA/Cas9 systems inhibit HBV 
replication in different genotypes. HBV templates are cleaved 
and cleared by HBV-specific gRNA/Cas9 systems, and so 
they proved the inhibition of HBV in vivo by the gRNA/
Cas9 system induces clear.⁷ Then, the work by Ophinni et al. 

revealed that CRISPR-Cas9 might target the HIV-1 proviral 
genome and suppress replication in latency models.³⁶ Later, 
Ramanan et al. demonstrated that the CRISPR-Cas9 system 
could selectively target and cleave conserved areas of the 
HBV genome, resulting in potent inhibition of viral gene 
expression and replication.³⁷ Lastly, Roehm et al. revealed 
that Cas9 and gRNA delivery by Lentivirus reduces HSV-1 
infection and protects cells against infection.³⁸

Cas9 and other DNA-targeting effectors defend against 
invading DNA bacteriophages. However, around two-
thirds of viruses capable of infecting humans have ssRNA 
genomes, and just 2.5 percent of those viruses include DNA 
intermediates that could be targeted with Cas9.³⁹, ⁴⁰ Recently 
identified Cas9 orthologs that target RNA and DNA are 
less likely to satisfy this demand, since they have poor RNA 
cleavage performance and may produce off-target effects on 
cellular DNA.⁴¹

It was then discovered that Cas 12 and Cas13 effectors, 
which are associated with type III and VI CRISPR systems, 
may contribute to the defense of mammalian cells against 
DNA and RNA viruses.⁴² CRISPR-Cas12 is often referred 
to as CRISPR-associated endonuclease. From Prevotella 
and Francisella 1 (cpf1), it is a type V-associated nuclease 
belonging to the Class 2 family.⁴³, ⁴⁴ The CRISPR-Cas12 
system is an efficient method to generate staggered cuts in 
both ssDNA and dsDNA, and it utilizes only the crRNA to 
make staggered cuts at the targeted region. In rodent models 
of influenza and SARS-COV-2 infections in 2021, Cas13a 
was shown to attenuate the severity of influenza and SARS-
COV-2 in vivo.⁴⁵ Cas13a was supplied in a synthetic mRNA 
that allows for repeat dosing since the expression is temporary. 
It was the first time that Cas13a has been tested as a therapy 
for influenza infection after it had been administered in 
vivo. There were no in vivo tests for treating SARS-COV-2 
conditions, since Cas13a was administered before infection.

Applications of the CRISPR-Cas systems in the diagnosis of 
SARS-COV-2: 

RNA-guided CRISPR-Cas nuclease-based nucleic 
acid detection has recently shown tremendous promise 
for developing next-generation molecular diagnostics 
technologies because of its high sensitivity, reliability, 
and specificity. Due to the challenges associated with 
heterologous expression of multiple cascade complexes, the 
class 2 CRISPR-Cas system is more convenient and quick in 
responding to disasters such as COVID-19 than the class 1 
system. For instance, since single-gene testing may produce 
false-negative results, Xiong et al. offered dual-gene testing, 
a widely adopted strategy by clinical-approved RT-qPCR 
diagnostic kits. They improved the CRISPR-Cas9-mediated 
triple-line LFA (TL-LFA) design combined with multiplex 
reverse transcription-recombinase polymerase amplification 
(RT-RPA). As a result, an examination of 64 clinical samples 
taken from the nose revealed that the CRISPR-Cas9-
mediated T-LFA approach is as analytically specific and 
sensitive as the gold-standard RT-qPCR procedure.⁴⁶

For rapid, specific, and sensitive detection of SARS-
COV-2, Ali et al. developed Bio-SCAN (biotin-coupled 
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specific CRISPR-based assay for nucleic acid detection) 
for pathogen detection. Ali et al. tested Bio-SCAN's ability 
to identify SARS-COV-2 variations by focusing on the 
spike polypeptide alterations that increase infectivity and 
disseminate COVID-19 worldwide. They purposed to 
demonstrate that one could use the Bio-SCAN platform 
to forecast the emerging trends and prevalence of specific 
variant(s) in a particular sample collection from a population 
group or region by designing five sgRNAs with a specific 
focus on the PAM or seed region of the target sequence of 
the prevalent variants. Bio-SCAN diagnosed SARS-COV-2 
with acceptable accuracy, demonstrating its use for routine 
examination in non-laboratory POC situations. Bio-SCAN 
can accurately identify individual variations, enabling trend 
prediction or identification of the most common SARS-
COV-2 variant(s) during screening tests.⁴⁷

Cas13d is one of the best subtypes because of its high 
precision, strong knockdown efficiency, and short coding 
sequence, making it easy to spread. The unique aspect of 
the Cas13d enzyme is that its cleavage does not depend on 
PAM-like sequences. This makes it easier to target constantly 
changing viruses because the rapid development of crRNAs 
makes it easier to target them. To illustrate, Nguyen et al. used 
CRISPR-Cas13d technology to build a flexible and efficient 
technique for targeting RNA in the laboratory. To reduce 
the capacity of production SARS-COV-2, they preferred to 
use the CRISPR-Cas13d system because of its flexibility 
in making guide RNAs and the unnecessary use of PAM. 
Also, they offered that adeno-associated virus (AAV) could 
be used to deliver the Cas13d effector to people who have 
been infected with SARS-COV-2. Because of the small size 
of the Cas13d effector, it can be used for an "all-in-one" AAV 
delivery with a gRNA array. In addition, AAV has serotypes 
specific to the lung, which is the main organ infected by 
SARS-COV-2. This means that the CRISPR system can 
be delivered to the right place. A similar strategy can also be 
used to fight other RNA viruses. Nguyen et al. developed the 
system with engineered crRNAs and optimized conditions to 
detect various clinically relevant nucleic acid targets, including 
human immunodeficiency virus, hepatitis virus C, and SARS-
COV-2, with high sensitivity.⁴⁸

The review had previously given examples of the potential 
of CRISPR-Cas systems, including Cas9, Cas12, and Cas13 
proteins, for diagnosing SARS-COV-2 infection in recently 
completed studies. Following the Cas9 protein, the Cas12 
and Cas13 proteins focus on a viral illness diagnosis. Cas12 
cleaves both ssDNA and dsDNA, while Cas13 cleaves only 
ssRNA; hence, both proteins are critical in diagnosing SARS-
COV-2.⁴⁸

As an example of Cas12 utilization, Brandsma et al. 
developed a diagnostic platform based on the Cas12a 
collateral cleavage of a reporter nucleic acid composed of an 
ssDNA called DETECTR (DNA endonuclease-targeted 
CRISPR trans reporter) to recognize and detect SARS-
COV-2 gRNA. Comparing DETECTR with qRT-PCR to 
diagnose SARS-COV-2, they found that both techniques are 
equally sensitive in detecting SARS-COV-2, and DETECTR 

was found 100% specific for SARS-COV-2 relative to other 
human coronaviruses.⁴⁹ HOLMES, a one-hour low-cost, 
highly efficient system, is another Cas12a-based detector for 
precise target DNA detection.⁴⁴ Another example would be 
the All-In-One Dual CRISPR-Cas12 (AIOD-CRISPR) 
assay, introduced by Ding et al. as an ultra-sensitive and 
faster assay to detect the target nucleic acid. These AIOD-
CRISPR assay mixtures are incubated at 37 °C to prevent 
contamination, simplifying the detection procedure. Utilizing 
AIOD-CRISPR assay, they caught the RNA of HIV and 
SARS-COV-2 within 60 minutes.⁵⁰

As opposed to Cas9, Cas13 causes loss-of-function 
phenotypes without causing chromosomal deletion of the 
targeted gene. So, it meets the demand for quick gRNA creation 
to target virus strains that change and elude traditional drugs. 
Using Cas9, which cleaves DNA, has several disadvantages 
over Cas13, which cleaves RNA. Off-target cleavage and 
mismatches may cause unintended mutations and malignancy. 
Moreover, Cas9 often cleaves DNA at the proper site, but 
the cellular repair process fails. Thus, CRISPR-Cas13 may be 
employed directly in tissues damaged by SARS-COV-2 as a 
possible treatment strategy.⁵¹

An example of Cas13 usage is the SHERLOCK technology, 
which utilized a quenched fluorescent ssRNA reporter. It is 
the first platform built on CRISPR-Cas13 systems, enabling 
bio-sensing with sensitivity for DNA and RNA virus 
detection with single-base distinction. This Cas13a based 
system also has been used for the robust detection of Zika 
and dengue viruses.⁵² As a result, SHERLOCK for SARS-
COV-2 detection is significantly faster than qRT-PCR and 
has a sensitivity of 93.1 percent. Gootenberg et al. developed 
SHERLOCK further to create STOP (SHERLOCK Testing 
in One Pot) for specific point-of-care (POC) diagnosis 
of COVID-19. They demonstrated significant sensitivity 
and specificity in detecting Zika and Dengue viruses using 
SHERLOCK. Additionally, SHERLOCK was used to 
detect the Ebola and Lassa viruses. When the COVID-19 
epidemic began, Feng Zhang's team recreated SHERLOCK 
to make SARS-COV-2 detection possible. They modified 
different primers and guided RNA to deliberately target 
the open reading frame 1ab (ORF1ab) and spike (S) genes. 
Clinical verifications indicated that the SHERLOCK 
test result is equal to RT-qPCR. They demonstrated that 
SHERLOCK is a flexible, reliable method for detecting 
RNA and DNA that may be used for quick diagnoses, such 
as infectious disease applications and sensitivity genotyping.⁵¹ 
Sherlock Biosciences was recently licensed by the Food and 
Drug Administration (FDA) for emergency usage to alleviate 
COVID-19 detection bottlenecks in the United States.³

Because SARS-COV-2 viral load varies during the day and 
illness phases, a quantitative reverse transcriptase PCR (qRT–
PCR) diagnostic approach may be negative when the viral load 
is low, necessitating a more reliable test. Rauch et al. devised 
a CREST method (Cas13-based, rugged, equitable, scalable 
testing) for detecting SARS-COV-2. They confirmed that 
CREST is equivalent sensitivity to the gold standard reverse 
transcription-quantitative PCR (RT-qPCR) method.⁵⁴ The 
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accuracy in detecting target templates through the Cas-
sg/crRNA complex makes CRISPR-Cas technologies an 
outstanding alternative to PCR-based approaches.⁵³

Cas13d is significant among all subtypes because of 
its high efficiency and strong knockdown efficiency, and 
its simplicity of viral administration due to the effector 
domain's short coding sequence. Recent research focused on 
repurposing the RNA-guided RNA endonuclease activity 
of Cas13d in mammalian cells against SARS-COV-2 and 
live influenza A virus (IAV). PAC-MAN, which stands 
for "prophylactic antiviral CRISPR in huMAN cells," is 
the first Cas13 antiviral strategy to fight SARS-COV-2. 
Abbott et al. presented a CRISPR-Cas13-based approach for 
COVID-19 treatment called Prophylactic Antiviral CRISPR 
in huMAN cells (PAC-MAN) to suppress SARS-COV-2.⁴ 
In this study, Cas13d is guided by pan-coronavirus crRNAs 
to destroy the viral genome and suppress gene expression. As 
there was no access to live SARS-COV-2 strains at the time 
of this investigation (April 2020), the researchers resorted 
to synthesized fragments of SARS-COV-2 (besides using 
live H1N1 IAV). Abbott and colleagues used bioinformatic 
screens to identify highly conserved regions across the viral 
genomes. They found a group of six crRNAs that could target 
91% of all coronaviruses and a group of 22 crRNAs that could 
target all coronaviruses with no mismatches. The PAC-MAN 
approach successfully destroyed SARS-COV-2 sequences and 
a live IAV genome. Cas13d may specifically target conserved 
genomic areas of SARS-COV-2. This way, CRISPR-Cas 
technology might target viral RNA for destruction and limit 
virus reproduction in host cells, restricting transmission of the 
virus.⁴

The CRISPR-Cas system has been used to regulate 
epigenetic modifications in eukaryotic systems to correct 
genetic errors and improve hereditary traits. Cas12 and Cas13 
are CRISPR proteins that are efficient agents for diagnosing 
and combating ssRNA viruses. The development of COVID, 
RNA viruses have been a primary worldwide concern, and 
Cas13 has garnered considerable attention as an antiviral due 
to its ability to cut ssRNA, such as that seen in SARS-COV-2. 
Since ssRNA viruses account for the bulk of viruses capable 
of infecting people, a Cas13 antiviral system was created 
and confirmed in mammalian cells before COVID.⁴² Freije 
et al. tested Cas13's action against three different ssRNA 
viruses in the laboratory [lymphocytic choriomeningitis virus 
(LCMV), influenza A virus (IAV), and vesicular stomatitis 
virus (VSV)]. They created Cas13-assisted restriction of 
viral expression and readout (CARVER) by combining this 
antiviral activity with Cas13-based diagnosis. The researchers 
identified Cas13 crRNA target sites in viral RNA. They 
then used cell culture models to create a series of antiviral 
crRNAs that could be multiplexed in a combinatorial fashion, 
demonstrating that the crRNA-directed Cas13 enzyme 
effectively inhibits viral RNA replication in mammalian 
cells.⁴² The researchers demonstrated in their study that the 
CARVER system for quick diagnostics and antiviral drug 
development and CRISPR RNAs (crRNAs) targeting highly 
conserved regions of the viral genome were advantageous to 

avoid escape mutants. They noticed that this technique is 
remarkably adaptive to resist probable viral evolution since 
it employs multiplexing (targeting many loci) with pooled 
crRNAs.⁴²
�   Conclusion
This study examined the potential efficacy and utility of 

CRISPR-Cas technology in limiting the COVID-19 pan-
demic. For this purpose, we evaluated the mechanism of 
CRISPR-CAS systems, functions of Cas9, Cas12, and Cas13, 
their applications in diagnosis and targeting SARS-COV-2, 
and the history of CRISPR technology and the pandem-
ic. Cas13d was determined to be the most significant among 
all subtypes because of its high efficiency, strong knockdown 
efficiency, and ease of viral administration due to the effector 
domain's short coding sequence. Cas13 effectors have been suc-
cessfully cut complementary target ssRNA, making it a more 
reliable and protected alternative to Cas9 since it produces 
loss-of-function phenotypes without triggering chromosom-
al loss of the targeted gene. Moreover, Cas13 does not need 
Cas9 to act on a PAM, making the CRISPR-Cas13d system 
adaptable in guiding RNA design. There have been reports of 
CRISPR-based antiviral agents utilizing Cas9 inducing muta-
tions in target sites²³, but no crRNA target-site mutations were 
identified after Cas13 treatment.⁴² These findings suggest that 
the Cas13 enzyme can be an efficient antiviral agent in treating 
SARS-COV-2 infection. As a result, CRISPR-Cas12 systems 
satisfy the need for fast gRNA generation to target various 
virus strains that mutate and evade conventional treatments. 
Although these results are promising, CRISPR-Cas systems 
are still not ready to be used for fighting acute viruses since 
various problems require solutions before antivirals are utilized 
in in-body work. There is a risk that genome editing therapies 
for viruses could change the human genome. The consensus 
opinion is that genome editing in somatic cells is acceptable if 
the goal is to treat horrible diseases, but gene editing is fairly 
disheartening (National Academy of Sciences, 2020). In this 
way, genome editing treatment methods for viral infectious 
diseases are likely to be less controversial because they only af-
fect cells in the body.⁵⁵ Furthermore, the immunogenicity of 
Cas proteins has not yet been thoroughly explored, and further 
safety studies are required to determine how and when they are 
safely expressed in people.⁵⁶
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ABSTRACT: Agarose is a material extracted from algae and has a self-gelling ability and flexible mechanical properties. Since 
it is odorless and edible, agarose can be applied to wound healing patches for animals. To develop an agarose-based hydrogel patch, 
the concentration of agarose supplemented with glycerol, a non-toxic plasticizer was optimized. After testing the mechanical 
properties such as flexibility, transparency, stiffness, and tensile strength, a patch with 3% agarose and 10% glycerol and a 0.186 cm 
thickness was found to be the optimal condition for the hydrogel patch. Then, the hydrogel patch was applied to a live dog’s leg and 
was found to be durable for at least 48 hours. Finally, 6-gingerol, a candidate for an anti-inflammatory substance to be embedded 
in the hydrogel, was tested. As a result, 6-gingerol effectively decreased the mRNA expression level of Cxcl5, a pro-inflammatory 
marker, in B16F1 mouse skin cells, in vitro. In conclusion, an agarose hydrogel patch can be used as a wound dressing sheet for 
animal skin, and 6-gingerol may be added into the hydrogel patch as an effective anti-inflammatory agent for epidermal wounds. 

KEYWORDS: Cellular and molecular biology; Wound healing; Hydrogel; Inflammation; 6-gingerol. 

�   Introduction
Agarose, a material extracted from algae sources, is a wa-

ter-soluble substance that has a self-gelling ability and flexible 
mechanical properties. Initially a white powder, agarose must 
undergo induction, gelation, and quasi-equilibrium to form 
the commonly known agarose gel. Its permeability and func-
tion can be modified by using different concentrations and 
blending other substances into the gel.  Due to its promis-
ing characteristics, agarose has been commonly used and is 
expected to further expand its application in the field of bio-
medical research.¹    

Hydrogels are cross-linked 3D networks with hydrophilic 
structures, which allow them to hold large amounts of water. 
They have many desirable properties such as biocompatibility, 
biodegradability, and porous structure. Furthermore, different 
features of hydrogels can react to different stimuli, such as 
temperature, pH, and light, which can be used to mimic 
various in vivo environments. Hydrogels can be created from 
natural resources, such as polysaccharides, and synthetic 
materials. However, some hydrogels can be very brittle. In 
order to overcome some of the existing limitations, numerous 
studies are being carried out to develop novel hydrogels with 
stronger and more stable characteristics while preserving 
many of the advantages of conventional hydrogels.²

Herbal medicine, also known as botanical medicine, is folk 
medicine made from plants and plant extracts. It has been 
traditionally used for about 60,000 years. After the discovery 
of aspirin and the development of chemical medicine, 
reliance on herbal medicine had greatly decreased. However, 
as bacterial resistance to antibiotics has risen and the need 
for more eco-friendly medications increases, many scientists 
have turned to plant-based materials for solutions. Much 
research is being done on the superiority and feasibility of 
herbal medicine compared to chemical medicine. Thus, public 
acceptance of herbal medicine has significantly increased, and 

many scientists believe that herbal products will continue to 
play a crucial role in the health care system.³ 6-gingerol is a 
pharmacologically active component abundantly contained in 
ginger. It has anti-inflammatory and antibacterial properties, 
making it an optimal compound for wound healing.⁴ It is 
also able to regulate multiple targets. Furthermore, gingerol 
suppresses carcinogens in the skin of animals. Due to its 
favorable qualities and safety, 6-gingerol is likely to be 
researched further as a therapeutic agent.
�   Methods
Optimization of agarose-glycerol hydrogel:
Different concentrations of agarose ranging from 0.1 

to 5% were added to a glass bottle. Then it was heated in a 
microwave for 80 seconds. 18 ten-centimeter circular plastic 
plates were labeled by volume and concentration of agarose. 
Solutions were then heated and poured into plastic dishes and 
allowed to cool until the gels became fully solidified. After the 
gelation, the plastic plates were placed in a 50 oC drying oven 
for 24 hours. The same procedure was performed for 0, 2, 4, 6, 
8, 10% of glycerol in a 3% agarose solution.

Fabrication of hydrogel patches using cellulose fibers:
After the hydrogel patches were synthesized, they were 

placed on the cellulose fiber. The cellulose fibers and hydrogel 
patches were microwaved for 1 minute to slightly smear 
the hydrogel patches onto the cellulose fibers. The hydrogel 
patches were allowed to cool down to room temperature for 
10 min. 

B16F1 cell culture and LPS treatment:
5 mg of lipopolysaccharide (LPS) was measured using an 

electronic densimeter and weight boat. 5 mL of Dulbecco’s 
modified phosphate buffer saline (DPBS) was used to dissolve 
the 5 mg of LPS. Then, the solution was vortexed for 5 
minutes to completely dissolve LPS. 500 microliters of trypsin 
ethylenediaminetetraacetic acid (EDTA) were used to detach 
B16F1 cells from the culture plate. After centrifugation, cells 
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were resuspended in RPMI-1640 medium. Cells were then 
treated with different concentrations of LPS and culture for 
24 hours in a 37 oC incubator with 5% CO2.

R condition for Cxcl5:
Polymerase Chain Reaction (PCR) was performed using 

the Premix PCR kit (Bioneer). 20 µL PCR was prepared 
to amplify the target cDNA (Cxcl5 and beta-actin). The 
following PCR condition was used for the amplification of 
Cxcl15 and beta-actin. Step 1: 95 oC for 3min, step 2: 95 
oC for 30 sec, 62 oC for 30 sec, 72 oC for 20 sec, step 2 was 
repeated for 34 cycles, step 3: 72 oC for 5 min, and step 4: 
infinite 12 oC.   
�   Results and Discussion 

The purpose of the first experiment was to find the 
optimal concentration and thickness of agarose hydrogel for 
the wound healing patch (Figure 1). 18 samples of agarose 
hydrogel were prepared to find the optimal conditions for 
the hydrogel patch. High concentrations and thick agarose 
hydrogel may increase tensile strength and stiffness. Low 
concentrations and thin agarose hydrogel may increase the 
flexibility of the hydrogel. 

To find out the best concentration of agarose gel, six different 
concentrations of agarose hydrogel were compared. The 
agarose gel with 0.1% did not solidify. Although the 1% 
agarose gel solidified, it significantly lacked tensile strength 
and stiffness, causing it to rip easily. The 2% agarose gel was 
more durable, but it still lacked tensile strength and stiffness. 
4% and 5% were both highly durable but lacked transparency 
and flexibility. Thus, the 3% agarose gel was found most 
optimal because it had balanced characteristics between 
tensile strength, flexibility, and stiffness. (Table 1)

To find out the best thickness of the hydrogel, 3 different 
thicknesses were compared. The 0.063 cm agarose gel lacked 
tensile strength and stiffness, causing it to rip easily. The 
0.189 cm agarose gel lacked flexibility making it hard to apply 
to the wound area. Thus, the 0.126 cm agarose gel was found 
optimal due to its well-rounded characteristics (Table 2). 

To find the optimal concentration of glycerol, six different 
concentrations were tested (Figure 2). Concentrations below 
10% formed bubbles and lacked the required physical charac-
teristics. 10% glycerol had no bubbles with the high

Table 2: Physical properties of agarose gel with different thicknesses.  

Table 1: Physical properties of agarose gel with different agarose 
concentrations.  

Figure 1: Four steps to prepare agarose hydrogel: A) The weight of the 
agarose powder was measured by a densitometer. B) Deionized water was 
added to the agarose powder and microwaved to dissolve completely. C) The 
dissolved agarose solution was poured into the petri dish. D) The center of 
the agarose gel was removed to measure tensile strength and plasticity.  

Figure 2: Images of 3% agarose hydrogels with the addition of different 
concentrations of glycerol. 

Table 3: Physical properties of agarose gel with different concentrations of 
glycerol additive.  
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est flexibility, surface smoothness, tensile strength, and 
adhesiveness, making it the optimal concentration (Table 3).

After the hydrogel was placed on the cellulose fiber, it 
was heated by microwave for 1 minute to slightly melt the 
hydrogel patches on the cellulose fibers. After 10 minutes 
of cooling at room temperature the hydrogel and cellulose 
patches were fused together (Figure 3A). These patches were 
applied to a live dog’s leg to test its durability. It was found 
that the patches remained adhered to for at least 48 hours. 
(Figure 3B).

To mimic an acute inflammation condition, different 
concentrations of LPS (100 and 200 μM) were treated on 
B16F1 cells for 24 hours. To confirm the induced inflammatory 
response, the expression level of C-X-C chemokine (Cxcl5), 
a neutrophil-activating inflammatory peptide, was measured 
using PCR. This gene encodes a protein that is a member of 
the CXC subfamily of chemokines. Cxcl5 chemokines recruit 
and activate leukocytes. Figure 4 indicates that 200 μM of 
LPS significantly increased the expression of Cxcl5 in B16F1. 
Beta-actin was used as the control housekeeping gene.

To test the anti-inflammation effect of 6-gingerol, 
Cxcl5 expression levels were compared for LPS-induced 
inflammatory cells. (Figure 5) As expected 20 μM of 
6-gingerol decreased the Cxcl5 expression level compared 
to LPS-induced cells without 6-gingerol treatment. Previous 

6-gingerol decreased the Cxcl5 expression level compared to 
LPS-induced cells without 6-gingerol treatment. Previous 
research indicates that induction of Cxcl5 can be mediated 
by UVB irradiation in skin. It has been also demonstrated 
that Cxcl5 causes mechanical pain-related hypersensitivity 
and induces infiltration of neutrophils and macrophages.⁵ 
Therefore, Cxcl5 may induce the inflammation on skin by 
UVB irradiated skin cells. Thus 6-gingerol treatment may 
alleviate inflammation reaction and may reduce pain after 
skin injury. 
�   Conclusion
An agarose-based hydrogel patch for animal skin wounds 

was developed in this study. The optimal composition of hy-
drogel was found to be 3 % agarose with 10 % glycerol. It was 
also found that 6-gingerol, a natural anti-inflammatory sub-
stance, can inhibit Cxcl5-dependent inflammatory pathways. 
Therefore, the addition of 6-gingerol to agarose hydrogel may 
reduce inflammation and reduce damage to animal skin tis-
sues.  However, more skin cell lines should be tested to verify 
the anti-inflammatory effect of 6-gingerol. Also, in vivo mouse 
experiments should be performed to check the wound healing 
effect of this agarose healing patch.
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Figure 3: Application of hydrogel using cellulose patches. A) five different 
conceptual designs of hydrogel patches for the different application areas. B) 
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Figure 4: The mRNA expression level of Cxcl5 under different 
concentrations of LPS treatment.

Figure 5: The mRNA expression level of Cxcl5 under LPS and 6-gingerol 
treatment. 
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ABSTRACT: The purpose of this experiment was to determine what qualities constitute the healthiest drinking water and if 
the most expensive drinking water was the healthiest for a person to consume. Six types of commonly consumed drinking water 
products were tested (Smartwater™, Ice Mountain™, Evian™, Dasani™, Fiji™, and DuPage County tap water) for pH, TDS 
(total dissolved solids, ppm), heavy metals level (ppb), nitrate level (ppm), and chlorine level (ppm). A cost analysis of the different 
water types was also completed. 

The hypothesis of this experiment was not supported completely, as even though the most expensive water, Smartwater™, 
a distilled water ($8.86 per 100 fl oz), was the highest quality water type, the least expensive water, DuPage County tap water 
($0.96 per 100 fl oz), was not the lowest quality water type. Furthermore, the second most expensive water, Evian™, a mineral 
water ($5.90 per 100 fl oz), is the lowest quality water type. Therefore, it can be seen that the most expensive drinking water is not 
always the water of the highest quality.

 KEYWORDS: Health Sciences; Water; pH; Total Dissolved Solids. 

�   Introduction
There are 3.9 trillion gallons of water consumed per month 

in the United States.¹ Healthy drinking water is vital to main-
taining the human body, such as proper blood circulation and 
healthy skin. Therefore, it is essential to choose the healthi-
est drinking water to take care of the body and its systems. 
Consuming water of poor quality can lead to conditions such 
as kidney stones and hardened arteries.² With a myriad of 
drinking water for consumers to choose from, it is essential 
to determine what qualities constitute the healthiest drinking 
water and whether the most expensive water is the healthiest 
to consume.    

Water quality is defined in terms of the physical, chemical, 
and biological content of the water. The Environmental 
Protection Agency (EPA) sets the minimum standards for 
tap drinking water quality in the United States under the 
Safe Drinking Water Act of 1974. It is important to note 
that this has not been updated for twenty-four years, the 
last amendment being in 1996.³ Contaminants of water 
can be physical, chemical, biological, or radiological.⁴ Any 
contaminant, if consumed at a certain level, can be harmful.  
Tap water comes from surface water, such as streams, rivers, 
lakes, and reservoirs, or groundwater, which is found beneath 
the surface.  The EPA’s standard consists of basic filtration 
(removing large particles), flocculation (chemicals added to 
the water to remove smaller particles), and chlorine to kill 
bacteria and microorganisms.⁵ The government does require 
reducing specific contaminants for safety; however, it is up to 
the individual state to monitor their drinking water.⁶ Most 
cities do not monitor or filter for medications, therefore 
these could be present in tap water. Contaminants found in 
municipal water include prescription drugs, as people dispose 
of unwanted medicines into the toilet, other drug residues, 
radioisotopes, fluoride, disinfection chemical additives, and 
by-products, heavy metals, agricultural contaminants, and 

sediments.⁷ The Food and Drug Administration (FDA) 
oversees bottled water. People presume that bottled water is 
healthier, however in 2010, over 173 bottles of different water 
brands failed the Environmental Working Group’s (EWG) 
transparency tests on contaminants.⁸ Contaminants of 
bottled water include chloride, dissolved solids, and fluoride.⁴ 
Bottled water may be considered less contaminated than tap 
water, however, no regular testing is required for bottled water 
manufacturers. It is also important to note that, according to 
the Beverage Marketing Association, 50% of bottled water is 
actually bottled tap water.⁹ It can, therefore, be seen that the 
decision to drink a particular type of drinking water is one 
that needs careful consideration.

According to the CDC, water quality indicators include 
pH and the level of contaminants.¹⁰ The EPA sets standards 
and regulations for the presence and levels of over 90 different 
contaminants.⁴ For this study, the most common contaminants 
will be assessed; chlorine, nitrate, and heavy metals will be 
examined together with the Total Dissolved Solids (TDS) 
level and pH level. The pH, or potential hydrogen, is an 
essential quality of drinking water. Acidic water can cause 
demineralization of the tooth enamel leading to dental 
erosion.¹¹ Conversely, when alkaline water is consumed for 
a few weeks, it can affect the acid in the human digestive 
tract leading to malabsorption and growth retardation.¹² The 
World Health Organization (WHO) warns that extreme pH 
levels in drinking water can worsen existing skin conditions as 
well as adversely affect other body systems.¹³ The ideal pH of 
drinking water is 6.5-7.5, which is considered neutral.¹⁴ The 
addition of chlorine to drinking water is used to kill bacteria 
and protect consumers from disease, it is also the cheapest 
way to disinfect water. However, the disinfection process itself 
can produce harmful by-products. Chlorine in drinking water 
has been linked to cancers of the bladder, liver, pancreas, and 
urinary tract.¹⁵ Even though chlorine can eliminate a 
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multitude of unfavorable bacteria, its content in drinking 
water needs to be carefully monitored, and the EPA 
recommends that the chlorine level should be less than 
1 ppm.¹⁶ Nitrates are a frequent contaminant found in 
drinking water. Excessive nitrates in drinking water can cause 
harm to the body, such as deficiencies in fetal growth and 
child development as well as certain cancers. EPA health 
guidelines for the level of nitrates in drinking water is less 
than 1 ppm.¹⁶ Heavy metals present in drinking water can 
include arsenic, cadmium, nickel, mercury, chromium, zinc, 
and lead.¹⁷ Although traces of certain heavy metals such as 
calcium are common and not harmful, heavy metals such as 
aluminum are linked to diseases. Aluminum in water has been 
linked to Alzheimer’s disease, learning disabilities in children, 
and gastrointestinal disease.¹⁸ As evident from the Flint 
water crisis that began in 2016, lead is a heavy metal that can 
enter the water system through corrosive pipes. It is quickly 
absorbed, leading to lead poisoning, and children are more 
vulnerable than adults. Ideally, the heavy metal concentration 
in drinking water should be less than 10 ppb (micrograms 
per liter).¹⁶ The lower the TDS level, the purer the water. 
Increased TDS levels can make water have an unpleasant 
odor, and make water taste bitter, salty, or metallic. The ideal 
drinking water should have a TDS of zero to fifty ppm.¹⁶ 
Using these parameters for the quality of healthy water, an 
assessment can be made as to which water is the healthiest 
to consume.

The U.S. National Health Nutrition Examination Survey 
for 2012, stated the average daily consumption of water for an 
adult man was 117 ounces (about 15 glasses) and 93 ounces 
(about 12 glasses) for an adult woman.¹⁹ Popular drinking 
waters are tap water, Dasani™ (Purified- water that has been 
mechanically filtered or processed to remove impurities), 
Fiji™ (Artisan or well water- water that flows under natural 
pressure without pumping), Smartwater™ (Distilled- water 
freed of dissolved or suspended solids), Evian™ (Mineral- 
water from a mineral spring that contains various minerals), 
and Ice Mountain™ (Spring- water obtained directly from an 
underground spring).²⁰ Consumers usually choose the water 
they drink based on perceived safety and they presume that it 
is of good quality. With a large choice available to consumers, 
this study will focus on the most popular brands of bottled 
water and the tap water of the county the research is being 
conducted in, DuPage County, Illinois. 

The cost of water can vary considerably based on factors 
such as availability and demand. Consumers also look for 
health benefits of water and the cost of treatments required 
to meet those standards has an effect on the price as well. For 
this study, the average cost of the various brands of water will 
be taken from the two largest retailers in the United States 
that carry the same brand and bottle size in DuPage County, 
Illinois. The tap water price will be taken as an average cost 
of water throughout DuPage County as published on the 
DuPage County website. 

People will be more conscious of spending their money 
on the most beneficial water for consumption instead of 
choosing the most accessible or well-marketed water if they 

are more aware of the qualities of the water. This study will 
assess the pH, chlorine level, nitrate level, heavy metal level, 
and TDS level in six commonly consumed types of drinking 
water to determine whether the most expensive water is in 
fact the healthiest to consume.
�   Methods
Materials needed to test each brand/type of water were; 

one glass beaker labeled with the brand/type of water, stop-
watch, pair of tweezers, five bottles of each water type, one 
digital TDS meter, one digital pH meter, fifty heavy metal 
level test strips, fifty nitrate level test strips, fifty chlorine test 
strips, water (DuPage county tap water, Ice Mountain (spring 
water), Dasani (purified water), Smartwater (distilled water), 
Evian (mineral water), Fiji (artesian or well water)). The glass 
beakers were labelled with the brand/type of water to prevent 
cross-contamination.

40 mL of the water type being tested was poured into a 
glass beaker. This was used for each of the five tests (TDS, pH, 
heavy metals, chlorine, and nitrate) samples. For the TDS test, 
a digital TDS meter was used. Total Dissolved Solids (TDS) is 
the combined content of all inorganic and organic substances 
contained in a liquid. Therefore, anything other than water, 
such as salt, metals, or minerals, would be included. The TDS 
meter was immersed into the sample water until the numbers 
on the screen were steady, and the reading recorded. The probe 
was cleaned with a paper towel and the prior steps repeated 
nine more times for each water sample. The glass beaker was 
then emptied and rinsed with 20 mL of distilled water. 40 mL 
of the water type being tested was poured into a glass beaker 
and steps repeated for this sample. The complete procedure 
for TDS level was repeated for each bottle/sample (a total of 5 
bottles/samples per type were tested).

For the pH test a digital pH meter was used and cleaned 
using distilled water. The digital pH meter was placed into 
the water sample up to where the end of the cap would sit 
(the immersion level). It was immersed for one minute (timed 
using a stopwatch). The reading was recorded when stable. 
These steps were repeated nine more times for each water 
sample. The glass beaker was rinsed with 20 mL of distilled 
water. 40 mL of the water type being tested was poured into a 
glass beaker and steps repeated for this sample. The complete 
procedure for pH level was repeated for each bottle/sample (a 
total of 5 bottles/samples per type were tested) 

For the heavy metals test, one heavy metal test strip was 
dipped into the water sample for thirty seconds with a 

Figure 1: TDS meter 
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constant, gentle back and forth motion. The strip was 
removed and left for 2 minutes before matching the color of 
the strip to the color chart (located on the heavy metal strips 
bottle). The color was matched within 30 seconds. The steps 
were repeated nine more times. The glass beaker was emptied 
and rinsed with 20 mL of distilled water. 40 mL of the water 
type being tested was poured into a glass beaker and steps 
repeated for this sample. The complete procedure for heavy 
metals level for each bottle/sample was repeated (a total of 5 
bottles/samples per type were tested).

For the nitrate test, one nitrate strip from the nitrate 
testing strips container was dipped into the water sample 
for one second. The strip was removed, and color assessed 
with the pad side up after 30 seconds (the color chart was 
located on the chlorine test strip bottle). Steps were repeated 
nine more times. The glass beaker was rinsed with 20 mL 
of distilled water. 40 mL of the water type being tested was 
poured into a glass beaker and repeated for this sample. The 
complete procedure for nitrate level for each bottle/sample 
was repeated (a total of 5 bottles/samples per type were 
tested).

For the chlorine test, a chlorine test strip was dipped into 
the water sample and moved back and forth for 30 seconds. 
The strip was removed from the water and compared with 

the color charts on the bottle. These steps were repeated nine 
more times per sample. The glass beaker was emptied and 
rinsed with 20 mL of distilled water. 40 mL of the water type 
being tested was poured into a glass beaker and steps repeated 
for this sample. The complete procedure for chlorine level 
for each bottle/sample was completed (a total of 5 bottles/
samples per type were tested).

QUALITY ASSESSMENT SCORECARD: Each water 
type was given a score out of five. One check was given for 
each parameter that fell within the EPA guidelines. If the 
parameter being tested did not fall within the EPA guidelines, 
a score of zero was given for that category.
�   Results and Discussion
Cost Analysis::
The mean cost per 100 fl oz of different types of commonly 

consumed drinking water was calculated using prices of the 
two largest retailers in DuPage County: Target and Walmart 
(see Table 1). 

Discussion of Cost Data:
To reduce the error in assessing the cost of different types 

of water, the average price of a 16.9 fl oz water bottle for 
each type of water in two different major retailers in DuPage 
County, IL (Target and Walmart) was calculated. For DuPage 
County water, information from the county website was used. 
The cost of bottled water varies considerably, even within the 
same water type. For example, the same size bottle of Dasani 
water may be different if purchased in Walmart vs. Target. The 
price of drinking water can also be dependent on the cost of 
production, as more regulations are met for safety, as well as 
the demand for the particular type of drinking water. During 
Hurricane Irma in Florida, bottled water was being sold for 
$99.99 per case (U.S.A. Today, 9/9/17). It was, therefore, ev-
ident that there would be some variation in cost, but it was 
quite surprising to find that there was a difference/range in the 

Figure 2: pH meter 

Figure 3: Heavy metal testing and color matching 

Figure 4: Nitrate testing and color matching 

Figure 5: Chlorine testing and color matching 

Table 1: Mean cost of each type of water type in dollars per 100 fl oz. 
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cost of drinking water of $7.90 per 100 fl oz between the most 
expensive (Smartwater™) and the cheapest water (DuPage 
County tap water). This, therefore, shows that there is indeed 
a cost factor when choosing which drinking water to consume 
and further validates the need for a study such as this so that 
the consumer can make an informed decision about which wa-
ter to consume. Table 2 below shows the rank order of the type 
of water from most expensive to least expensive.

pH Data:
The pH of different types of commonly consumed drinking 

water was obtained. Each type of water was tested 50 times and 
the mean and standard deviation were calculated for each type 
of water (see Table 3; Figure 1).

It can be seen that the different water types have varying pH 
levels. Dasani™, a purified water, was the most acidic, having 
a mean pH of 6.18. It also fell below the EPA guidelines for 
optimal pH which is a pH of 6.5-7.5. DuPage County water 
was the most alkaline at a pH of 7.74 and was also not within 
the optimal range for drinking water. An ANOVA test was 
conducted to determine if there was a significant difference be-
tween the mean pHs of each water type so that further analysis 
could be conducted about the individual pHs.

pH Discussion:
After completing the ANOVA test, it could be determined 

that the pH of each individual type of water is statistically 
significant when compared to the others, p-value <0.05. This 

means that each type of water has its own individual pH lev-
el and there is no overlap with any of the other water types. 
Dasani™, a purified water, was the most acidic and has an aver-
age pH of 6.18. Two brands were in the EPA optimal pH range 
for drinking water. They were Smartwater™, a distilled water 
at a mean pH of 6.86, and Ice Mountain™, a spring water with 
a mean pH of 7.01. DuPage County tap water was the most al-
kaline with an average pH of 7.74. This together with Fiji™, an 
artesian water with a mean pH of 7.56, and Evian™, a mineral 
water at a pH of 7.61, also are considered more alkaline and 
are above the EPA guidelines for pH (pH 6.5-7.5). The results 
for pH show that there is a wide range of pH values and that 
different drinking water types have distinct pH levels. 

TDS Data:
This experiment was conducted and the TDS of different 

types of commonly consumed drinking water was obtained. 
Each type of water was tested 50 times and the mean and stan-
dard deviation were calculated for each type of water (see Table 
4; Figure 2).

It can be seen that the different water types have varying 
TDS levels. Evian™, a mineral water, had the highest mean 
TDS level of 235.42 ppm. This is above the EPA guidelines 
for the optimal TDS level, which should be less than 50 ppm. 
Smartwater™, a distilled water, had the lowest mean TDS level 
of 20.98 ppm and was within the EPA recommended guide-
lines. An ANOVA test was conducted to determine if there 
was a significant difference between the mean TDS levels of 
each water type so that further analysis could be conducted 
about the individual TDS values of each water type.

TDS Discussion:
A single factor ANOVA test was conducted, and it can be 

concluded that the TDS of each individual type of water is 
statistically significant when compared to the others, p-value 
<0.05. This means that each type of water has its own individu-
al TDS level and there is no overlap with any of the other water 
types. TDS stands for Total Dissolved Solids, which accounts 
for anything in the water besides water molecules themselves. 
It is not surprising that the different water types had different 

Table 2: Table ranking the type of water type from most expensive to least 
expensive in dollars per 100 fl oz. 

Figure 1: Bar chart displaying the mean pH for each type of drinking water. 

Table 3: Mean pH for the different types of drinking water. 

Table 4: Mean TDS (ppm) for the different types of drinking water. 

Figure 2: Bar chart displaying the mean TDS (ppm) for each type of 
drinking water. 
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TDS levels (for example, people would expect mineral water 
to have a high TDS because of minerals in it and they would 
expect a low TDS from distilled water). However, four of the 
waters that were tested fell outside of the EPA’s recommended 
TDS level (<50ppm) and were over double the recommended 
guideline level (DuPage County water- 112.52 ppm, Fiji™- 
121.32 ppm, Ice Mountain™- 108.24 ppm) and, in one case, 
over four times the recommended value (Evian™- 235.42 
ppm). It is not surprising that Evian™ had the highest TDS 
value, as Evian is a mineral water, and these minerals added to 
the TDS level, as they are not water molecules. To be able to 
determine a more detailed conclusion for TDS, it is necessary 
to conduct further testing to establish the exact composition of 
the water that accounts for the high TDS levels.

Heavy Metal Data:
This experiment was conducted and the heavy metal level 

of different types of commonly consumed drinking water was 
analyzed. Each type of water was tested 50 times and the mean 
and standard deviation were calculated for each type of water 
(see Table 5; Figure 3).

Heavy Metal Data Analysis and Discussion:
Four out of the six water types tested had greater than the 

EPA recommended guidelines level for heavy metals (less than 
10 ppb). In descending order, they are Evian™, a mineral wa-
ter (44 ppb), DuPage County tap water (39.2 ppb), Fiji™, an 
artesian or well water (20 ppb), and Ice Mountain™, a spring 
water (12 ppb). The two water types that fell within the EPA 
guidelines were Dasani™, a purified water (less than 10 ppb) 
and Smartwater™, a distilled water (less than 10 ppb). The 
heavy metal test that was used detects the heavy metals Cop-
per, Cobalt, Zinc, Cadmium, Nickel, and Mercury. Therefore, 
it may be possible that the actual heavy metal content may be 
higher, as there may be other heavy metals that are in the water 
that are not being tested for in this test. It is interesting to see 
that Evian™, a mineral water, actually contained more heavy 
metals than DuPage County tap water, as Evian™ water is 
tapped at the source, whereas Dupage County tap water has to 

run through pipes in order to get to its location. Usually, heavy 
metals enter the water system through pipes that have some 
degree of leaching due to corrosion, which may account for the 
high levels seen in DuPage County tap water (39.2 ppb).

Nitrate Data:
This experiment was conducted and the nitrate level of 

different types of commonly consumed drinking water was ob-
tained. Each type of water was tested 50 times and the mean 
and standard deviation were calculated for each type of water 
(see Table 6; Figure 4).

Nitrate Data Analysis and Discussion:
All water types except for Evian™, a mineral water, and 

Fiji™, and artesian water, had a level of 0 ppm for nitrates. As 
nitrates are a common contaminant of underground water, it 
is not surprising that Evian™ water contains some levels of 
nitrate (1 ppm). Rain and snow flow from the Vizier Plateau 
to an underground spring, where it is trapped in sandy beds 
between two layers of clay before being harvested. This may 
account for the nitrate level seen. Fiji™ water is essentially a 
spring water sourced from a well dug in the ground. Internal 
pressure from the ground forces the water into the dug hole 
and it is collected in an aquifer. Therefore, the water that is col-
lected is underground. Fiji ™water specifically comes from the 
island of Viti Levu in Fiji and is naturally filtered through vol-
canic rock. It is, therefore, not surprising that it would contain 
some nitrates (0.5 ppm). The EPA guidelines state that nitrate 
levels in drinking water should be less that 1 ppm. Fiji™, an 
artesian or well water, does fit within the EPA guidelines (0.5 
ppm), however Evian™, a mineral water, does not at 1ppm.

Chlorine Data:
This experiment was conducted and the chlorine level of 

different types of commonly consumed drinking water was ob-
tained. Each type of water was tested 50 times and the mean 
and standard deviation were calculated for each type of water 
(see Table 7; Figure 5).

Table 5: Average heavy metal level (ppb) for the different types of drinking 
water. 

Figure 3: Bar chart displaying the mean heavy metal level (ppb) for each 
type of drinking water. 

Table 6: Mean nitrate level (ppm) for the different types of drinking water.

Figure 4: Bar chart displaying the mean nitrate (ppm) for each type of 
drinking water. 

ijhighschoolresearch.org



	 70	DOI: 10.36838/v4i4.13

Chlorine Data Analysis and Discussion:
It can be seen from Figure 5 that out of the waters tested, 

the only water that contained levels of chlorine was DuPage 
County tap water. The addition of chlorine to drinking water 
has been standard since 1904. It is used to kill bacteria and 
protect users from disease because it is also the cheapest way 
to disinfect water. However, the disinfection process itself can 
produce disinfection by-products which can be harmful such 
as trihalomethanes which are carcinogenic by-products. The 
DuPage County tap water did meet EPA requirements of 
having a level of less than 1 ppm of chlorine and monitoring 
should continue to ensure that the level of chlorine remains 
within the appropriate guidelines. It is good to know that all 
the other water types have no traces of chlorine.

Quality Assessment Scorecard:
It can be seen that Fiji™, an artesian or well water, and DuP-

age County tap water have the same score. To further analyze 
the difference between the quality of these two waters, the ac-
tual parameter values were assessed. Table 9 below shows the 
mean data for each parameter tested for and highlights those 
that do not fall within the EPA guidelines.

A comparison of the parameters that did not fit the EPA 
guidelines for Fiji™, an artesian or well water, and DuPage 
County tap water was conducted to analyze which water type 
fell closer to the EPA guidelines. Fiji™ water has a pH of 7.56, 
which is closer to the EPA guidelines than DuPage Coun-
ty tap water, which has a pH of 7.74. Fiji™ water also has a 

lower heavy metal content of 20 ppb when compared to the 
heavy metal content of DuPage County tap water of 39.2 ppb. 
However, the TDS level for DuPage County tap water (112.52 
ppm) is lower than the TDS level of Fiji™ water (121.32 ppm), 
making this quality more superior in DuPage County tap water. 
Overall, Fiji™ water has a slightly better quality than DuPage 
County tap water. Table 10 shows a side-by-side comparison of 

water quality vs water cost (per 100 fl oz).
Comparison of Quality of Water vs. Cost of Water:
A side-by-side comparison of the rank list of quality of water 

and cost of water is seen in Table 10 below.
It can be seen that the most expensive water, Smartwater™, 

is the water of the highest quality within the types of water 
tested. However, the cheapest water (DuPage County tap wa-
ter) was not the worst quality water. Evian™, a mineral water, 
the second most expensive water type, scored as the lowest 
quality water due to the fact that it had a higher heavy metal 
content, TDS level, and nitrate level. Dasani™, a purified wa-
ter, was the second highest quality water and was the second 
cheapest water type. It can therefore be seen that there is no 
direct correlation between water quality and cost (Table 8).

Error Analysis:
Variables in the experiment were controlled by conducting 

the experiment in the same location and environment. Proce-
dures were followed exactly for 50 trials per water type to obtain 
a mean value. Each type of water had a specifically labeled glass 
beaker that was assigned to prevent cross-contamination with 
other water types. Tools used between water types and sam-
ples were thoroughly cleaned using the procedures stated to 
prevent cross-contamination. The experiment could have been 
improved by using various different water samples from differ-
ent locations in DuPage County.
�   Conclusion
The purpose of this experiment was to determine what qual-

ities constitute the healthiest drinking water and if the most 

Table 7: Mean chlorine level (ppm) for the different types of drinking 
water.

Figure 5: Bar chart displaying the mean chlorine level (ppm) for each type 
of drinking water.

Table 8: Table showing the scorecard for each type of water water.

Table 9: Table showing the mean value for each parameter tested for in 
comparison to the EPA guidelines. Those parameters that do not fall within 
the guidelines are highlighted.

Table 10: Table showing a side-by-side comparison of water quality vs water 
cost (per 100 fl oz).
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expensive drinking water is the healthiest for a person to 
consume. For this experiment, the quality of the water was de-
termined by the EPA guidelines for five different qualities of 
drinking water (pH, TDS, heavy metals, nitrates, and chlorine). 
In addition to these observations, to address the second part of 
the purpose, the average cost of each type of water was calcu-
lated and compared to the water’s quality. 

The hypothesis of this experiment stated that if different 
types of drinking water were tested, the most expensive water 
would be healthier than its less expensive competitors because 
it was assumed to have a higher quality. This hypothesis was 
not supported completely, as even though the most expensive 
water, Smartwater, a distilled water priced at $8.86 per 100 fl 
oz, was of the highest quality water type, the least expensive 
water, DuPage County tap water priced at $0.96 per 100 fl oz, 
was not of the lowest quality water type. Furthermore, Evian, a 
mineral water and the second most expensive water type priced 
at $5.90 per 100 fl oz, was the second-lowest quality water 
type. Dasani™, a purified water, was the second cheapest water 
type priced at $1.11 per 100 fl oz and was the second-highest 
quality water. Therefore, from this study, it can be seen that 
the highest quality water may not always be the one that is the 
most expensive.

In conclusion, from the study, it is evident that there are a va-
riety of water types for consumers to choose from and that each 
water type can vary considerably in its quality regardless of its 
cost. The highest quality water may not always be the one that 
is the most expensive and that the lowest quality water may not 
be the cheapest. Furthermore, due to the significant differences 
in drinking water quality, it is important for more information 
detailing the contents of the various types of drinking water 
to be accessible so that the consumer is aware of what they 
are drinking. If consumers are more aware of the qualities of 
healthy drinking water, they will be more conscious of spend-
ing their money on the most beneficial water for consumption 
instead of choosing the most accessible or well-marketed water. 
It is important to choose the healthiest drinking water to con-
sume in order to take care of the body and its systems. 
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ABSTRACT: Due to the precautions exercised to control the corona virus disease (COVID-19) pandemic, various population 
groups have acclimated to diverse levels of screen usage which may have substantial effects on physical and mental health. 
Numerous studies have been done to identify the screen time across various population segments. Digital screen use which 
includes television, computers, mobile phones and smart devices has been linked to a variety of health problems. Some of these 
health problems include obesity, high blood pressure, diabetes, myopia, depression, sleep difficulties and a variety of other non-
communicable diseases. This increased disease implication is prominent among those who have an inactive lifestyle which is likely 
to worsen during quarantine or isolation owing to COVID-19. As a result, it is vital to analyze the long-term health repercussions 
of such behavior. A study was conducted on various school children for their screen time usage via social media and Google 
forms. The study leads to the conclusion that the virtual mode of learning has caused various health issues in school children and 
traditional learning environment should be used to fix the health issues caused by the pandemic.   

KEYWORDS: Behavioral and Social Sciences; Psychology; Screen time; Covid-19; Mental Stress; Smart Devices; Health 
issues. 

�   Introduction
Globally, the pandemic has had a devastating effect on 

physical and mental health of people.¹,² Governments took 
a variety of measures to avoid disease transmission which 
included implementing shelter-in-place laws, encouraging 
residents to stay at home, restricting entry to nursing facil-
ities and prohibiting gatherings in areas where individuals 
may come into closer contact.³ Populations with higher pre-
ventative measures, increased contact tracing, and efficient 
clinical care have had better public health outcomes during 
this pandemic.⁴-⁶ However, the closure of schools, offices, and 
other organizations and the shift to online modes has result-
ed in an increased reliance on digital media such as desktop 
computers, laptops, and mobile devices for the only means 
of communication and other activities.⁷,⁸ Individuals who 
stay at home and are not doing any physical activity spend 
more time watching television or using digital media for 
entertainment. Screen usage has been linked to a wide va-
riety of disorders such as anxiety, sleep deprivation, obesity 
etc. in susceptible populations.⁹ Recent empirical investiga-
tions indicate that digital screen time has increased rapidly in 
several communities during the COVID-19 pandemic. This 
requires a thorough awareness of the potential public health 
consequences and the preventive policies that should be im-
plemented to mitigate them.¹⁰ 

This paper presents a survey to measure the of effects of the 
pandemic on the screen usage of various people; the main areas 
of concern were increase in the use of social media, change in 
the sleep patterns, reasons for the increase of screen time, and 
adaptability of students to virtual platforms for online classes. 
Section II describes the methodology used to collect the data. 
The survey results are discussed in Section III followed by 

discussion of previous studies and some suggested preventive 
measures. The last section describes the conclusions. 
�   Methodology
The survey was carried out using Google Forms. For 

maximum participation, the link was shared via different 
mediums like WhatsApp, Facebook and emails. The 
participants were mainly a group of students from 15-21 age 
groups (currently studying) and a sample size of 120 students 
was taken. The questionnaire in Google Forms consisted of 
various questions related to their significant shift in screen 
time, effect of quarantine on screen time, effect of the pandemic 
on usage of social media and how the increased screen time 
has affected the sleep patterns and consequently the health 
of students. The questions in the form were designed based 
on their relevance in daily lifestyle of children. This made it 
easier for them to understand and answer. The questionnaire 
was circulated online, after the first wave of COVID was over 
and the students had attended one term of online classes. 
At this stage, the children had already transitioned to online 
platforms, and they were spending much of their time on 
screens. Depending on their responses, the inferences were 
drawn and analyzed. The graphical depiction has been done 
using Pie Charts.
�   Results
The responses of students are as follows: 
a)	 Effect of Quarantine on screen time: All the students 

were left to themselves with minimum interaction with their 
friends, relatives, teachers and even families. The pandemic 
led to long lasting effects on them such as anxiety, depression, 
obesity, sleep deprivation, and even lower test grades. Figure 
1 shows the effect of pandemic on screen time. It depicts that 
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88.6% of the students who participated in the survey have 
increased screen time during lockdown. However, 11.4% stu-
dents feel that their screen time might have increased but by 
not a significant amount. These students would not have felt 
a significant shift in their screen time as they might already 
be involved in some online activities even before the pandem-
ic started. 

b)	 The next question asked was about how the cur-
rent situation had affected their use of social media. Figure 2 
shows a pie chart which clearly shows that there is an increase 
in the time that is spent on the social media. Nearly half of 
the students felt that they have started using the social media 
sites more often and they cannot stop using the social me-
dia. A total of 22.9% people felt that they spend more than 
the usual time on social media, but they are trying to control 
it. Only 34.3% felt that they used to visit such sites for the 
same amount of time as before. This shows that the students 
started depending upon the virtual world to keep away their 
loneliness. 

c)	 Screen time has various effects on human body. Fig-
ure 3 shows effects of screen time on the sleep pattern of 
the participants. Approximately 63% participants found that 
their sleep cycle had been disturbed due to the increase in 
their screen time over the pandemic lockdown, while 37.1% 
thought that they were able to sleep properly. Although the 
increased screen time affected the sleep schedule of the stu-
dents, many students have already had changes in their sleep 
schedule before everything shifted to a virtual platform and 
are adapted to it or the change in their screen time did not af-
fect their sleep pattern. When children spend large amounts 

of time on screen right before bed, it has been shown to in-
terfere with the sleep quality and the overall sleeping time.¹¹ 
This sleep deprivation leads to stress which causes a poor per-
formance in school as well as lower grades.

d)	 Different people have different effects on their 
health due to quarantine; approximately 43% people expe-
rienced more frequent headaches while 40% of people did 
not feel any sort of difference between before and after lock-
down as shown in Figure 4. As students spend more time on 
screen, it affects their eyesight. This causes weakness in the 
eyes. Spending long hours in front of screen leads to disrup-
tive cognitive function and permanent structural changes in 
the brain.¹² Headaches are also a cause of weak eyesight and 
increases the risk of myopia.¹³

e)	 From Figure 1, it was seen that there was an increase 
in screen time during the lockdown period for most of the 
students, so it was essential to know where they were actually 
spending most of their screen time. Was it because of school/
college being conducted online or some other reason? From 
Figure 5 it can be shown that majority of the students, 77%, 
believed online classes were the reason for increased screen 
time. Approximately 14% felt that increased screen time could 
not be attributed to online classes. Others were also related to 
studies or work. The online classes and other internships are 
an important part of students’ lives, and these cannot be avoid-
ed. Therefore, the students had no choice than to spend most 
of their time on a screen. This led to many health problems.

f )	 Since screen time has increased drastically on aver-
age, people have been doing different activities to reduce their 
screen time. Most people like to utilize their time by doing 
physical activities such as exercise or dance. Figure 6 shows 
that 51.4% of the students were not doing any physical activity 
during the lockdown period and they did not like to spend 
their time outside the working environment. Only 28.6% of 
the students thought of engaging themselves in one or the 
other physical activity. Physical workout is considered the 
most effective way to get away from the virtual world and to 
keep the body and the mind healthy. Less amount of time de

Figure 1: Effect of quarantine on the screen time.

Figure 2: Effect on use of social media due to quarantine.

Figure 4: Headache comparison before and after lockdown

Figure 5: Effect of online classes on screen time

Figure 3: Effect on sleep due to quarantine
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voted to physical exercises can lead to future problems like de-
pression and other mental health problems.

�   Discussion
A study was conducted on the college undergraduate 

students about the effects of mobile devices on students 
revealed that they experienced the symptoms of headaches, 
anxiety, and irritability by the continuous use of cell 
phones.¹⁴ The overuse of mobile phones has also led to 
hearing impairment and a pain in the thumb. This study 
was conducted long before the end of the pandemic in the 
world. Another study was conducted to study the relationship 
between depression and the increased screen time.¹⁵ It 
concluded that a sedentary lifestyle due to increased screen 
time leads to higher symptoms of depression and anxiety. 
The study conducted suggests that with each hour increase 
in the use of social media apps, the symptoms of depression 
are also increased.¹⁶ The study was conducted before the 
pandemic, but it helps in analyzing the mental health of 
school children whose screen time was drastically increased 
during the lockdown period. In another study, the effect of 
lockdowns was studied in young adults.¹⁷ The study shows 
that more than 50% of the adults reported severe symptoms 
of depression. It also showed that it affected their sleep 
patterns, and the wake-up timings was also altered drastically. 
This study was conducted on the adults while this study 
focused on the school children who were forced to increase 
their screen time due to online classes. There was a significant 
increase in the negative emotions during the pandemic like 
anxiety, fear and annoyance.¹⁸

A summary of the analysis drawn from the responses 
collected is shown in Table I.  

of participants’ increased screen time was all academic while 
38.8% felt that they enjoyed surfing social media during their 
leisure time. Students needed some recreation and relaxation 
time which they felt can be attained by spending time on 
social media. 

Children can reduce their screen time by keeping track of 
screen time and set time limits, by keeping the phone out 
of the bedroom, by removing unnecessary apps from mobile 
devices, by switching to grayscale to avoid strain on eyes, and 
by indulging in a new hobby. 
�   Conclusions
Technological advancements have enabled people to be-

come far more productive. The addition to these new features 
to electronic devices is very tempting and makes lives easier. 
Yet it is important to keep the use of devices such as laptops, 
phones, and televisions under control. The pie charts clearly 
show that students have had many side effects on their mental 
as well as their physical health. They have reduced their physi-
cal activities which has increased many health conditions. The 
mental health of these students has also been affected greatly. 
People in their teens and early twenties have shown a sign of 
stress along with other mental health disorders. This can also 
lead to serious health conditions such as schizophrenia, in-
somnia, or anorexia. Students with stress of online school due 
to screen time can be reduced by peer counseling, recreational 
activities, or physical workouts. Schools should also take mea-
sures in helping the students relieve stress by reducing school 
hours or having more clubs/activities during the week. 
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ABSTRACT: This paper investigates the steps of indirect liquefaction, specifically on the Fischer-Tropsch process. In particular, 
the essence of Fischer-Tropsch is elaborated, including its history and prerequisites. In the Fischer-Tropsch process, the catalytic 
conversion of synthetic gas produced from carbon feedstocks to synthetic fuels, works in specific conditions of temperature and 
pressure. This paper investigates the benefits of the diesel fuels derived from Fischer-Tropsch processes to the automotive industry, 
including the relatively low cost, the low greenhouse gas emission rates, and the facilitated process of gas conversion to synthetic 
fuel. In this paper, current and past investigations and experiments have been examined. As a result, several advantages of synthetic 
fuel over conventional crude oil were determined.    

KEYWORDS: Energy: Chemical; Alternative Fuels; Automotive Industry; Indirect Liquefaction; Fischer-Tropsch; Synthetic 
Fuel. 

� Introduction
Nowadays, with the globally increasing energy market and 

the need for energy preservation, many kinds of energy and 
fuel are being sought. Especially for the industrial areas in a 
search for an extensive amount of fuel, the application of the 
Fischer Tropsch (FT) process can be a leading energy source. 
The FT process, including gas-to-liquid conversion, has the 
potential to produce high-value automotive fuels and petro-
chemicals from fossil and renewable sources. However, FT 
fuels currently are not a significant fraction of the global die-
sel fuel market due to the large capital investment required 
for production. 

This research paper will investigate the benefits of using 
synthetic fuels produced via Fischer-Tropsch synthesis rath-
er than conventional crude oil in the transportation industry 
and elaborate on the specific reasons why the merits of the 
mechanism outweigh the drawbacks. The paper starts with an 
introduction to indirect liquefaction and goes into the back-
ground, chemistry, and application mechanisms of several 
steps of conversion: feed-to-syngas conversion, preparation 
of syngas, facilities for the FT process, the Fischer-Tropsch 
process itself, and syncrude-to-products conversion. While 
alluding to the use of Fischer-Tropsch mechanisms in the au-
tomotive industry throughout the paper, there is a separate 
section merely mentioning the uses and benefits of FT-de-
rived synthetic fuels in automobiles. 
� Discussion
Indirect Liquefaction:
Indirect liquefaction is the conversion of a feed, in this case, 

carbon-based energy sources, into a useful chemical or liquid 
fuel through intermediate steps where the feed is first converted 
into synthetic gas (syngas), then into synthetic fuel (syncrude), 
and finally into useful products. The liquefaction technology 
is generally defined as X-to-liquid (XTL) and more common-
ly classified as coal-to-liquid (CTL), gas-to-liquid (GTL), or 

biomass-to-liquid (BTL) conversion depending on the prima-
ry source of the syngas.

Feed to Syngas Conversion:
All the raw feed materials are already costly in terms of lo-

gistic commerce, and their requirement for some form of feed 
pretreatment before they are completely suitable for the con-
version process also adds up to the cost. Because the carbon 
content of biomass is not concentrated at a single point of or-
igin, it has a low energy density. As a result, the feed logistics 
involved in collecting and transporting biomass from its source 
to the indirect liquefaction facility add significantly to the cost 
and complexity of the process. Although it is already available 
from a pipeline supply, the widely used natural gas is hard to 
transport in gaseous form, and hence must be arranged into a 
condensed form. However, the ease provided by the raw feed 
materials for the next steps of the liquefaction makes it worth 
spending a large sum of money.¹

The high cost of the feed pretreatment makes it critical for 
facilities to select the syngas production technology carefully 
and accordingly. It should be compatible with the feed, and 
it should ideally be selected to meet the syngas component 
requirements of the syngas-to-syncrude conversion 
technology.¹ There are three catalyst-involving ways in which 
the feed materials can be converted into syngas, a mixture of 
carbon monoxide (CO) and hydrogen (H₂): steam reforming, 
adiabatic oxidative reforming, or gasification.

Figure 1: Feed-to-liquids (XTL) conversion and its overall indirect 
liquefaction process. 
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Method 1: Steam Reforming:
Steam reforming is usually used when the feed is natural 

gas.¹ A steam reformer is a reactor consisting of a fired heater. 
The heater will be filled with waste fuel coming from the 
combustible materials found in the waste coming from the 
households or industry. Then, the fuel will be burnt to supply 
the heat needed for reforming. A light hydrocarbon feed-
stock, primarily natural gas, is reacted with steam at extreme 
temperatures and pressures in nickel-based catalyst-filled 
tubes to create synthesis gas in the steam reforming process. 
Hydrogen and carbon monoxide make up the majority of this 
gas, but other gases including carbon dioxide and nitrogen, as 
well as water vapor, are also present. The produced syngas will 
have a high H₂:CO ratio since natural gas mostly consists of 
hydrocarbons and steam (H2O).

Method 2: Adiabatic Oxidative Reforming:
Adiabatic oxidative reforming is mostly used when the feed 

is methane-rich and oxidant-consisting: biomass material or, 
in some cases, natural gas.¹ The heat needed for reforming 
is directly supplied by the combustion of part of the feed. 
The carbon monoxide produced after combustion then com-
bines with water to generate carbon dioxide and additional 
hydrogen in a water-gas shift reaction. The process of partial 
oxidation is exothermic, meaning it generates heat. In most 
cases, the process is much faster than steam reforming and 
requires a smaller reactor vessel.  Although this allows for a 
more compact design than a steam reformer, it has the dis-
advantage of requiring an associated air separation unit due 
to the combustion of material consisting of oxygen. The pro-
duced syngas will have a moderate H₂:CO ratio.

Method 3: Gasification:
Solid feed materials such as coal have to be gasified to 

produce proper syngas. Gasification is the conversion of 
organic or fossil-based carbonaceous resources with a con-
trolled amount of oxygen into syngas and CO₂. It can take 
place at different temperatures. 

However, the high-temperature conditions are the most 
advantageous ones, as they not only produce the required 
syngas but also clean them from pyrolysis products, which 
are organic materials heated in the absence of oxygen.¹ This 
helps the facility by simplifying the downstream gas cleanup 
and refining the process in further steps.

Syngas Cleaning, Cooling, and Conditioning:
The produced syngas via steam reforming, adiabatic oxida-

tive reforming, or gasification includes compounds that are 
referred to as FT poisons. Poisons are formed from the pres-
ence of heteroatoms, any atomic element other than C and H, 
and are most commonly converted into gaseous compounds 
like H2S, COS, and NH3. These are known to disrupt the 
proceeding of the FT process by disabling the related cata-
lysts, mainly Fe and Co. Hence, syngas cleaning, cooling, and 
conditioning through industrial applications are required to 
remove the poisons and ensure the continuity of the process.¹

Although many nitrogen-containing compounds or bro-
mides are also considered poisonous for FT, the universal 
poison for FT catalysts is sulfur.¹ Both iron (Fe) and cobalt 
(Co) catalysts are deactivated in the presence of sulfur; how

ever, Co is more sensitive to it. This is one reason why the 
facilities would prefer cobalt catalysts for FT processes with 
syngas derived from natural gas, which turns out to be rel-
atively lower in sulfur content with a higher H₂:CO ratio.¹

Through syngas cooling, nitrogen compounds and py-
rolysis products can be removed from the syngas. Nitrogen 
compounds are mostly soluble in an aqueous medium, so it 
is almost like using water-washing to remove NH₃. However, 
the pyrolysis products need some more developed industrial 
mechanisms to be separated from the syngas.¹

Syngas conditioning is the last step before the FT process. 
The H2:CO ratio is adjusted to meet the specific requirements 
of the chosen FT technology mainly by water gas shift con-
version :

(n) CO + (n) H₂O → (n) CO₂ + (n) H₂
The syngas can be turned into syncrude once the feed-to-

syngas conversion is complete, and the syngas has been cleaned 
and conditioned using the appropriate technological combina-
tions that are available.¹

Fischer-Tropsch Requirements:
The process of the conversion of syngas into syncrude can 

take place in a myriad of ways, one being the Kölber Engel-
hardt process, but in this case, the main focus will mainly be 
on the Fischer-Tropsch process.

In the Fischer-Tropsch process, CO and H₂- syngas- goes 
under a catalytic chemical reaction and are converted into 
primary hydrocarbons- syncrude- of various weights accord-
ing to the following chemical equation:

(2n + 1) H₂ + (n) CO → CnH(₂n+₂) + (n) H₂O 
The FT procedure conditions should be chosen to maxi-

mize the formation of higher molecular weight hydrocarbon 
liquid fuels, possessing higher value due to the high energy 
that will be produced when broken down.² Hence, the type 
of catalyst, the type of reactor, temperature, and pressure con-
ditions should be inclusively considered. The facility should 
go with the combination that will provide the highest desired 
product yield. One can select the reactor, temperature, cata-
lyst, and pressure conditions to produce a specific product.

Catalysts:
In the 1920s, Franz Fischer and Hans Tropsch discovered 

that they could produce paraffin hydrocarbons by passing the 
syngas over catalysts in optimum temperature and pressure 
conditions.³ They worked with many different metal catalysts, 
but it was found that the most beneficial options were Fe and 
Co in the end.

Fischer and Tropsch considered the conditions of the FT 
process and the possible outcomes, and they concluded that 
the ideal catalyst should both adsorb CO, preferably in a dis-
sociative way, and H₂. Also, the metal oxide of the catalyst, 
co-produced as a result of the dissociative adsorption of CO 
or reaction of the metal with the co-produced water, should 
easily be removed.

Firstly, they worked with early transition metals. These ele-
ments successfully dissociated the CO molecules but did not 
adsorb H₂. Furthermore, their oxides were not the kinds that 
could be reduced under usual FT conditions. The final result 
was that these molecules were not the optimum FT catalysts.
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Later on, they worked with late transition metals and Group 
12 elements such as Zn, Cd, and Hg.⁴ These elements showed 
either no CO adsorption or adsorbed it in a non-dissociative 
way. Although they adsorbed H₂ efficiently and produced 
metal oxides that were easily reduced, they were also not the 
ideal FT catalysts.

They then worked on the elements Ni, Fe, Co, and Ru. 
Nickel was not a common option, since it promoted the for-
mation of an undesirable byproduct: methane. Ruthenium was 
not available either because it was too rare and expensive to be 
used on a huge scale. In the end, Fischer and Tropsch were left 
with Fe and Co. Since both elements have different properties, 
they promoted different mechanisms for FT.

Iron Catalysts:
Iron catalysts are relatively low-cost and have a higher wa-

ter-gas shift activity. Therefore, they are more suitable for 
lower H₂:CO ratio syngas. So, they are widely preferred for 
processing syngas derived from coal gasification or biomass 
reforming.² One advantage of iron catalysts is that they can 
be operated both in high temperatures between 300 to 350 
°C and in low temperatures between 220 to 270 °C.

When iron is utilized at high temperatures, the primary 
products are composed of gasoline, mainly 2,2,4-trimeth-
ylpentane (iso-octane) with a chemical formula of C₈H₁₈. 
Furthermore, the high-temperature conditions will trigger 
the formation of secondary and undesired products, such as 
ketones, that will need further removal operations.² However, 
at low temperatures, diesel production is more dominant with 
higher carbon number products and nearly no byproducts. 
Due to this fact, if the automotive industry were to able, they 
would choose and use low temperatures with an iron catalyst. 
This will cost less both for the catalyst & operation and will 
be easier to obtain. Still, iron is not the primary preference of 
the transportation sector.

Iron also has an advantage over cobalt in terms of being 
open for promoters. Alkali promoters, such as K₂O, can be 
reacted with iron before the process to further enhance the 
efficiency and rate of CO dissociation. Promoters operate by 
interacting with active components of catalysts to enhance 
their catalytic activity.

Cobalt Catalysts:
Cobalt catalysts are much more expensive than iron cata-

lysts and they only can operate in low-temperature regimes. 
On the other hand, being active in lower synthesis pressures 
and temperatures significantly decreases the operating cost. 
Furthermore, they have a longer lifetime when compared to 
iron when the catalyst surface area is maximized. Maximizing 
efficiency can be done by dispersing cobalt onto aluminium 
oxide (Al₂O₃), silicon dioxide (SiO₂), or titanium dioxide 
(TiO₂).⁵ The catalyst will need replacement less frequently. 
These advantages offset the high catalyst cost. Thus, cobalt 
becomes a much more useful alternative for FT catalysis.

Cobalt is not as active as iron when it comes to catalyzing 
the water-gas shift reaction. It is mostly preferred when the 
feed material is a natural gas (GTL Conversion). The auto-
motive industry’s primary feed material is mainly natural gas 
due to the produced cetanes and non-produced sulfur con-

tent. Hence, the industry usually makes use of cobalt catalysts 
rather than iron ones. 

Similar to the iron catalysts, the main product after 
cobalt-based low-temperature FT is diesel. This is another 
advantage of cobalt for the automotive industry because their 
desired product is diesel molecules, and the operation cost 
for such a product will be lower when compared to higher 
temperature conditions.

Temperature:
The temperature conditions of FT vary accordingly with 

the relative usage of catalysts. This temperature moderation 
can be a significant factor in the composition of the syncrude. 
The temperatures between 180 °C - 300 °C are set as ideal for 
the process to take place.

When gasoline is the desired product, facilities most-
ly prefer high-temperature conditions because gasoline is 
a low-carbonated and highly hydrogenated liquid, in line 
with the typical outcomes of high-temperature catalysis. 
High-temperature FT also yields low molecular weight 
alkenes, which are classified as undesired byproducts in most 
cases for the further processing of the fuels formed through 
FT.² High-temperature conditions will cost higher for the 
facility since it is hard to initiate and maintain such tempera-
tures within a mechanism.

As it is desired in the automobile industry case, low-tem-
perature FT processes yield high molecular weight diesel 
molecules. They also do yield high molecular weight linear 
waxes. Low temperatures are easier to maintain because most 
industrial facilities have already developed systems suitable 
for such conditions.

The regulation of the temperature conditions should be 
made in accordance with the desired products primarily. The 
facilities can then consider the operation costs in specific 
conditions as a secondary factor. This is crucial in this matter. 

Table 1: Syncrude compositions that are typical of iron-based high-
temperature FT (Fe-HTFT), iron-based low-temperature FT (Fe-LTFT), 
and cobalt-based low-temperature FT (Co-LTFT) syntheses.¹
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Pressure:
The ideal pressure for the process is determined to be be-

tween 20-50 bars. High pressures support the production of 
waxes, while moderate pressures are suitable for diesel pro-
duction and more favorable for the automotive industry.

Reactors:
The FT process is a reaction with a heat outcome. This 

exothermic reaction needs heat removal for the continuity of 
the process in the design of a commercial reactor. In general, 
there are three different types of reactors: fixed bed, fluidized 
bed, and slurry bed.

Fixed bed reactors are used to produce high carbon num-
ber liquid hydrocarbons and waxes. This could be favorable 
in normal conditions for the automotive industry. However, 
the automotive industry doesn't only consider the products, 
but also the process. Hence, slurry bed reactors that offer 
better temperature control and higher conversion efficiency 
than fixed bed reactors are preferred in automotive industrial 
processes. On the other hand, fluidized bed reactors are most-
ly used to produce low molecular weight hydrocarbons like 
gasoline.

Fischer-Tropsch Process:
First carried out by German chemists Franz Fischer and 

Hans Tropsch in the 1920s, the Fischer-Tropsch (FT) pro-
cess is a catalytic chemical reaction that allows carbon-based 
energy sources to be converted into products such as fuels 
or chemicals. Back then, Fischer, the director of the Kai-
ser-Wilhelm Institute for Coal Research in Germany, 

wanted to perform research on coal. It was one of the most 
used fuels back in the 1920s, and therefore, every country 
needed to know about the processing of coal for the further 
development of industrial factories and the weapons industry. 
However, Fischer soon realized that Germany did not have 
enough oil resources to combine with coal and make an ef-
ficient system of power. Hence, he shifted his goal towards 
converting coal to petroleum, now known as the FT process. 
Fischer worked with Hans Tropsch, another chemist working 
in the Kaiser-Wilhelm Institute, on reducing CO by using 
excess H₂. They spent nearly a decade working on the pro-
cess, but their efforts didn’t pay off until they replaced the 
chemical catalysts with cobalt and iron derivatives. By 1944, 
nine commercial-sized Fischer-Tropsch stations were under 
construction with a production capacity of 4.1 million barrels 
of hydrocarbon fuels annually. These stations provided nearly 
10% of German fuels during World War II, hence causing 
controversy between countries, as only Germany knew about 
the usage of the system. Nonetheless, in the past, it was an un-
deniable fact that it was a revolutionary finding in industrial 
fuel production.

Today, as soon as all the prior conditions of the required 
FT technology are set, the process can take place through a 
variety of steps with intermediate products.

The FT reaction is initiated by the adsorption of the re-
agents on the catalyst surface. The catalysts work on the 
syngas to convert its components CO and H₂ into long-chain 
paraffin. The C-O and H-H bonds are first cleaved by the 
catalysts.

Then, the separated hydrogen atoms contribute to the for-
mation of hydrocarbons and water by forming new covalent 
bonds with separated carbons and oxygen, respectively.

These reactions occur in the reactor section of the FT 
mechanism. Furthermore, during this chain of reaction, heat 
is released. The outcoming heat is removed by a cooling tube 
mechanism inside the reactor by generating high-pressure 
steam.

Table 2: Comparison between the product compositions obtained from FT 
synthesis.¹

Figure 2: The catalysis of CO and H₂ over Fe catalyst. 

Figure 3: The formation of hydrocarbons and water as a result of syngas 
catalysis. 
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The formed H₂O and hydrocarbons are then transferred 
into a separator, where the mixture is condensed, and water is 
removed. This both aids in the further cleaning of the main 
product and the definite formation of liquid hydrocarbons. 
In the separator, there could be formation of light gases as 
byproducts. These will be sent to the initial mechanism of 
feed transformation for further processing in possible future 
operations.

Moving through with the FT process, the condensed hy-
drocarbons are sent to a hydrocracker. In the hydrocracker, 
the very long-chain waxy hydrocarbons are heated and react-
ed with hydrogen to form high-quality fuels. This step is the 
most essential step in the overall process for the automobile 
industry. Facilities can only reach their desired product, diesel, 
only by this last reforming process on the long-chain paraf-
fins.

Synthetic Fuel to Final Product:
The products of the Fischer-Tropsch reaction are not di-

rectly used in industrial processes, as the byproducts formed 
as a result of a catalyst reaction will reduce the efficiency of 
the synthetic fuel. Synthetic fuel can be transformed into fi-
nal and useful products only if it goes under the upgrading 
and refining processes. In refinement processes, the aim is to 
remove impurities or unwanted elements from the synthetic 
fuel. The experts describe this step as an inseparable part of 
the Fischer Tropsch conversion process.

Upgrading is the primary step of further enhancement of 
the synthetic fuel where some other intermediate products are 
formed. The produced chemicals are easier to process through 
an industrial mechanism. Once the syncrude is upgraded, it 
can either be partially refined or categorized as stand-alone.

When partial refining takes place, some of the syncrude 
is refined to the final products, whereas some are destined 
for blending with coal liquid for further use as a final prod-
uct.¹ Nevertheless, in stand-alone refining, all the syncrude is 
directly converted into final products. This requires some spe-
cial and complex mechanisms. Hence, many Fischer-Tropsch 
entrepreneurs have built stand-alone refineries within the fa-
cility.

Automobile Industry:
Automotives are one of the most energy-using machines 

that are being manufactured, even one single automobile 
wastes tons of liters of fuel. Today’s 97% of energy demands 
of are met by petroleum-based fuels.⁷ While this extensive use 
of fossil fuels creates concerns for the environment, the high 
costs of petroleum fuels are also to the detriment of the indus-
try. Hence, in the case of diesel fuel for automotive engines, 
many alternative fuel sources are being discussed as plausibly 
viable through the petrochemical industry. Fischer-Tropsch-
based diesel produced from the syngas is one commercially 
viable alternative for this energy demand. In other words, the 
hydrocarbons produced by the FT process can be refined and 
used in place of more conventional liquid fuels derived from 
crude oil.⁶ Since these hydrocarbons can be used in automo-
tive engines directly and are almost identical to fuels refined 
from crude oil, they are set apart from most currently avail-
able fuels, such as ethanol, that have to be mixed with gas, and

require special engines, or create challenges for low-tempera-
ture operations.⁸

As mentioned above, the desired fuel for automobiles is 
most commonly diesel, which is the main product of the in-
direct liquefaction of natural gas. The synthetically produced 
diesel fuel after gas-to-liquid conversion will have a high ce-
tane number and no sulfur content. This reduces the rate of 
residuals, such as minerals in the process, facilitating the deri-
vation of diesel directly from the FT mechanism.⁵ In addition 
to the facilitated processing, natural gas is an available source 
all over the world and has a low cost compared to high petro-
leum prices. Many automobile facilities would prefer this less 
complex and less costly way of obtaining the main product 
over the more difficult and more costly mechanisms of crude 
oil processing.

Furthermore, the main point of using syncrude instead of 
petroleum is to substitute fossil fuels with renewable feed-
stocks and make use of them through an environmentally 
friendly mechanism. The global climate concerns will be 
eradicated over time by using FT fuels to help with the flar-
ing of natural gas and emission of a tremendous amount of 
CO2, each time fossil fuels are used directly. Christodoulos 
Floudas, a professor of chemical and biological engineering 
at Princeton University, claims that even if a country immedi-
ately converted to zero-emitting electric or fuel cell vehicles, 
millions of internal combustion vehicles would still be used.¹² 
According to him and his research data, switching to syn-
thetic fuels, nevertheless, could help the countries reduce CO2 
emissions at a high rate. The heavy metal and sulfur contam-
inants of petroleum fuels can be captured in synthetic fuels 
before they are shipped out. In regards to these environmental 
benefits, the American Institute of Chemical Engineers (AI-
ChE) calls for greater integration of energy sources and urges 
policymakers of every country to consider chemical conver-
sion processes as a potential method to produce cleaner and 
cheaper fuels.⁸

Expectedly, as the Fischer-Tropsch facilities have been re-
fined to increase efficiency over years, their cost of the building 
has increased significantly.⁸ For example, it is estimated that 
roughly 45 billion dollars will be required for the entire sys-
tem that is expected to be composed of around 100 facilities 
all around the United States.⁸ This might seem costly, but 
Richard Baliban, a chemical and biological engineering grad-
uate from Princeton in 2012, claimed that as long as crude oil 
is between $60 and $100 per barrel and it continues increasing 
at the current rate, synthetic fuels are very competitive and 
can be profitable over time.⁸
�   Conclusion
Low greenhouse gas emissions, a streamlined procedure, and 

reduced cost are just a few of the benefits of synthetic fuel over 
conventional crude oil that make it a favorable alternative for 
consideration as a fuel source for the automotive industry. Syn-
thetic fuels would enable carbon reduction with the present 
fleet of cars on the road. Millions of internal combustion vehi-
cles would still be on the road even if the country switched to 
zero-emission electric or fuel cell vehicles right away. By con-
verting to synthetic fuels, the governments would be able to 
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minimize emissions, even if they could not be totally eradicat-
ed. Synthetic fuels are cleaner in many aspects than petroleum 
fuels. Petroleum fuel impurities such as heavy metals and sulfur 
can be collected in synthetic plants before the fuel is transport-
ed out. Unlike many biofuels, synthetic fuels can be utilized in 
gasoline and diesel engines without modification and hence 
are more practical for use in industrial applications. In terms 
of the investment in the Fischer-Tropsch process, the cost of 
creating the facilities would be the largest contribution to the 
price of synthetic fuel, followed by the purchase of biomass and 
finally power. The cost could be much lower if plants didn't use 
biomass and instead ran on coal and natural gas, but most of 
the environmental benefits then would be lost.

Currently, there are a few facilities in Sasolburg and Malay-
sia that are operating and a few under construction in Nigeria, 
Qatar, China, and the United States. Applications to daily life 
have already been experienced by Syntroleum and Audi. Syn-
troleum, a publicly traded American corporation, has produced 
over 400,000 gallons of diesel and jet fuel at its demonstration 
plant outside Tulsa, Oklahoma, utilizing the Fischer–Tropsch 
process using natural gas and coal. Syntroleum is developing 
coal-to-liquid and gas-to-liquid plants in the United States, 
China, and Germany, as well as gas-to-liquid plants around 
the world, to market its licensed Fischer–Tropsch technology. 
The ultra-clean, low sulfur fuel, which uses natural gas as a 
feedstock, has been extensively studied by the US Department 
of Energy (DOE) and the US Department of Transportation 
(DOT). Syntroleum has recently been collaborating with the 
US Air Force on the development of a synthetic jet fuel blend 
that will assist the Air Force to lessen its reliance on imported 
petroleum. A B-52 took off for the first time from Edwards 
Air Force Base, California, on December 15, 2006, propelled 
only by a 50–50 blend of JP-8 and Syntroleum's FT fuel. The 
flight test, which lasted seven hours, was deemed a success. In 
2007, the test program came to an end. This initiative is part 
of the Defense Department's Assured Fuel Initiative, which 
aims to establish secure domestic energy sources for the mili-
tary. The Pentagon wants to cut down on its reliance on foreign 
crude oil and get around half of its aircraft fuel from alternate 
sources by the near future.⁹ In partnership with Sunfire, Audi 
produces E-diesel on a small scale with two steps, the second 
one being FT.

All these applications and plans require great optimization 
and efficiency. To that end, the increasing number of enhanced 
Fischer-Tropsch facilities will utilize synthetic fuels more than 
ever for the automotive industry while promising great poten-
tial in other areas as well. The works illustrated herein help 
provide a better understanding of the indirect liquefaction 
process, including Fischer-Tropsch, and highlight its benefits 
primarily for the automotive industry and our environment.  
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ABSTRACT: Diabetes Mellitus (DM) is a chronic disease. Its management requires continuous adherence to medical care, 
self-management, and monitoring, to mitigate the risks. During COVID, the difficulties faced in accessing health facilities, 
created a sense of disconnect between doctors and patients. A Chatbot for Diabetes Mellitus, DBOT, was designed using a 
set of questions grouped under components- Diabetes History, Medical History, Family History, Medical History (for women 
only), Eating/Exercising Habits, Tracking Health Status (Lab Test Results), Prescription Status, Knowledge about reducing 
Risks, Frequently Asked Questions (FAQ), and DBOT Usage. To design the DBOT, JAVA Coding, xml designing language and 
an Android Studio tool are used. The flow charts and coding sheets for the components were devised. The DBOT was shared 
with the diabetic patients for their utilization and through a questionnaire survey and the feedback from the respondents about 
user experience, were collected. The questionnaire data were analyzed using statistical techniques like Two Sample ‘t” Test, Chi 
square, One-Way ANOVA, Correlation, and Factor Analysis to determine comparisons, relations, and associations between the 
components of DBOT. The future steps include incorporating the proposal, recommendations and suggestions of the users and 
restructure the DBOT with enhanced effectiveness.

 KEYWORDS: Systems Software; Mobile Apps; Diabetes Mellitus; DBOT; Questionnaire; Statistical techniques. 

� Introduction
Health care is the prevention, treatment, complications, 

management of illness and the preservation of mental and 
physical well-being through the services offered by the medi-
cal, nursing, and allied health professions.¹ The objective of a 
health care system is to strengthen the health of the people in 
a society in an effective method. A health care provider, prin-
cipally a physician, always possesses the potential to elucidate, 
expound, and supervise the health condition of the patients. 
A robust interaction and exchange of information between 
the doctor and patients is a major requisite that develops trust 
between participants and in succession, reduces the medical 
risks.  

Diabetes Mellitus (DM) is a chronic disease associated 
with greater rates of cardiovascular problems, kidney dis-
ease, vision problems, and non-traumatic amputations.² DM 
cannot be cured, but it can be detected, managed,³ and its 
prevention through continuous lifestyle monitoring can delay 
the further development of the disease.⁴ DM management 
is long, costly, and requires continuous adherence to medical 
care and in addition, it requires ongoing self-management and 
monitoring to mitigate the potential risks.⁵ The regular and 
daily decisions made by patients with diabetes (like, eating 
healthy foods, tracking physical activity, administering insulin 
and other medications, monitoring blood glucose, undergoing 
foot and eye care, participating in laboratory studies, making 
regular clinic visits, maintaining health education) are very 
important for DM management.⁶ Poor adherence to these 
activities can lead to significant mortality and morbidity, as 
well as poor quality of life.⁷,⁸  

In general, people with diabetes are more likely to have 
severe symptoms and complications when infected with any 
virus.⁹ During COVID, the difficulties faced in accessing 

health facilities, created a sense of disconnect between 
doctors and the patients.¹⁰ In particular, for diabetes patients, 
as there is a possibility of disruption to the routine lifestyle 
management measures like physical activity and psychological 
stress management due to lockdown, people with diabetes 
must explore ways to manage their diet, exercise and stress in 
consultation with the treating physician to prevent worsening 
of symptoms.¹¹ Older adults with diabetes, during COVID, 
are at highest risk of adverse outcomes and mortality caused 
by the virus and this has greatly affected by their inability to 
access and receive health care, obtain diabetes medications 
and supplies, and maintain a healthy lifestyle and social 
connections.¹²

As a solution, information and communications 
technologies (ICT) can assist both patients and physicians 
to improve bonding by introducing them to electronic 
health (e-Health).¹³ According to the World Health 
Organization (WHO), mobile health (MH) is a component 
of e-Health and by using mobile phones and smart devices, 
MH provides promising opportunities to improve diabetes 
prevention, detection, and self-management with continuous 
measurements of a patient’s bio-signs.³ In other words, MH 
supports the transition from clinic-centric to patient-centric 
healthcare where each agent-hospital, patient, physician, and 
service are seamlessly connected to each other.¹⁴ The need for 
a reliable and accurate diagnosis awakens the rise of a new 
generation of healthcare technology, the Medical Chatbot.¹⁵

Medical chatbots are a technology that makes interaction 
between man and machine possible by using natural language 
processing with the support of dialog flow, because chatbots 
are reliable, compatible, and provide instant replies.¹⁶ The 
rapid evolution of Medical Chatbots has opened a niche for 
Doctor-Patient communication, that minimizes the costs 
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and time commitment on routine operations.¹⁷ If a patient 
rushes in with an emergency, where every second is vital, 
the doctor can get the patient’s information from previous 
records, related to other diseases, allergies, check-ups, etc., 
instantly using a medical chatbot.¹⁸

A medical chatbot paves the way for genetic diagnosis, 
clinical laboratory screening, and health communication¹⁹ 
and the main idea of creating the chatbot is to replicate a 
human discussion.²⁰ As a tool with high utility among elderly 
and physically disabled people, a medical chatbot can help 
patients get solutions to all their health related issue at their 
fingertips.²¹ Patients may also feel that the chatbots are 
safer interaction partners and hence patients disclose more 
medical information.²² The medical chatbot supports sharing 
of real-time data between healthcare provider, physician, and 
patient and that provides end to-end comprehensive care 
and especially for the patients with diabetes, this real-time 
monitoring can avoid many adverse events.²³ And a chatbot 
will function as a virtual Diabetes physician to do a basic 
diagnosis on diabetic patients.²⁴ This healthcare chatbot 
system will help hospitals to provide healthcare support 
online 24 x 7, as it answers deep as well as general questions 
and serves many people at the same time with the same 
topic.²⁵

My dad is a pioneer, qualified, experienced, and a certified 
Diabetologist, specialized in the research and treatment of all 
types of Diabetes, practicing in Tiruchirappalli City, Tamil 
Nadu state, India. He carries out thorough and complete 
clinical examinations. His treatment of diabetes includes the 
regular monitoring of blood pressure, blood glucose levels, 
insulin therapy, oral anti-diabetic medication, and the careful 
examination of heart, lungs, abdomen, the nervous system, 
and the feet. Through conversations with him, I garnered 
facts regarding the types, signs and symptoms, complications, 
diagnosis, treatment, and emergency management of diabetes. 
I was astonished to realize that all types of diabetes are 
controllable and must be managed for the rest of the person’s 
life, either with insulin or oral anti-diabetic medicines. And 
those details and statistics have always fascinated me.

In a discussion with my dad, I became acquainted that 
the COVID pandemic forced the diabetes community to 
crucially understand the impact of the virus on diabetes 
patients, in recent days. 

Among the diabetic patients, when the sugar level is well 
maintained and managed, the risk of acquiring illness due to 
COVID is minimal, even then, the mobility restrictions were 
an obstacle to access the doctor for check-ups during crisis 
times. I have noticed that my dad’s patients residing in small 
townships, suburbs, and villages, located in different districts 
around my city, are unable to visit him to access their monthly 
or trimonthly follow-up, during the lockdown days. 

Diabetic patients who are highly vulnerable/high-risk 
should be provided an opportunity to communicate with my 
dad and as a remedy, Whatsapp and Telegram groups were 
created for receiving the patient’s medical and health queries. 
For some time, the group chats enabled the patients to seek 
consultation through posting queries. But eventually, maintai- 

ning different groups and sending messages resulted in time 
management and organization difficulties. 
At this juncture, the situation inspired me to create a simple 
chatbot for my dad’s patients. A chatbot should provide their 
users with a simple, valuable, reliable, and pleasing experi-
ence.²⁶ Similarly, I strongly felt that my chatbot should provide 
a valuable and a pleasing experience to the user and that sub-
sequently will increase its dependability. Right at this point of 
time, I framed my research question as-

“How to design a user-friendly Medical Chatbot?”
I aimed to initiate a “Diabetic patients- Diabetologist” in-

terlinkage for a finer comprehension of the basic details of the 
patients, with a simple chatbot. Though chatbots are avail-
able readymade, I wish to prepare myself for my dad’s patient 
community. To start with, I referred articles about Diabetes to 
collect information about the Type1 and Type2 diabetes, clas-
sic symptoms, glucose level, blood sugar, Diabetic retinopathy, 
diabetic nephropathy, diabetic neuropathy, diabetic related 
foot problems, periodontitis, Diabetes Diagnostic criteria and 
management. Meanwhile I pursued the Coding skills and 
prepared a plan of action to design a chatbot, named DBOT, 
where D stands for Diabetes.         
�   Methods
-A survey questionnaire, with 105 questions, was prepared 

and circulated to 100 respondents (diabetic patients), those 
included- Male (65 in number) and Female (35 in number), 
belonging to various age groups, living locality and educational 
qualifications. The questionnaire survey was done during Sep-
tember 2021. The questionnaire was sent to the respondents, 
who are the diabetic patients of my father. The respondents 
are chosen from the taluks of Tiruchirappalli district, namely- 
Lalgudi, Musiri, Manapparai, Manachanallur, Tiruchirappalli, 
Thottiyam, Thuraiyur, Tiruverumbur, and Srirangam.

-Statistical techniques like- Two Sample ‘t” Test, Chi square 
test, One Way ANOVA, Correlation and Factor Analysis are 
used to understand how easy the components are to use.

-Suggestions from the respondents, for contouring DBOT, 
as a User Friendly chatbot, were received and considered for 
upgrading the DBOT, in future.

Data Set:
To start with, I framed a set of questions related to Diabe-

tes Mellitus and then grouped those questions under relevant 
components, namely- Diabetes History, Medical History, 
Family History, Medical History (for women only), Eating/
Exercising Habits, Tracking Health Status (Lab Test Results), 
Prescription Status, Knowledge about reducing the Risk, 
Frequently Asked Questions (FAQ), and DBOT Usage. To 
design DBOT, I used JAVA Coding language, xml designing 
language and Android Studio tool. The flow charts and Cod-
ing sheets for the components are devised.

After designing the DBOT, I determined to explore the ef-
fectiveness of the components included in the chatbot. For the 
same, I shared the chatbot with some of the active and diligent 
diabetic patients, to check its usage for a couple of weeks. I 
perceived that the maximum potential of chatbots will reach 
the patients, only when their challenges, needs, and expecta-
tions are met, because such an investigation determines the 
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variation in the users’ individual perception and experience. 
To understand the user appropriation, satisfaction, 
perception, and preferences of DBOT, I preferred receiving 
the patient’s feedback, which would help me to improve the 
effectiveness of my chatbot. The questionnaire feedback from 
the user will provide valuable guidance that might assist to 
mitigate the usability issues and strengthen the conversation 
effectiveness.²⁷ Similarly, I wish to scrutinize and examine 
the user experience, through a questions survey, to examine 
how convenient, comfortable, and feasible the DBOT is. 
Questionnaires are an important tool which provides patients 
the opportunity to voice their experience in a safe fashion 
and in turn, the health care providers gather information that 
cannot be picked up in a physical examination.²⁸ A multi-
method approach with Pre- and Post-Test Questionnaire, 
user tests and short debriefing interviews were able to help 
me understand the user experience of any chatbot.²⁹  User 
feedback through the guided interviews and post-task surveys 
allow me to collect qualitative and quantitative data and help 
to discover the positive and negative aspects and develop 
personalized product experience for target user.³⁰

Hence, I formulated a questionnaire related to the 
components and user experience of DBOT. The questionnaire 
had 105 questions and accepts answers in the form of the 
sentences and it has no restriction of the maximum limit 
of the words that can be entered. The questionnaire was 
disseminated to 100 diabetic patients. While choosing the 
respondents the significant factors considered are as follows.
1. Out of 100 respondents, 65 are Male and 35 are Female.
2. Age grouped under <15 (5 Male and 5 Female), 16-40 (20 
Male and 10 Female), 41-60 (20 Male and 10 Female), and 
above 60 years (20 Male and 10 Female).
3. Locality- City, Town or Village.
4. Educational Qualification – Completed School or College 
Education or Illiterate.
The questionnaire comprises Yes/No questions and questions 
with 2,3, and 4 options as choices.  

Data Processing:
The questionnaire was circulated to the diabetic patients, 

to record their feedback. Later the questionnaires were 
collected, and the data were tabled. The data were inspected 
using SPSS 16.0. The statistical techniques like Two Sample 
‘t” Test, Chi square test, One Way ANOVA, Correlation 
and Factor Analysis are implemented, and the results are 
analyzed and interpreted. The results assisted in comparing 
the relationships between the components, in DBOT.
�   Results and Discussion
Designing DBOT :
The first step to designing my app was researching 

and collecting data from my dad, from answers to survey 
questions. The next step was creating a plan, which I did as 
a flow chart. The flowchart included all the data details the 
user could choose from, the answers for each question, and 
the order in which the questions would be asked. Using this, 
I created a design for the chatbot in Figma. Here I had to be 
more specific; I designed buttons, color scheme, font, size, etc. 
Figma also let me see a visual of how the app would 

work and the transition between pages when buttons were 
clicked. Once I was satisfied with the design, I used this as 
a model and started coding on Android Studio. I used the 
programming language Java to code my app in Android 
Studio; where I wrote down the questions and values that 
patients could select from by looking at my first flowchart 
model. I then designed the app here by importing my designs 
in Figma to Android Studio. The app took 2 to 3 weeks to 
code and edit. 

The Flow Charts are prepared for all the components and 
the sample flow charts for Lab Test Results (Table 1) and 
Frequently Asked Questions (Table 2) are given below.

The Coding Sheets were designed. And sample coding 
sheets (Tables 3-14) are attached in the Appendix I.

Questionnaire Data Analysis using SPSS:
The Statistical analysis namely-Two Sample ‘t” Test, 

Chi square test, One-Way ANOVA, Correlation and 
Factor Analysis are executed for the data derived from the 
questionnaire.

1. Comparison - DBOT User based on Gender:
The Two Sample ‘t” Test is done to compare the DBOT 

user based on Gender and the results are shown in Table 15.
Research hypothesis (H1): There is a significant difference 

between Gender of the respondent and the user experience 
of DBOT. Null hypothesis (H0): There is no significant 
difference between Gender of the respondent and the user 
experience of DBOT.

Statistical test: Two Sample ‘t” Test.  Level of Significance 
(α): 0.05

Table 1: Flow Chart-Lab Test 
Results.

Table 2: Flow Chart-Frequently 
Asked 
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Findings:
Table 15 reveals that the Probability value of all components 

is greater than the level of significant value (0.068 > 0.05), and 
so the research hypothesis is rejected, and the null hypothesis 
is accepted. The results prove that there is no significant dif-
ference between the DBOT user based on Gender, and hence 
it could be concluded that the user experience about all Com-
ponents in the DBOT for Male and Female, does not show a 
greater difference.

2. Comparison - DBOT User based on Locality:   
The Two Sample 't' Test is done to compare the DBOT user 

based on Locality and the results are shown in Table 16.
Research hypothesis (H1): There is a significant difference 

between Locality of the respondent and the user experience 
of DBOT. Null hypothesis (H0): There is no significant dif-
ference between Locality of the Respondent and the user 
experience of DBOT.

Statistical test: Two Sample ‘t” Test. Level of Significance 
(α): 0.05

Findings:
Table 16 reveals that the Probability value of all components 

is greater than the level of significant value (0.834 > 0.05) and 
so the research hypothesis is rejected, and the null hypothesis 
is accepted. The results prove that there is no significant differ-
ence between the DBOT user based on Locality, and hence it 
could be concluded that the user experience about all compo-
nents in the DBOT for respondents living in City/Town and 
Village, does not show a greater difference.

3. Association - DBOT User based on Age:   
The Chi-square test is done to check the association be-

tween the DBOT user based on Age and the results are shown 
in Table 17.

Research hypothesis (H1): There is a significant difference 
between Age of the respondent and the user experience of 
DBOT. Null hypothesis (H0): There is no significant differ-
ence between Age of the Respondent and the user experience 
of DBOT.

Statistical test: Chi-square test. Level of Significance (α): 
0.05

Table 15: Two Sample 't' Test, based on Gender. 

Table 16: Two Sample 't' Test, based on Gender. 

Table 17: Chi-square Test based on Age. 
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Findings:
Table 17 reveals that the Probability value of all components 

is greater than the level of significant value (0.088 > 0.05) and 
so the research hypothesis is rejected, and the null hypothesis 
is accepted. The results prove that there is no significant dif-
ference between the DBOT user based on Age, and hence it 
could be concluded that the user experience about all compo-
nents in the DBOT for respondents of age groups- <15, 16-40, 
41-60, and above 60 years, does not show a greater difference.

Comparison - DBOT User based on Educational Qualif ica-
tion:   

The One-Way ANOVA was done to check the comparison 
between the DBOT user based on Educational Qualification 
and the results are shown in Table 18.

Research hypothesis (H1): There is a significant difference 
between Age of the respondent and the user experience of 
DBOT. Null hypothesis (H0): There is no significant differ-
ence between Age of the Respondent and the user experience 
of DBOT.

Statistical test: One-Way ANOVA test. Level of Signifi-
cance (α): 0.05

Findings:
Table 18 reveals that the Probability value of all components 

is greater than the level of significant value (0.452 > 0.05) and 
so the research hypothesis is rejected, and the null hypothesis is 
accepted. The results prove that there is no significant difference 
between the DBOT user based on Educational Qualification, 
and hence it could be concluded that the user experience about 
all components in the DBOT for respondents of Educational 
Qualification- School completed, College completed and Illit-
erates, does not show a greater difference.   

4. Relationship - DBOT User based on All Components:
The Correlation technique is done to check the relation 

between the DBOT user based on All Components and the 
results are shown in Table 19.

Findings:
Table 19 shows that there is a significant correlation be-

tween all the Components namely Diabetes History, Medical 
History, Family History, Medical History (For Women Only), 
Eating/ Exercising Habits, Tracking Health Status (Lab Test 
Results), Prescription Status, Knowledge about reducing the 
risk, Frequently Asked Questions, and DBOT Usage. From 
the above analysis, it could be concluded that there exists a 

Table 18: One-Way ANOVA Test based on Educational Qualification. 

Table 19: Correlation based on All Components. 
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strong relationship between all the components among each 
other.

5. Factor Analysis - DBOT User based on All Components:
The Factor Analysis is done to check the relation between 

the DBOT user, based on All Components and the results are 
shown in Tables 20-22.

From the above analysis (Table 20), the KMO value is 0.767, 
(which is very high), shows that the factor analysis is beneficial 
to test the components. Bartlett's test results .000 < 0.05, shows 
that it is significant for each component. 

From the above analysis (Table 21), each component is 
grouped under 5 factors, according to their flexibility of usage. 
The first factor has 19.531 percentage of variance, the second 
factor shows 13.456 percentage of variance, the third factor 
with 13.158 percentage of variance, the fourth factor hav-
ing 12.270 percentage of variance and the fifth factor shows 
12.197 percentage of variance.

From the above Table 22, it could be derived that the First 
factor consists of the components- Diabetes History, Medi-
cal History and DBOT Usage and the Second factor includes 
Medical History (For Women Only) and Tracking Health 
Status (Lab Test Results). The Third factor comprises compo-
nents- Knowledge about Reducing the Risk and Frequently 
Asked Questions, the Fourth factor incorporates the com-
ponent- Prescription Status and the Fifth factor involves 
components like- Family History and Eating/ Exercising 
Habits. 

The principal findings of this research paper are as follows. 
The components-Diabetes History, Medical History and 
DBOT Usage and Very Easy to use by the respondents. The 
components-Medical History (For Women Only) and Track-
ing Health Status (Lab Test Results) are Easy to handle and 
use by the respondents. The components- Knowledge about 

reducing the risk and Frequently Asked Questions are Moder-
ate to use. The components- Prescription Status is Hard to use 
and the components-Family History and Eating/ Exercising 
Habits are Very Hard to use, by the respondents.

Suggestions from the respondents, for contouring DBOT, a 
User Friendly chatbot:

From the questionnaire, the following proposals and recom-
mendations are delineated by the respondents, to append in 
DBOT, to make it as a user friendly chatbot. 

•	 Chatbot Content to be displayed in Local language 
(Tamil- Official language of Tamil Nadu)

•	 Add a Diet Chart 
•	 Reducing the number of questions under each com-

ponent
•	 Increasing the number of questions under each com-

ponent 
•	 Simplify the FAQ, as some answers are found hard to 

understand.
•	 Avoid personal questions	
•	 Recommend Test Centers
•	 Add Case studies for diabetic complications
•	 DBOT is extensive and long-drawn 
•	 Encompass Voice Chat Assistance	
•	 Include the Availability of the physician
•	 Comprehend illustrations and demonstrations for 

Diabetic Foot Ulcer
•	 Enclose latest statistics and instructions about Diabe-

tes
•	 Mapping the close by location of pharmacy
•	 Set down an Exercise Chart
•	 Glossary for Diabetes-terms and meaning
•	 Space to post patient’s queries
•	 Few Monotonous/irrelevant questions to be expunged
•	 Save option for patients’ information
•	 Include Components relating emotional health
•	 Network bandwidth is a major bottleneck to access 

the chatbot
•	 Include doctor’s appointment schedule
•	 1 to 1 Conversation with the physician
•	 Insert “Drag and Drop” option
•	 Encompass space for Patient’s feedback
•	 Reminder for Follow-up date
•	 Append Visuals, Smiley’s and GIFs
•	 Avoid Message chunking
•	 Evade Conversation delays
•	 Strengthening security for Personal data
 �   Conclusion
In this research paper, a Chatbot for Diabetes Mellitus, 

named DBOT, was designed and shared with the diabetic pa-
tients for their utilization. Later, a questionnaire survey was 
conducted to receive the feedback from the respondents about 
user experience. I enquired the respondents about what they 
felt while chatting with DBOT and whether they found any-
thing unclear. The filled-in questionnaire was collected, and 
the data are analyzed using statistical techniques. The principal 
findings of this research paper were as follows. According to 
the results, the components namely-Diabetes History, Medical

Table 20: KMO and Bartlett's Test. 

Table 21: Total Variance Explained. 

Table 22: Rotated Component Matrix. 
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History, and DBOT Usage are found to be Very Easy to use 
by the respondents. The components-Medical History (For 
Women Only) and Tracking Health Status (Lab Test Results) 
are Easy to use by the respondents. The components- Knowl-
edge about reducing the risk and Frequently Asked Questions 
are Moderate in difficulty to use. The components- Prescrip-
tion Status is hard to use and the components-Family History 
and Eating/ Exercising Habits are Very Hard to use, by the 
respondents. Through the questionnaire, proposals and recom-
mendations are delineated by the respondents, to improve in 
DBOT, to make it as a user friendly chatbot. I was surprised 
while I gathered the feedback, and I realized those facts that 
went unnoticed during the building phase. The resulting find-
ings guided me further to structure the DBOT more effectively, 
in the future. My chatbot does not provide the user with the 
cure for their diabetes problems but gives patient’s data to the 
doctor. DBOT is a tool supporting the diabetic patients and 
ensures it will not substitute the professional medical advice 
that a physician gives in person.  It will encourage, stimulate, 
enlighten, instruct, and captivate the diabetic patients in super-
vising their health with a simple, manageable, uncomplicated 
cost-effective technology. This DBOT will provide diabetic pa-
tients with clinically validated particulars about Diabetes and 
all that the patients have to do is to commence chatting with 
DBOT, being quicker, cheaper, and easier and accessible at all 
times through a few button clicks. And finally, it connects the 
user to the doctor if necessary. The future step is to incorporate 
the recommendations and suggestions of the users and restruc-
ture the DBOT for enhanced effectiveness.
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ABSTRACT: Methane-oxidizing bacteria (MOB) and soil microorganisms (SMOs) are known to decompose methane and 
root exudates, respectively, to produce electrons and soil nutrients like ammonium. This investigation examines how the combined 
use of the two species may increase the efficiency of existing plant microbial fuel cells (PMFCs). It was found that power output 
increased by 10.2% when Methylomonas sp. (a type of MOB) was used with SMO A separated from local paddy soil. Additionally, 
SMO A was shown to enhance the growth of both cabbage and rice plants, while Methylomonas sp. had little influence on cabbage. 
When the two species were individually added to PMFCs, SMO A showed more sustained electrical production compared to 
that of Methylomonas sp. Power output of the PMFC including the MOB increased on days 2 and 3, but rapidly decreased as the 
oxygen composition of the soil decreased. For this reason, MOB seem to be ineffective as a primary, long-term electron source in 
PMFCs, though it can increase efficiency by providing nutrients from methane oxidation to Geobacter. MOB’s combination with 
Geobacter seems promising as it creates an anoxic environment (suitable to Geobacter) by consuming oxygen.

 KEYWORDS: Electrochemistry; Alternative Energy Sources; Microbial Fuel Cells; Plant Microbial Fuel Cells (PMFCs); 
Methane-Oxidizing Bacteria. 

�   Introduction
With current advancements in technology, the global con-

sumption of electricity is showing unprecedented growth. It 
was even predicted that electricity usage will increase by over 
25% from 2017 to 2040.¹ However, current means of electric-
ity production display several environmental and economic 
problems. At the current rate of population growth, the de-
velopment of an efficient, eco-friendly, and economic energy 
source is of urgent need, and Plant Microbial Fuel Cells (PM-
FCs) seem to be a promising candidate.²,³ Solely reliant on 
plants and microorganisms to decompose nutrients, PMFCs 
are beneficial in that they require minimal industrial input. 
The only practical caveat of PMFCs is their low efficiency 
(typically around 0.022%).⁴ 

A plant microbial fuel cell system involves multiple steps. 
First, when soil microorganisms oxidize organic substances 
from the plant in the PMFC by dissociating them near the 
cathode, electrons are produced. Then the electrons near the 
cathode move to the anode and reduce oxygen, an oxidizing 
agent; current is generated from the movement of electrons. 
The type of microorganism present in the soil can affect the 
oxidation reactions and thus the power efficiency of a PMFC.  
The following equations show examples of electrons being 
produced from the oxidation of glucose and acetate respec-
tively.⁵

C6H12O6 + 6H2O → 6CO2 + 24H+ + 24e- 
                                   OR
CH3COO- + 3H2O → CO2 + HCO3- + 8H+ + 8e-
Given the information above, this study examines the ef-

fects of introducing a new microorganism – specifically using 
the synergism between the existing soil microorganisms and 
methane-oxidizing bacteria – to enhance the power efficiency 
of the current PMFC model. 

All MOB can be categorized into two groups: anaerobic 
and aerobic (or facultatively anaerobic). Anaerobic MOB 
have been incorporated in many PMFC-related studies using 
rice plants in paddy fields because the bottom layer of paddy 
fields is favorable to anaerobic bacteria and rice farming is a 
type of hydroponic system suitable for electrons to flow. Yet, 
aerobic MOB also have the potential to be involved in PMFC 
research because paddy fields have layers that consist of 10% 
oxygen. In essence, MOB go through the following oxidation 
reaction to produce electrons.⁶

CH4 + 3O2- → CO + 2H2O + 6e-
                          OR
CH4 + 4O2- → CO2 + 2H2O + 8e-
In addition to producing electrons, this oxidation reaction 

produces biofuels, such as methanol, and other by-products, 
such as CH2O and HCOO-, that are involved in the oxidation 
reaction of Geobacter, producing even more electrons.² 
Consequently, the current is increased and thus power 
efficiency of the PMFC is enhanced, further illustrating the 
potential of aerobic MOB. 

Moreover, certain types of MOB appear to be beneficial to 
plant growth as a previous study claims that treating peanuts 
with MOB aided the growth of their roots and root hairs.⁷ 
Improvements in plant growth also can increase the power 
production of PMFCs as more organic material will be 
produced by the plant.

The aim of this investigation is to observe the effects of 
aerobic MOB and SMO on plant growth to develop a more 
power efficient PMFC model using the two microorganisms. 
First, the symbiosis of MOB and SMOs in local soil was 
investigated to determine the appropriate microbe pair and 
ratio for power output. Next, with the selected MOB and 
SMO pair, their effects on the growth of rice plants were 
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observed. Lastly, the final model was applied to paddy soil 
with rice plants.
�   Methods
MOB Incubation and Methane Gas Production:
Initially, two types of MOB – Methylosinus trichosporium 

(KCTC 12760) and Methylomonas sp. (KCTC 62176) – were 
chosen to be used in this study because they can both sur-
vive in aerobic conditions and have been studied in the past. 
The bacteria culture medium that was used consisted of 2.94 
g of ammonium mineral salt (AMS, MB cell MB-A0722) 
and 5 mL of methanol dissolved in 1 L of distilled water. 
The solution was autoclaved at 121°C for 15 minutes and was 
cooled down to 22~25°C before use. Each type of bacteria was 
streaked on the solid AMS culture medium in a petri dish us-
ing an inoculation loop and then was cultured at 30°C in an 
incubator. Figure 1 shows the resulting bacterial colonies.

A series of preliminary experiments was then performed to 
design a system for supplying methane gas to the two MOB. 
The system involved attaching a rubber tube, a small valve, 
and an injection needle to the lid of a food waste bin and fer-
menting the waste for seven days. The end of the needle was 
lit on fire to confirm whether methane was being produced in 
the bin.

Selection of MOB:
While supplying methane to the MOB, the changes in the 

voltage of the cell and the growth rate of the rice plants were 
observed. Both sterilized and unsterilized paddy soil were used 
to examine the impact of existing soil microorganisms on the 
voltage of the cell. The electrical cell used in this experiment 
had a zinc plate as its anode and a copper plate as its cath-
ode, as shown in Figure 2. To supply a consistent amount of 
methane, the food waste bin was connected to each cell using 
plastic pipes attached to one-way valves. Each cell contained 
the AMS culture medium, MOB 1 or 2, and a sponge with 5 
rice seeds. 

In the preliminary experiments, it was observed that fewer 
and shorter rice seeds sprouted in the cells containing MOB 
1 than in those with MOB 2, as shown in Figure 3. The av-
erage voltage was also lower in the cells containing MOB 1 
than in the control groups or those with MOB 2. Moreover, 
the average voltage was higher in the cells containing soil mi-
croorganisms and was increased even further when MOB was 
added. Consequently, the soil microorganisms and MOB 2

were used in the subsequent experiments, and MOB 1 was 
eliminated.

Classifying SMOs Based on Electrochemical Characteristics:
The soil microorganism most favorable to the experiment 

was found by isolating each type of bacteria in the paddy soil 
that was brought from South Jeolla Province and examining 
the effect of each type of bacteria on the voltage of the cell and 
growth of rice plants. 1 g of paddy soil and 10 mL of distilled 
water were mixed and streaked with an inoculation loop on a 
solid NB culture medium. The bacteria were grouped into five 
types based on appearance as shown in Figure 4. 

The five types of soil bacteria were separately cultured again 

on the NB medium. On Day 0 and Day 3 of culturing, the 
absorbance of the bacteria and the voltage of the cell were ob-
served using a spectrophotometer and multimeter, respectively.         

Electrochemical Behavior of SMOs when Incubated with 
MOB:

The initial concentrations of SMO A~E were set to be equal 
at absorbance 0.1 AU before being cultured for 3 days. The 
NB medium with the cultured SMOs was placed in a 30°C 
water bath. A salt bridge was created by heating a 2 M KNO3 
solution with agar to measure electrical properties of the solu-
tion. A 100 Ω resistor was connected in series to the SMO 
electrochemical cell to measure power output for 5 minutes 
each. Circuit diagrams are shown in Figure 5.

It was found that power output was the highest for the cell 
containing SMO A. Increase in power of SMO A in a NB 
medium was measured. As the addition of microorganisms 
could have influenced the electrical properties (i.e., conduc-
tivity) of the solution, its impact was monitored by measuring 
power output directly from the terminals of the cells without 
the resistor. Finally, methane gas was readily injected into a 
solution containing NB, AMS, and MOB (Methylomonas sp.) 
was cultured, as cultured SMO A was periodically introduced. 

Figure 1: From the left: Incubated Methylosinus trichosporium colonies, 
incubated Methylomonas sp. colonies, methane gas synthesis using food waste, 
checking the presence of methane gas.

Figure 2: (Left) evenly supplying methane gas from the food waste bin to 
each container. (Right) Measuring voltage across each MOB container after 
supplying it with methane gas.

Figure 3: Different combinations of SMO and MOB species and resulting 
effects on rice plant growth.

Figure 4: Incubating and separating soil microorganism colonies into 5 
groups (A~E).

Figure 5: Measuring power output of each cell containing SMO and MOB.
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The addition of SMO A in the solution was shown to increase 
total power output.  

Symbiosis of SMO and MOB Based on Effects on Plant 
Growth and Electrochemical Behavior:

To determine the optimal ratio and concentration of the 
solution containing soil bacteria A and MOB, three ten-fold 
serial dilutions (1:10, 1:100, 1:1000) were performed. Then 
each diluted solution was treated onto a solid 0.7% agar 
medium in a petri dish, and 16 cabbage seeds were planted in 
each dish. A week later, the chlorophyll concentration of the 
cabbage plants and the voltage of each petri dish containing 
the different solutions were measured.

Application of SMO+MOB Microbial Fuel Cells to Rice 
Plants in Paddy Soil:

Rice plant seeds were germinated in 0.7% agar medium in 
advance and replanted in paddy soil. A week after treating 
SMO A and MOB in each plastic container with paddy soil 
as shown in Figure 6, the length of the rice plants in and the 
voltage of each container were measured. However, there was 
no significant change in the voltage, so the voltage of each 
container was measured again but on a daily basis for a week. 
Starting with this experiment, a pure methane gas container 
was used instead of the food waste bin to supply methane to 
the fuel cell.

The pH level of the paddy soil in each container was 
measured using a pH meter and once again using phenol 
red. The phenol red test was performed by measuring the 
absorbance of the paddy soil in each container at a wavelength 
of 415 nm using a spectrophotometer.
�   Results and Discussion

Before the addition of MOB and SMO A, voltage remained 
at around 0.741 V. With the addition of MOB then SMO 
A, voltage slightly increased to 0.750 V on average then to 
around 0.794 V, as shown in Figure 7. The addition of MOB 
caused a 7.0×10-⁵ mW increase in power and 1.1×10-⁵ mW 
when SMO A was added to it. It was noted that the voltage 
reading dropped when bacteria were added. These changes
were likely due to surface disturbances as the bacteria were 

added. Such effects were removed from the data as outliers.  
The results of the experiment support the initial hypothesis 

that the presence of both SMO and MOB increases electrical 
output. However, with further considerations, the reasoning 
seemed misleading. The voltage of the cell must be constant 
regardless of biological activity as there is a set potential 
difference for every cathode-anode pair. Hence, it was that, 
with more free electrons in the solution due to the oxidation, 
the conductivity of the solution increased, decreasing the cell’s 
internal resistance. After the experiment, it seemed likely that 
the increase in voltage measurements of the cell was a result of 
this decrease in internal resistance: V=ε-IRinternal. This new 
explanation is valid in the sense that less energy (potential 
drop) is dissipated by the internal resistance, and power 
output increases when SMO and MOB are used together. 

As shown in Figure 8, the voltage measurements of the petri 
dishes with undiluted A and MOB (with concentrations of 
100%) were greater than that of the petri dishes with undiluted 
NB and AMS, respectively. The same applies to the petri 
dishes with the bacteria/culture-media with concentrations 
of 10%. In short, the use of SMO A and MOB does increase 
the voltage of a PMFC when compared to the control groups 
with the NB and AMS culture media only.

However, there is not a clear relationship between 
the concentration of bacteria and voltage as the voltage 
measurements for all concentrations are not noticeably 
different. Yet, as mentioned above, higher concentrations of 
SMO A and MOB increase the voltage of the cell.

 As shown in Figure 9, chlorophyll a content in the 
cabbage leaves treated with SMO A was always higher than 
in the cabbage leaves treated with NB culture medium only. 
The difference in the chlorophyll content of the cabbage 
leaves treated with SMO A and NB culture medium only 
was the greatest for the undiluted, original solutions with 
concentrations of 100%. Chlorophyll a content in the cabbage

Figure 6: Preparing rice paddy and rice plant containers with SMO A and 
MOB (Methylomonas sp.).

Figure 7: Electrochemical behavior of SMOs when incubated with MOB: 
potential difference across the 100Ω resistor by time.

Figure 8: Symbiosis of SMO and MOB based on electrochemical behavior: 
voltage of PMFCs (petri dishes) with differing concentrations of NB & 
SMO A (red & blue) and AMS & MOB (green & purple).

Figure 9: Symbiosis of SMO and MOB based on plant growth: chlorophyll 
a content in cabbage leaves grown in the agar medium treated with differing 
concentrations of NB & SMO A (left) and AMS & MOB (right).
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leaves treated with MOB was greater than in the cabbage 
leaves treated with AMS culture medium only for the 
undiluted, original solutions with concentrations of 100%. For 
all other concentrations, chlorophyll content was greater in 
the container with AMS medium only. 

These results show that SMO A always had a positive 
effect on plant growth in terms of chlorophyll a content 
regardless of the concentration of the bacteria used. This is 
because the cabbage leaves treated with NB only were acting 
as the control group, and the cabbage leaves treated with 
SMO A along with NB displayed higher chlorophyll content. 
For similar reasons, the results show that MOB had a positive 
effect on plant growth in terms of chlorophyll a concentration 
but only when the solutions with the bacteria are not diluted.

The concentration of the bacteria did not seem to have 
a significant relationship with plant growth. Instead, the 
presence in itself, regardless of the concentration, of the 
bacteria (SMO A and MOB) affected plant growth. SMO 
A aided plant growth, while MOB hindered plant growth 
when it was diluted. In short, SMO A could be used at all 
concentrations and MOB should only be used without 
dilution. 

Taking these results into consideration, the undiluted 
samples of SMO A and MOB were used in the subsequent 
experiment with paddy soil.

The chlorophyll content and the height of the rice plants 
were monitored on days 0, 3, and 7 after treating them with 
SMO A and MOB, as shown in Figure 10. For both plant 
height and chlorophyll content, the two bacteria seemed to 
enhance the growth of rice plants when treated separately, 
with taller rice plants in their respective containers. However, 
rice plants showed slow growth when treated with both. 
This was likely due to the over-supply of nitrogen and other 
nutrients from the oxidation processes of the two bacteria, or 
the competition between SMO A and MOB.⁸

The rice plants did not grow best when both SMO A and 
MOB were present in the cell; it was when only MOB was 
added to the cell. But, all of the experimental conditions 
allowed for the growth of the rice plants, and none completely 
hindered the growth of the plants.

As shown in Figure 11, voltage peaked on day 2 for most 
PMFCs, with the SMO A container showing the largest 
increase of 0.946 V to 1.024 V. It can therefore be concluded 
that SMO A’s oxidation process is the most rapid, having 
increased in conductivity the fastest and resulting in lower 
internal resistance compared to the control group on day 
2. Containers with MOB seemed to decrease in voltage 
measurements rapidly, indicating that the soil did not have 

sufficient methane that can be oxidized. As determined in 
previous experiments, the container with both MOB and 
SMO A had higher voltage readings than that of the MOB-
only PMFC. However, the container with SMO A was still 
at a higher voltage than the one with MOB and SMO A, 
disproving the initial hypothesis. This can be explained using 
the results from the previous experiment. As plant growth was 
deterred with the use of SMO A and MOB together, root 
exudates would have been insufficient for SMO A to oxidize, 
ultimately leading to smaller decreases in internal resistance 
(smaller net electrical output).

 �   Conclusion
The aim of this study was to implement aerobic MOB in 

existing plant microbial fuel cell systems to increase their elec-
trical efficiency. In regard to power output, Methylomonas sp. 
(MOB) and SMO A extracted from local rice fields increased 
the power output of the PMFC by 10.2% when used together. 
In regard to plant growth, it was observed that both SMO A 
and MOB enhanced the growth of rice plants, and that SMO 
A also aided the growth of cabbage. Treating rice plants with 
both bacteria prevented proper growth, likely a result of excess 
nutrients in the soil provided by the MOB and SMOs. 

Thus, the synergism of MOB and the existing PMFC model 
is promising in that MOB enhances the power output when 
they are in an appropriate ratio with the soil microorganisms 
in the PMFC. Furthermore, MOB also improves the growth 
of plants in the PMFC, further enhancing the power output of 
the cell by helping the plant produce more organic material for 
the soil microorganisms to oxidize. However, the ratio of MOB 
to SMO may change as the two species proliferate in the paddy 
soil, possibly limiting electrical performance and plant growth 
over time. To prevent the addition of MOB to PMFC from 
counteracting its purpose of enhancing the cell’s performance, 
more research must be conducted to find a way to control the 
ratio of SMO and MOB in a paddy field.
�   Acknowledgements
We would like to thank our research supervisor, Mr. Stuart 

Trivino, for his continued support. We would also like to thank 
our research mentor, SungKuk Kim at Nature Science Lab. 
�   References

1. Yang, Y. S.; Lee, S. J.; Kim, A. IEA World Energy Outlook 2018. 
World Energy Market Insight 2018.

2. Chen, S.; Smith, A. L. Methane-Driven Microbial Fuel Cells Re
cover Energy and Mitigate Dissolved Methane Emissions from 
Anaerobic Effluents. Environmental Science: Water Research & 
Technology 2018, 4 (1), 67–79.

3. Han, S.-K. Microbial Fuel Cells: Principles and Applications to En
vironmental Health. Korean Journal of Environmental Health Sci
ences 2012, 38 (2), 83–94. 

Figure 10: Height and chlorophyll content of the rice plants for varying 
combinations of SMO A and MOB (Methylomonas sp.). 

Figure 11: Change in voltage over time in rice plant containers (cells) with 
different combinations of SMO and MOB.

ijhighschoolresearch.org



96	

4. Sophia, A. C.; Sreeja, S. Green Energy Generation from Plant Mi
crobial Fuel Cells (PMFC) Using Compost and a Novel Clay Sep
arator. Sustainable Energy Technologies and Assessments 2017, 21, 
59–66. 

5. Koroglu, E. O.; Yoruklu, H. C.; Demir, A.; Ozkaya, B. Scale-up
and Commercialization Issues of the MFCS. Microbial Electro
chemical Technology 2019, 565–583. 

6. Mirzababaei, J.; Chuang, S. La0.6Sr0.4Co0.2Fe0.8O3 Perovskite:
A Stable Anode Catalyst for DIRECT Methane Solid Oxide Fuel
Cells. Catalysts 2014, 4 (2), 146–161.

7. Krishnamoorthy, R.; Kwon, S.-W.; Kumutha, K.; Senthilkumar, M.; 
Ahmed, S.; Sa, T.; Anandham, R. Diversity of Culturable Meth
ylotrophic Bacteria in Different Genotypes of Groundnut and Their 
Potential for Plant Growth Promotion. 3 Biotech 2018, 8 (6). 

8. Larmola, T.; Leppanen, S. M.; Tuittila, E.-S.; Aarva, M.; Merila, P.; 
Fritze, H.; Tiirola, M. Methanotrophy Induces Nitrogen Fixation
during Peatland Development. Proceedings of the National Acad
emy of Sciences 2013, 111 (2), 734–739. 

� Author
SeungHan Ha is a senior at Chadwick International in 

Incheon, South Korea. He enjoys studying interdisciplinary ar-
eas in science, such as chemical engineering and environmental 
chemistry.

Daniel Seungmin Lee is a senior at Chadwick International 
in Incheon, South Korea. He enjoys exploring applications of 
physics in various fields, such as biochemistry. 

DOI: 10.36838/v4i4.17

ijhighschoolresearch.org



© 2022Terra Science and Education	 97	 DOI: 10.36838/v4i4.18

RESEARCH ARTICLE

Sheetal Kavach: Hybrid Cooling Jacket for Healthcare Workers 
in India

Vedant Singh  
DPS RK Puram, New Delhi -110016, India; vedant.vasantvalley@gmail.com

ABSTRACT: A novel Hybrid Cooling Jacket (HCJ) using dry ice (solid CO₂) and ventilation fans has been developed for 
health care workers in India, required to work in hot and humid weather conditions. The goal of this HCJ was to decrease the 
related heat stress and heat shock associated with working in these conditions. The effectiveness of HCJ has been validated by 
trials with people in actual working conditions observed during the summertime. 

Earlier developed personal cooling systems, used phase change materials (PCM) to absorb the body heat, however these had 
limitations like high weight, low thermal comfort, shorter duration of cooling (less than one hour), etc. The reason for low duration 
of cooling of the PCM based suits was the low latent heat of vaporization and hindrance of sweat evaporation. 

The physical properties of a number of PCMs were studied and it was found that dry ice with its very high heat of sublimation 
can offer cooling which lasts 3-4 times longer and sweat produced by the body can be used to cool itself by evaporation. Through 
this jacket the cooling duration increased up to 4 hours with very little weight addition. 

Trials performed on real people simulating similar ambient conditions with moderate activity, showed that skin temperature 
was maintained below 35.1°C. Total sweat production was reduced by 21% and heart rate was reduced by an average 14 beats/
min. The perceived thermal comfort parameters like thermal comfort votes, wetness sensation, and perceived exertion improved 
significantly. 

KEYWORDS:  Personal Cooling vest, Phase change material, Ventilation fans based suits, Air ventilation clothing, Dry ice 
jacket.

� Introduction
Health care workers in India work for long hours and have 

to travel to remote places in hot and humid environments for 
vaccination and other medical duties, subjecting them to heat 
stress.¹ During the COVID-19 pandemic period, with the 
addition of personal protection equipment (PPE) suits, the 
problem of dissipating the heat has increased necessitating 
some cooling techniques for workers.

Personal protective clothing as a cooling solution has been 
attempted in past to increase body heat dissipation through 
evaporation, conduction, and convection. Phase change ma-
terial (PCM) cooling vests are worn by workers outdoors.² 
The PCMs have high energy storage in the form of latent 
heat, have the advantage of absorbing the heat from the 
worker’s body.3 These kind of systems are known to be the 
cheapest, most portable, and the simplest to be worn.⁴,⁵ The 
performance of the PCM cooling vests have been assessed in 
previous studies.⁴-⁸ However, their effectiveness is constrained 
in hot humid environments due to reduced moisture transport 
and condensation.⁹-¹² 

Another solution includes hybrid cooling suits/vests, which 
combine PCMs and battery-operated fans to enhance evapo-
rative cooling and convective heat loss.¹¹-¹³ The PCMs absorb 
heat from the human body, while the fans enhance the sweat 
evaporation of through forced ventilation. However, most of 
these solutions have limitations like high weight, low ther-
mal comfort, hindrance in the mobility, and most importantly, 
very short cooling duration due to the low latent heat of va-
porization of the materials used for cooling (< 1 h).

Hybrid cooling suits/vests, which combine PCMs, and bat-
tery-operated fans are one of the most effective pathways to 
dissipate metabolic body heat to lower the core and skin tem-
peratures with limitations as mentioned above. 

To address these limitations, the physical properties of a 
number of phase change materials were studied and it was 
found that dry ice, with its very high heat of sublimation, can 
offer cooling which lasts 3-4 times longer. Moreover, dry ice is 
more practical to use as it melts into a gas instead of a liquid, 
leaving minimal cleanup. Additionally, the proposed solution 
was designed to use the sweat produced by the body to cool 
the body by evaporation.  

Thus, a novel solution in the form of a hybrid cooling jacket 
using dry ice as phase change material for cooling and forced 
ventilation through fans for sweat evaporation was developed. 
Through this jacket the cooling duration increased by up to 4 
hours with very little weight increase. The jacket was carefully 
tailored to allow an efficient air circulation inside the jacket by 
the ventilation fans with a discharge rate of 10 L/s to have a 
mean velocity in the range of 0.7-1.0 m/s for effective cooling. 
The position of fans and dry ice bags was such that relatively 
cool air reaches the most critical areas of body. To release the 
sublimated gas CO₂, two air vents were created at the crotch 
area of the jacket and PPE suit. The dry ice pouches were 
attached to jacket using 4-inch Velcro fasteners for easy re-
placement.
� Methods
Hybrid cooling Jacket (HCJ):
Figure 1, Shows the newly designed hybrid cooling jacket
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made of polyester incorporates two dry ice packs (totaling 1.5 
kg) placed evenly on the abdomen-chest and back areas and a 
pair of ventilation fans on the lower back area. 

The ventilation fan is powered by a 12 V lithium battery 
which has a maximum air flow rate of 10 L/s and can operate 
for up to 6 hours. The weight of the ventilation unit (includ-
ing a battery and a pair of ventilation fans) is 0.350 kg. The 
total weight of the cooling jacket is 1.95 kg. The HCJ mainly 
covered the wearer’s torso, with a total covered body area of 
0.7 m².

Protocol of the experiment:
Trials were performed at an open terrace during hot summer 

weather in the month of July in Delhi. A total of 20 human 
trials (10 people X 2 tests each) at 36.0 ± 1 °C, RH = 55 ± 5% 
were carried out by testing subjects for 40-min walking on a 
treadmill at 5 km/h without a slope followed by a 20-min-
utes recovery by sitting under shade in the same place. Air 
temperatures and the relative humidity were measured using 
digital thermometers with a humidity sensor probe. The sub-
jects wore HCJ over the regular cotton t-shirt and over that 
a PPE suit up to the subject’s neck during both exercise and 
recovery periods and without HCJ and PPE suit in second 
set of trials. Heart rate was measured using heart rate band at 
every five minutes.

Measurement variables:
Physiological parameters: The parameters measured during 

the trials include heart rate and skin temperatures. Heart rate 
was measured using a heart band and temperatures using 
temperature probes attached to body with medical tape. Also, 
pre and post trials weights of the participants, their clothes 
and that of dry ice were measured using a weigh balance. 

Perceptual Parameters: Participants were requested to re-
port their thermal sensation votes (TSVs), thermal comfort 
votes (TCVs), skin wetness sensations (WSs) and ratings of 
perceived exertion (RPE) after every 10 minutes on a pre-de-
fined standard questionnaire. TSVs were assessed using a 
continuous 9-point thermal sensation vote, ranging from −4 
(very cold), −3 (cold), −2 (cool), −1 (slightly cool), 0 (neutral), 
+1 (slightly warm), +2 (warm), +3 (hot) to +4 (very hot).¹⁴
TCVs were assessed by a 5-point thermal comfort scale, 
ranging from 0 (comfortable), +1 (slightly uncomfortable), 
+2 (uncomfortable), +3 (very uncomfortable) to +4 (extreme-
ly uncomfortable).¹⁴ WSs were evaluated using a continuous
5-point scale ranging from 0 (neutral), +1(slightly wet), +2
(wet), +3 (very wet) to +4 (extremely wet). RPE was assessed
using the 15-point Borg scale¹⁵ (i.e., 6- ‘no exertion’, 7 & 8-

‘extremely light’, 9 & 10- ‘very light’, 11 & 12- ‘light’, 13 & 
14- ‘somewhat hard’, 15 & 16- ‘hard’, 17 & 18- ‘very hard’,
19- ‘extremely hard’ and 20- ‘maximal exertion’.

Calculations:
The mean skin temperature (T skin) and Sweat evaporation

(SWevap) during the trial were calculated using equations as 
shown below: ⁹-¹³

T mean skin = 0.25 (T chest + T scapula + T abdomen + T 
lumbar)

SWp = Wnude, start – Wnude, post−trial 
SWcloth = Wclothed, start – Wclothed, post−trial 
SWevap = SWp - SWcloth
where, Wnude, start, and W nude, post-trial is the nude 

body weight before and after the trials, and Wclothed, start 
and Wclothed, post-trial is the clothed body weight before and 
after the trials. 
� Results and Discussion
All participants successfully completed 20 trials. No signif-

icant differences were found between the HCJ and NHCJ in 
the baseline heart rate, mean skin temperatures, and perceptual 
responses prior to starting the trials (p>0.05)..

The total amount of sublimated dry ice in HCJ was 401 g 
over the trial duration and hence, the total cooling capacity of 
HCJ over 1 h trials was 61W (enthalpy of sublimation of dry 
ice: 571.3 kJ/kg; cooling capacity = (sublimated dry ice mass x 
enthalpy) / time duration).

Physiological parameters:
Figure 2 shows variations of heart rates, and mean skin 

temperatures in HCJ and NHCJ. Significant differences were 
found in the heartbeat rate between HCJ and NHCJ through-
out the trial (p< 0.001). Heart rate was reduced by average 
14 bpm and a maximum of 20 bpm in HCJ compared with 
NHCJ during the trials (p<0.001). With regard to torso/mean 
skin temperatures also significant lower temperatures were no-
ticed in HCJ to NHCJ during the trial (p< 0.001). 

The cooling jacket successfully prevented the wearers’ mean 
skin temperatures from rising above 35.1 °C, whereas the 
mean skin temperature in NHCJ crossed 36.5 °C at the 30th 
min of the trial and it stayed above 36.5°C for the remaining 
period. The maximum mean skin temperatures in NHCJ was 
registered at the 30th min, i.e., 36.5 °C. 

Sweat production, sweat evaporation rate :
The total sweat production in HCJ and NHCJ during the 

duration of trials was 368 and 466 g/h, respectively. The total 
sweat evaporated over the trials in HCJ and NHCJ was 152 
g and 193 g respectively. Cooling caused by sweat evaporation 
while wearing HCJ over one-hour trials was 104 W (enthalpy 

Figure 1: Hybrid Cooling Jacket worn over cotton t-shirt

Figure 2: Variation of Mean Skin temperature and Heart Rate with time
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of evaporation of water: 2460 kJ/kg; cooling capacity = (sweat 
evaporated x enthalpy) / time duration)  

Perceptual responses:
Figure 3 shows the time course of perceptual responses 

including TSVs, TCVs, WSs, and RPE in the two studied 
test scenarios. Noticeable differences were found in all 4 
perceptual indicators between HCJ and NHCJ throughout 
the trial. The maximum TSVs in the two test scenarios 
were registered at the 40th min, i.e., +3.4 (between ‘hot’ 
and ‘very hot’), +2.3 (between ‘warm’ and ‘hot’) in HCJ and 
NHCJ respectively. Similarly, approaching the end of the 
40-minute walking period, HCJ and NHCJ showed the
highest TCV ratings, i.e., +2.5 (between ‘uncomfortable’ and
‘very uncomfortable’), +1.7 (‘uncomfortable’) respectively.
With regard to WSs, registered at the 40th min, i.e., +3.0
(very wet), +2.1 (wet) in HCJ and NHCJ. As for RPE values, 
registered at the 40th min, i.e., +14 (somewhat hard), +11.2
(light) in the test scenarios.

� Discussion
This project developed a novel hybrid cooling jacket 

(HCJ) and examined its cooling effectiveness on for health 
care workers required to wear a PPE suit, while performing a 
moderate intensity activity in a hot and humid condition. A 
core temperature of 38.0 °C equivalent to skin temperature 

of 36-36.5°C has been widely adopted as the threshold limit 
by reputable organizations such as WHO and ACGIH to 
protect outdoor workers. The jacket has successfully prevented 
the jacket wearers’ mean skin temperatures from rising to 
temperatures greater than 35.1 °C wherein the wearers’ mean 
skin temperature in NHCJ rose to 36.5 °C in about 30 min. 
In addition to the core temperature, heart rate and sweat rate 
are the other two most important physiological parameters to 
illustrate the exertion perceived by an individual person. The 
current findings indicated that HCJ, compared with NHCJ, 
depressed the heart rate by about an average 14 beats/min 
and maximum by 20 bpm. Moreover, the sweat rate in HCJ 
was considerably reduced by 21.1% which also reduced the 
dehydration rate correspondingly.

Participants had perceived lower TSVs, TCVs and WSs 
while wearing HCJ compared with those in NHCJ case (P 
< 0.05). This study had some limitations in that only young 
male participants took part in the trial. Individual factors like 
age, gender, body fat, and physical fitness might affect the body 
responses to personal cooling.
� Conclusions
A portable hybrid cooling jacket was developed to miti-

gate heat stress of the health care workers performing in a hot 
and humid conditions (36 ± 1 °C, RH = 55 ± 5%, WBGT = 
30.7 °C). Subsequently, trials were performed with real people 
simulating moderate activity conditions in hot and humid en-
vironments. 
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ABSTRACT: Tennis’ popularity, along with its global viewership, is increasing. However, there has not been an abundance of 
analysis surrounding predictions of player matchups or a focus on significant statistics affecting game play in tennis. This paper 
describes a program that can determine the probability of a player winning against his opponent based upon the list of selected 
top-performing players. Moreover, this paper provides the logistic regression model used to calculate these winning probabilities; 
this summary demonstrates which variables were significant in predicting the outcome of a tennis match. For data, players were 
selected from the top 10 performers in men’s tennis from 2015-2019. The individual and match statistics for the top ten players 
were utilized in developing this model; data was taken from the Grand Slam Tournaments. 

The model created is a logistic regression model. A logistic regression model was deemed to be the most optimal method as it 
is designed to predict probabilities for a binary outcome. This model was successfully able to create predictions for the percentage 
that any of these players was able to beat any other player that was in the dataset. Overall, this model was successfully able to 
gather information about which players would have the highest chance of winning a tennis match and the most important factors 
that lead to this outcome. 

KEYWORDS: Data Modeling; Probability and Statistics; Logistic Regression; Sports Analytics; Tennis Modeling. 

�   Introduction
From different styles of play to ever changing stroke tech-

niques, tennis is a sport that has evolved over time. Despite 
the various approaches throughout the past century, the rules 
of tennis have remained consistent. Although tennis has been 
a sport played for over 120 years, there has not been extensive 
research analyzing tennis statistics, especially when compared 
to research in other major American sports that are surround-
ed with an abundance of data science.¹ Even though tennis 
can be a team sport, competitive tennis is more often played 
as a single player rather than as a doubles partnership. The 
analysis proposed may more greatly benefit single players as 
many factors will not be affected by a teammate and are solely 
caused by their individual performance. The results may in-
dividually show the importance of each statistic to a tennis 
player.     

In tennis, performance statistics are one of the most 
important aspects of a player’s game. Strategy develops an 
individual’s performance in various categories and contributes 
to the win or loss of a match. While statistical prediction 
models for tennis outcomes have been conducted for a few 
decades, each model has varying levels of accuracy.² The goal 
of this paper is to determine how strategy affects the outcome 
of a tennis match. A logistic regression model using Python 
was developed to analyze match data and determine the 
probability of a win for each individual player when matched 
against other players.

The current data science research surrounding tennis 
strategy highlights which skills are necessary to help an 
athlete win a match and are largely used by sports bettors. 
In 2019, researchers in China developed data-driven models 
of “point-by-point performance for male tennis players” 

in Grand Slam tournaments to determine how different 
contextual variables could be used to predict point outcomes 
of players based on their opposition.³ Point-by-point datasets 
give more detailed information about a single match, as it 
shows the scoring progression and the player who served.² 
Gollub matched 12,000 point-by-point strings of the players 
who won and the points scored to generate a prediction and 
the match progression.² This logistic regression model had a 
76.2% accuracy.² 

Additionally, Barnett and Clark demonstrated that it is 
possible to develop models to show how important certain 
advantages are to a player.⁴ Cornman and colleagues built on 
this to compare logistic regression, random forests, support 
vector machine, and neural networks using data from online 
tennis datasets.⁵ Their research indicated that logistic 
regression and support vector machine have the highest 
predictability with almost 70% accuracy.⁵ Gu and Saaty 
compared subjective judgments by tennis experts concerning 
who was most likely to win 94 US Open tennis matches.⁶ 
Their data modeling predicted a 15% greater accuracy rate 
than that of tennis experts, indicating the benefits to statistical 
modeling in this sport.⁵

A variety of methods are utilized in sports analytics, 
especially when analyzing large amounts of data to assist with 
predicting outcomes. These research studies demonstrate the 
benefits and drawbacks of various analytical methods. The 
method selected for determining the potential outcomes in 
top 10 player matchups was a logistic regression. This type 
of analysis was utilized to determine the probability of a 
player winning his match. This paper displays the process for 
determining the probability of top ranked players winning 
against other top ranked players. It also shows which statistics 
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are most important to determine who will win a particular 
tennis match.
�   Methods
Data:
The data that was utilized to perform these regressions was 

from match statistics of top ranked players from recent years. 
Data was obtained through “Ultimate Tennis Statistics,” 
which is a repository for tennis data compiled by tennis 
statisticians.⁷ The specific data utilized to develop this model 
was taken from the top 10 male tennis athletes during each of 
the five years between 2015-2019. Due to the limitations of 
the website design, data was individually collected from each 
player. Since this process was manualized, only the top ten 
players’ data was selected. This five-year period was selected 
as a purposive sample to examine the most recent five-year 
span of tennis data immediately prior to the COVID-19 
pandemic (as 2019 was the last full tennis season). Data 
was not selected post 2019 to avoid non-sampling errors (or 
potentially skewed data sets) resulting from crowd capacity, 
limited opponents, and other COVID-19 related game 
restrictions. 

For each of these players, match statistics were gathered 
from each of the selected player’s matches in a Grand 
Slam tournament for that certain year. The Grand Slam 
Tournaments data from these performers was solely used 
because players were placed into the brackets of greatest 
difficulty during these tournaments compared to other 
tournaments. The statistics that Ultimate Tennis Statistics 
provide for individual matches include first serve percentage, 
first serve won percentage, first serve return won percentage, 
second serve won percentage, second serve return won 
percentage, ace percentage, break points saved percentage, 
break points won percentage, and double fault percentage.⁷ 
For a given match, these statistics were given for both players. 
The difference was calculated between the values for the top 
ranked player and their opponent to serve as the independent 
variables in the logistic regression models. Therefore, each of 
these statistics in the dataset represent the difference between 
the top ranked player and their opponent. In total, 786 tennis 
matches were gathered across all of the top 10 tennis players’ 
matches.

In the dataset, there were statistics of a match that were 
direct inverses of each other. For instance, a player’s first serve 
win percentage could be found by subtracting the opponent’s 
first serve return win percentage from one. Therefore, a 
player’s first serve win percentage and his opponent’s first 
serve return won percentage would have to equal one. 
Similarly, the same is true for second serve won percentage 
and opponent’s second serve return won percentage, as well 
as break points saved percentage and opponent’s break points 
won percentage. Due to the nature of these factors, only first 
serve won percentage, second serve won percentage, and 
break points won percentage were used.

Data was available for these top ten male players for both 
individual matches and season-wide aggregates. In addition 
to grabbing the matches, the season-wide data was also 
gathered. This data included the same independent variables 

that were used above. The season-wide stats were used to 
demonstrate an average estimate of the player’s performance 
relative to other players during that season. After the logistic 
regressions were created, the season-wide averages were used 
to predict the probability of each player winning a certain 
matchup. 

Statistical Design:
After gathering the data for each individual match, this 

data was used to create a logistic regression to predict a 
winner of a specific tennis match. Analyzing this data and 
observing the significance of each aspect of the game (i.e., 
first serve percentage won as it relates to the game outcome) 
eventually led to a model that uses the previously studied data 
to see the outcome of any match between top 10 players in the 
range that was discussed earlier. When listing the outcome, it 
showed the probability of one player beating the other.

Logistic regression was appropriate for several reasons. First, 
a logistic regression model was able to describe the statistics 
in a clear way. Through the regression model, prediction 
charts may be developed to demonstrate the likelihood that 
one player will win against another specific player as long as 
both player’s individual data sets have been included in the 
modeling. By using a logistic regression model, it was evident 
which variables were statistically significant. By knowing this, 
one can produce probabilities for which players would win in 
future matchups, as one player might be better than the other 
player in a category that is essential for a win. The logistic 
regression model fits around this concept of significant data 
and uses a player’s success in this essential data against given 
opponents to determine future outcomes of these matches. 
For the model to be a good fit, it is important to experiment 
with different combinations of independent variables to 
produce the best result.

This model was extremely helpful for predicting outcomes 
as it gave a precise probability of who would win in each 
match based on an individual’s previous matches. Not only 
does this allow outside individuals to predict winners of 
matches, but it also allows individual players to focus on 
which skills or strategies require improvement to win more 
matches. If tennis players could see how these statistics can 
change the outcome of their game, they would benefit in their 
game strategies.
�   Results and Discussion
A logistic regression model was developed to determine 

the correlative effect between a player’s individual game 
statistics (like first serve won percentage) and the likelihood 
of winning the match against a similarly skilled opponent. To 
develop this model, the dependent and independent variables 
were carefully defined so that the model would not confound 
data between a match win and the statistics that led to past 
wins. 

First, the dependent variable in this model is a win variable 
where one represents a win while a zero represents a loss. 
Since the model is meant to be predictive, win was a logical 
dependent variable to select because this type of model 
anticipates outcomes of events which may only have two 
outcomes; in the instance of tennis, the outcomes are either
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wins or losses.
To create the program, the outcome of the match was 

recorded as a binary number, either being one for a win or 
zero for a loss. For instance, if Roger Federer defeated Andy 
Murray during a match in 2019, the dependent variable on 
Federer’s data would have an output of the number one to 
indicate that he had won, whereas Murray would have an 
output of the number zero to indicate a loss. The statsmodel.
api package in Python was used to create this logistic 
regression model. Using the “Logit” function associated 
with this package and incorporating the data as outlined, a 
regression was developed. 

The independent variables in this program were the 
performance statistics that were discussed in the previous 
section (and defined in the Appendix): First Serve Won 
Percentage, Second Serve Won Percentage, First Serve 
Percentage, Break Points Won Percentage, Ace Percentage, 
and Double Fault Percentage. These are independent variables 
because their values are used in order to determine the 
probability that a given tennis player will win a hypothetical 
match against another player. 

Table 1 demonstrates the results of the logistic regression 
for the matches of the top 10 ranked male players in Grand 
Slam tournaments from 2015-2019. The table is organized 
to emphasize the coefficients for independent variables. 
The significant independent variables were First Serve 
Won Percentage, Second Serve Won Percentage, First Serve 
Percentage, and Break Points Won Percentage (Table 1). The 
variable’s significance is based on P values, where the lower 
the P value is, the more significant it is in predicting the 
outcome of the match. The coefficient shows the direction 
and magnitude of the effect of the variable.

Many of these variables had extremely low P values, 
acceptable at the .001 level, meaning that they were all 
significant towards the outcome of the game. The sign (either 
positive or negative) of the coefficient explains how it affects 
the dependent variable. A positive coefficient would mean 
that increasing the value of the independent variable will also 
greatly increase the probability of a win. The magnitude of 
the coefficient shows how big of an effect it has. The larger 
the coefficient, the greater the effect of a one unit increase 
or decrease of the independent variable on the dependent 
variable. Moreover, the coefficients of several of these statistics 
were relatively high. The lowest coefficient was “Break Points 
Won Percentage” at 4.38.

Ultimately, the ace percentage and double fault percentage 
were both deemed insignificant in predicting the outcome of

a tennis match between top players. One reason why these 
factors might not prove essential to match outcome could be 
because aces and double faults do not make up a large portion 
of points in a tennis match. When professionals play against 
each other, double faults are rare, and aces are uncommon. 
Although the ace percentage was insignificant, it may have 
had a negative coefficient because it could have been correlated 
with double faulting and, therefore, aggressive serving. When 
a tennis player serves more aggressively, he or she is more 
likely to have aces but also more likely to have double faults. 
For tennis professionals, the serve and return are necessary 
for the game play, so players always focus on these parts of 
the point. Professional players make sure they do not “give” 
their opponents a free point by double faulting. Further, 
aces are rare because players are trained not to miss the ball 
completely on a serve or to let the ball bounce multiple times 
on his side of the net; both of these are relatively simplistic 
errors and somewhat upcoming to professional play.

To produce prediction probabilities for hypothetical 
matches of all the top 10 players against each other, another 
logistic regression model was created using only the four 
significant variables with LogisticRegression from the 
sklearn.linear_model package in Python. After creating this 
model, the “predict_proba” function was used to produce 
prediction probabilities. This package was used to predict 
probabilities due to a lack of function in the statsmodel.api 
package to perform the same functions.

The data that was used to predict the outcome of the 
matches were the season statistics. To help calculate the 
predictions, the program used the differences between the 
season-wide statistics across the whole range of top players. 
The difference of the season-wide statistics were the data that 
was used in predicting outcomes of all hypothetical matches 
among the top 10 players from 2015-2019. Furthermore, only 
the significant independent variables discussed earlier were 
put into the regression model. Including the insignificant 
statistics would skew the results of this model if the program 
used independent variables that were not significant towards 
the outcome of the match.

By focusing on the study findings, readers can see the 
importance of individual strategy on a player’s game 
outcomes. For example, by discovering how significant serves 
are to a game’s outcome, along with the importance of aces, 
players can determine how aggressive to be when serving 
and which type might yield the best outcome in the game. 
Also, the “break points won” percentage shows the level of 
importance in winning games when the tennis player has a 
high advantage where he needs to win that point to secure 
the win in that game, giving a perception of the importance 
of “clutchness.” It is important for players to be able to win 
breakpoints as every time they have a lead, they are able to 
finish it so they can save energy and the momentum swing of 
an opponent’s comeback. 

After this model was created, there were many compelling 
findings. The model makes player rankings more evident. One 
such finding was that Milos Raonic had a greater than 50% 
win probability against all players during the 2018 season. 

Table 1: Logistic regression results to determine a win or loss.  

a Indicates significant value.  
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However, the player who had less than a 50% probability to 
win against all players was Martin Klizan in 2018. Raonic in 
2018 has one of the highest first serve win percentages out of 
all the players while Klizan in 2018 had one of the lowest. This 
shows how the model recognizes the importance of first serve 
won percentage and how much it takes part in determining 
the outcome of the match. In addition to finding the best and 
worst player with the average predicted probability against all 
the other players, it was also found that the top 10 players 
with the highest average predicted probability against other 
players and the bottom 10 (Table 2). The probability matrix 
in the Appendix contains a player’s probability of beating each 
player in the dataset. The probabilities come from the player, 
whose name is located in rows, and his chance of beating each 
player, whose name is also in the columns. However, due to 
efficiency and readability, the matrix uses a number in place 
of each name. The number correlates to the row number 
the player was on in the dataset. For instance, in the table, 
when looking at Rafael Nadal in 2019, the number that takes 
its place in the matrix table is the number 1 as he was the 
best performer in 2019, leading him to be the highest in the 
dataset. After building the matrix, the mean probability was 
calculated by averaging the values of each row (Appendix).

From these results, there were also some interesting cases 
that despite the player performing better in the statistics that 
were significant towards the outcome, they still lost. This can 
occur many times as tennis is also a game of luck and there 
can be situations where a player is performing better than 
usual but is not able to pull off a win. For example, since each 
set is a race to 6, a player could win the first two sets 6-0, then 
lose the next three 7-5 but overall have better performance 
statistics.

�   Conclusion
This model was successful in its attempt to display which 

statistics were significant out of the list of selected independent 
variables. The regression showed that the significant variables 
with a low P value were First Serve Won Percentage, Second 
Serve Won Percentage, First Serve Percentage, and Break 
Points Won Percentage. There were many possible reasons 
why these were the significant values as the other insignificant 
values are mostly uncommon occurrences in professional 
tennis games. After examining the predictions created from 
the regression model, there were several intriguing results. One 
such result was that a player could have a better performance 
in the statistics of the significant values than his opponent 
but would still lose on occasion. One reason for this could be 
a player dominating in the first few of his sets but losing in 
total as his opponent would win all the other sets by a small 
amount. Even though the player still won more points in total, 
the opponent still won all the other sets which secured him 
a win. 

This paper was written to help tennis athletes and avid 
tennis-watchers to understand which statistics are significant 
towards determining the outcome of a match. Also, this paper 
provides another perspective on the use of Python to simulate 
tennis matches. As tennis popularity trends upwards, there 
still has not been much research on data science surrounding 
this sport. Nevertheless, tennis enthusiasts have been curious 
about the creation of a program that could determine which 
professional tennis player would beat another. Many game 
strategies are based upon which shots matter for a win. After 
this research, it is clear how important it is to win games 
starting with the first serve as it makes up for a large portion of 
the game. This emphasizes the importance of being ready for 
a return right after a strong first serve. If a player hits a strong 
first serve, returning another strong shot will be essential for 
starting the match. Tennis attracts many players, and it is a 
game of necessary strategy, making data science an excellent 
choice for studying this field and how players can perform 
their best.

Future Directions :
While the results from the initial analysis seem promising 

to predict tennis outcomes, repeating this modeling with 
other populations would increase the reliability. In the future, 
this model could be used on a larger sample size. Having 
more match data would demonstrate whether this model is 
applicable to a greater population. Further, including female 
tennis players in the sample to see if the model can still 
accurately predict outcomes in more than just male athletes 
would produce an interesting complement to this research.

Additionally, the data used in this sample was from 2015 
to 2019–before the COVID-19 pandemic. It would be 
interesting to see how the model fits games played during 2020 
and beyond, in which there would be different conditions such 
as little to no crowds, increased safety protocols, and possible 
psychological stressors for the players. 

If the model described here is found to be consistent and 
generalizable with a larger population, creating a program in 
which a user-interface allows someone to pick two players 

Table 2: Top 10 best and worst players used in statistical analysis.  
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within a range and have it output their probabilities would 
produce a practical data model. 
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� Appendix
Ace Percentage: The percentage of a player’s serve, typically 

the first serve striking with maximum force, that is so powerful 
to which the opponent is not able to return the serve at all by 
missing the ball completely or letting it bounce twice.

Double Fault Percentage: In tennis, a tennis player has 
two opportunities to start a point when it is his turn to serve. 
Typically, professional tennis players do not miss these two 
opportunities as that would be a free point awarded to the 
opponent. The double fault percentage shows out of all the 
points the athlete played when he was serving, how many 
of those times did he miss the second opportunity, which is 
supposed to be much more conservative than the first serve, 
where he hits the ball into the net or out of the box.

Break Points Won Percentage: Break points describe the 
points in a tennis game where a player is one point away from 

winning the game. In typical scoring, the player will be at the 
highest point number, 40, and if he wins this final point, then 
he secures the game. This is especially important for players to 
be able to finish their games when in the lead.

First Serve Won Percentage: The percentage of a player 
being able to win the point off of the first serve. This indicates 
that a player is able to win most of his points during the first 
serve.

Second Serve Won Percentage: The percentage of a player 
being able to win the point off of the second serve. This is 
usually much lower than the first serve win percentage as a 

Player Code Reference:  
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Probability Matrix:  
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ABSTRACT: The idea of an orbital tether was first proposed by the Russian scientist Konstantin Tsiolokovski. This study 
optimizes and develops on the idea of the Russian scientist. By combining different methods, this study shows how a momentum 
exchanging rotating orbital tether can be built for space travel and it compares this method of space travel to the conventional 
methods of space travel.  
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� Introduction
As technology advances, traveling to other planets and 

colonizing them seem inevitable. Although there are 
companies that try to commercialize a space experience, what 
they offer is no more than five minutes of zero G. The main 
reason why space travel hasn't been commercialized yet is 
because of the lack of access to the Earth’s orbit. It takes giant 
rockets filled with expensive chemical propellants to get into 
the Earth’s orbit and then launch to outer space. This makes 
a rocket launch very expensive and dangerous which makes 
space travel unaffordable. 

The Earth Orbiting Tether or the structure called Skyhook 
aims to reduce the cost of putting a satellite or a payload into 
low earth orbit. It allows payloads or satellites to be raised to 
a higher orbit in which then they can use a meager amount 
of propellant to accelerate to escape velocity. The structure is 
built with a strong fiber that makes up the tether which orbits 
around the Earth.

This study aims to optimize, improve, and build on the idea 
while also comparing it to the conventional ways of space 
travel. The technologies that are discussed in this study are 
based on existing technologies. 

Importance of The Subject:
If this project were to be built, its impact on space 

exploration would be significant. It would significantly reduce 
the propellant needs in space missions, which would make 
these missions much cheaper compared to their predecessors. 
Since the tether can accelerate objects into space, it can do the 
opposite: decelerating incoming objects. This allows landing 
on places where it is hard to decelerate, for example, asteroids. 
Since there is no atmosphere to slow the objects down; the 
orbiting tether can do that job. This would allow asteroid 
mining which would advance humanity in resource gathering.
� Discussion
Background Research:
The concept of a skyhook was first proposed by a Russian 

scientist named Konstantin Tsiolokovski. He wrote about 
the possibility of an object’s withdrawing from the earth 
with the aid of a rigid structure (tower) that would extend 
upward at right angles to the earth’s surface.¹ Artsutanov 
then developed his idea with a 36,000 kilometer stationary 

satellite.¹ Extending straight up and down from the satellite 
are the lengths of the cable.¹ The lower end of the cable is 
secured to the earth’s surface and the upper end does not need 
to be anchored as if it were on a “skyhook.”¹

There hasn’t been a skyhook sent into the atmosphere, but 
there have been a number of flight experiments exploring 
various aspects of the space tether concept in general. One of 
these being a draft proposal for a skyhook system for NASA 
under the name of HASTOL (Hypersonic Airplane Space 
Tether Orbital Launch).²

Proposed Orbital Tether Structure Operational Methodology:
In a momentum exchanging orbital tether, a long thin cable 

is placed in orbit and set to rotate around a center of mass. 
In one end of the tether a docking structure is present for an 
incoming payload to connect to the tether at a lower orbit. If 
the rotation of the tether is timed correctly with the payload’s 
position, a specialized quadtrap can dock the payload to 
the tether (See Figure 1). The details of this structure will 
be discussed throughout this section. After the payload has 
successfully docked to the tether, the rotation of the structure 
will accelerate it to a higher orbit. The structure then releases 
the payload at a high orbit setting it on course. After the 
release of the payload the tether is off its operational orbit. 
In order to readjust its orbit to the operational one, the tether 
can catch an incoming payload to regain momentum. If there 
are no arriving payloads at that time the tether uses the ion 
boosters to readjust its course. The operational summary can 
be seen in Figure 2. 

Figure 1: Momentum exchanging rotating orbital tether structure operation 
overview. 
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Ion Boosters:
After launching each payload into outer space, the structure 

loses momentum. The structure may slow down other 
incoming payloads to regain its momentum. However, if there 
are no incoming payloads at that time or if an emergency 
takes place the structure will need an auxiliary system to 
correct its orbital course. Ion boosters placed in the center of 
mass of the structure will help with the re-adjustment of the 
orbit at will. Ion booster’s efficient use of fuel and electricity 
make modern spacecrafts travel farther, faster, and cheaper.³ 
This structure will have seldom refueling since the engines on 
board need a small amount of fuel to continue the operation 
for long periods of time. In summary, the high fuel efficiency 
of ion boosters makes them a great choice for the proposed 
structure. For instance, the ion boosters in the Deep Space 
1 mission used less than 159 pounds of fuel in over 16,000 
hours of thrusting.³

Tether:
A tether, also known as a space tether in the context of space 

traveling, is a long cable which can be used for propulsion, 
momentum exchange, stabilization and altitude control, 
or maintaining the relative positions of the components 
of a large, dispersed satellite spacecraft sensor system.⁴ 
The proposed structure will employ a rotating tether for 
momentum exchange, which essentially works by creating a 
controlled force on the end-masses of the system. 

The tether in this structure will be exposed to intense 
amounts of tension so the fiber should be strong. A synthetic 
fiber called zylon is designed to withstand tensions like this. 
The fiber is like Kevlar that is used in bullet proof vests and 
will be used in this structure as the tether’s main component.

Docking Station:
Docking to the momentum exchanging rotating orbital 

tether structure is a challenging task. Since the docking tip of 
the structure is traveling at high speeds, timing the docking 
sequence is paramount to the mission's success. However 
conventional docking procedures that are used in current 
space missions take up minutes.⁵ To dock to this structure the 
aircraft will have no longer than seconds, so a new method 
of docking must be used. A method proposed by Soresen 
Kirk and his colleagues in a recent study will be taken in 
consideration for this research paper. At the tip of the tether 
a mechanism named “quadtrap” will be attached. Quadtrap is 
a rectangular mechanism that has two configurations: 

and open (See Figure 3). The mechanism quadtrap acts as 
a trap to guide the payload to a center point. In an open 
or deployed position, the capture mechanism has all four 
spreader bars translated at a maximum displacement from 
each other (See figure 3).⁶ In a fully closed position the four 
corner nodes come together to close around a point.⁶ In the 
middle position the payload has been securely captured and 
the docking window is met.⁶

Suborbital payload shuttle:
The docking tip of the momentum exchanging orbital 

tether dips down to earth around 80 to 100 kilometers 
above the sea level. This means that the payload cannot be 
delivered via jet engines since they can’t reach such extreme 
heights. The proposed solution for this is a combination 
of both jet engines and rocket propulsion. The payload 
will be delivered via a suborbital space shuttle similar to 
the spacecraft “SpaceShipOne.”⁷ A payload shuttle will be 
specifically designed to help with the docking of the payload. 
The designed payload shuttle will be attached to a normal 
jet engine powered aircraft that will carry it to the maximum 
cruising altitude. From there the rocket-powered payload 
shuttle will launch itself in the air reaching the desired 
height and then glide back to safety with its wings; similar 
to the mission “Tier One” which involved the spacecraft 
“SpacesShipOne” and the carrier “White Knight”(See Figure 
4). This design is very effective in reducing costs since the 
spacecraft is reusable and if the payload fails to dock the 
payload won’t go to waste.

Comparison to conventional methods of space travel:
All conventional space missions have large amounts of 

rocket fuel to get the payload to escape velocity. If you want 
to add more payload you need more rocket fuel. More rocket 
fuel means a heavier rocket, and heavier the rocket means 

Figure 2: Operational summary of momentum exchanging orbital tether 
structure. 

Figure 3: Quadtrap design open and closed configurations.6 

Figure 4: SpaceShipOne suborbital spacecraft attached to the carrier 
White Knight.⁷ 
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more rocket fuel. So, in all space missions, mass is arguably 
the biggest constraint. For each kilogram of payload mass, a 
significant amount of propellant is needed for altitude control, 
orbit transfers, momentum dumping, station-keeping, and 
a variety of other applications during the lifetime of the 
mission. Currently, the average cost to launch a kilogram of 
payload mass into Low-Earth Orbit (LEO) is $10,000.⁸

With the use of the momentum exchanging orbital tether 
that is being mentioned in this research heavier payloads 
can be launched into space with ease. Since large amounts 
of rocket fuel is not required to accelerate the payload to 
the escape velocity, larger amounts of the total mass can be 
dedicated to actual payload and not to rocket fuel. To make 
a comparison the previous Mars mission “Perseverance” will 
be examined. 

As listed in Table 1, the launch services of the latest Mars 
mission took up about 9% of the whole budget. The latest 
Mars mission was expensive because it included state of the 
art equipment that’s why the launch services seem like a 
small fee. However if a mission required just to send building 
materials to Mars the cost of sending something would be 
much more than the payload sent. 

On the other hand for the momentum exchanging orbital 
tether the launch services solely depend on the reusable 
spacecraft (after the structure has established an orbit). 
Since the suborbital payload shuttle discussed in this paper 
was similar to the spacecraft used in the “Tier One” mission 
we can compare the costs of development, construction and 
operation. Although the costs of development, construction 
and operation for mission “Tier One” were not publicly 
shared it was estimated to be around 20 to 30 million 
dollars.¹⁰ This means that this method of space travel can 
operate continuously with just 1% of money spent on one-
time conventional launch service.
�   Conclusion
Space travel, while being a topic of high interest, is usually 

very difficult and expensive. This study has demonstrated 
that the solution to make space travel cheap and easy has 
already been found. With the correct combinations of 
currently existing technology a fully functioning  momentum 
exchanging orbital tether can be built. Not only has this 
study shown that this design can work it also makes current 
methods of space travel irrelevant. This is because this method 
is highly reusable and a lot cheaper. Future research on this 
topic should include precise and accurate calculations of the 
instruments mentioned in this research.

Table 1: From Budget of Mars mission “Perseverance”.9
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ABSTRACT: Huntington’s disease (HD) kills approximately 2.27 people per million every year and slowly makes everyday 
activities more difficult for those with the genetic mutation. Key symptoms of HD include chorea, forgetfulness, impaired judgment, 
personality changes, mood swings, and depression. HD is clinically diagnosed by the HD mutation in the huntingtin gene: overly 
repeated C-A-G nucleotide sequences. Abnormal sequencing in the gene causes abnormal protein synthesis in the huntingtin 
protein, the impact of which compounds over time as the proteins create more clumps in the brain, which is why HD is mostly 
diagnosed in middle-aged individuals - when the proteins have had enough time to cause symptoms. HD is caused by prolonged 
damage to the striatum caused by the abnormal HD gene and protein which makes brain cells eventually die. The link between 
miRNAs and HD has been studied before but this study takes a step further by examining how this link can be exploited to create 
a cure. Using three types of strategically selected miRNAs, this study showed that encapsulating the miRNAs in exosomes for 
delivery into heavily damaged neurons increased cell proliferation. The 6-hydroxydopamine (6-OHDA)-induced HD model was 
used to test the impact of three different miRNA types and showed that all three miRNAs increase cell proliferation. Overall, this 
research focuses on the potential of miRNA with exosome use in therapeutic treatment for blocking neuronal cell death of HD 
patients. As current techniques evolve, this research can be used for the development of personalized therapy for HD patients.

 KEYWORDS: Molecular Biology, miRNA, Huntington Disease, 6-OHDA, Cell Death. 

�   Introduction
HD is caused by a genetic mutation in the Huntingtin 

gene (IT15) where the C-A-G nucleotide sequence is overly 
repeated. This discovery has been named the "CAG repeat 
expansion" where the general population has around 20 re-
peats in this gene, those with clinically diagnosed HD have 
over 40. Everyone with this mutation will show symptoms 
at some point in their lives, but the reason why most patients 
are middle-aged when first diagnosed is because of the im-
pact the genetic mutation has on huntingtin protein synthesis. 
The specifics of this protein’s function have not been eluci-
dated clearly yet, but scientists assume that the CAG repeat 
expansion causes abnormal protein function. These proteins 
are consistently produced over the span of a lifetime and form 
clumps in the brain causing both physical and neurological 
symptoms to worsen over time.¹ Although this phenomenon 
affects the entire brain, the striatum is most heavily impacted. 
HD does not have a cure at the moment partially because 
there simply is not enough information on the specifics of 
what happens to those with the mutation from a scientific 
standpoint.²

 Retinoic acid is a small lipophilic molecule derived from 
vitamin A³ that plays a key role in cell growth and differen-
tiation.⁴ In this experiment, it was used to differentiate the 
A172 Glioblastoma cell to mimic a neuron cell. Normally, 
retinoic acid is used to differentiate embryonic stem cells into 
motor neurons by altering both encoding RNA and miRNA 
expression⁵ and this is the main objective of retinoic acid use 
in this experiment as well. Cell differentiation is the process 

in which a cell transforms into a more specialized type. This 
process changes a cell’s shape, size, and energy requirements.⁶ 
Since HD is a neurodegenerative disease that is characterized 
by the gradual and progressive loss of neurons,⁷ an experiment 
aiming to find protective agents against the disease must take 
place using neurons, the cell type that’s affected by the disease.

Dopamine is a neurotransmitter that sends signals between 
neuron cells and is an essential part in controlling voluntary 
movements. An alteration of the dopamine balance in the 
striatum specifically leads to pathological conditions like HD. 
Changes in the amount of dopamine and its receptors cause 
abnormal movements and cognitive deficits. Evidence also 
shows that an increased level of dopamine release induced 
chorea, a defining symptom of HD, while a reduction leads 
to akinesia, the inability to make any voluntary action.⁸ Al-
though the reason behind cell loss in HD is unclear, it may 
be explained by excessive glutamate release from cortical and 
thalamic terminals or an increased sensitivity of glutamate re-
ceptors.⁹ Glutamate is another type of neurotransmitter and 
its receptor’s function is controlled by the activation of dopa-
mine receptors. This relationship suggests that an alteration 
in dopamine function and neurotransmission would signifi-
cantly impact the motor and cognitive symptoms of HD.⁹

 Using this relationship, this experiment uses 6-hydroxydo-
pamine (6-OHDA), a form of dopamine that has been used 
in Parkinson’s disease studies to induce neuronal damage. 
6-OHDA causes massive destruction of neurons and experts 
have been focusing on 6-OHDA’s intracellular mechanisms at 
the striatal level.¹⁰ Therefore, 6-OHDA can be used to mimic 
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increased mutated huntingtin (mHTT) expression while 
suppressing HTT phosphorylation at Ser421, a modification 
that would have protected it against mHTT accumulation.¹¹

Among many of its functions, such as maintaining the di-
vision amongst micro and macromolecules, exosomes are also 
produced by almost every cell in the body and are shown to 
impact distant cell signaling.¹² Since they are a commonly 
produced mobile extracellular vesicles, exosomes function as 
an intercellular communication channel for different proteins 
and microRNAs (miRNAs) even for distant cells.¹³ Recently, 
many studies have been conducted to find a relationship be-
tween exosomes secreted from specific cells and their impact 
on certain diseases. Such useful functions of exosomes have 
led scientists to utilize them for therapeutic purposes, one of 
them being HD.

MicroRNAs are small, non-coding strings of RNA with 
several functions that heavily impact gene expression which 
is why their specific role in genetic diseases and the overall 
human anatomy are being studied extensively. For example, 
one known function is how miRNAs regulate genes by cre-
ating bonds with the three untranslated regions (UTR) of 
messenger RNAs (mRNAs) to cause deregulation of the tar-
get gene's expression, essentially giving them the power to 
change the expression of multiple genes within a cell. This 
unique characteristic can be linked to potential positive or 
negative impacts the lack or abundance of specific miRNAs 
can have in a genetic disease.¹³ Some recent studies have 
even proposed links between miRNAs and exosomes as there 
has been speculation around miRNA secretion being con-
trolled by vesicular/exosomal-controlled mechanisms. Either 
way, exosomes do have a significant role within circulatory 
miRNA biology which is why exosomes have been used as 
transportation methods for miRNAs in some studies in or-
der to facilitate gene exchange. Since miRNAs cannot move 
on their own, scientists have proposed that miRNAs are 
encapsulated and transported by exosomes when leaving or 
entering cells.¹⁴
�   Methods
A172 Glioblastoma Cell Culture:
A172 glioblastoma cells from homo sapiens brain cells were 

cultured in RPMI 1640 media supplemented with 10% fetal 
bovine serum (ATCC) and 1% penicillin and streptomycin. 
Media was exchanged every three days during cell mainte-
nance. 0.25 % Trypsin-EDTA was used to detach the cells 
from culture flasks. 

Neuronal Differentiation by Retinoic Acid Treatment:
A172 glioblastoma cells were differentiated to neuronal cells 

by adding retinoic acid. The 50 mM of stock solution of the 
retinoic acid was prepared. 0, 10, 30, 50 μM concentrations 
were used to differentiate the retinoic acid. 

6-OHDA-derived HD Model:
The 100 mM of stock solution of 6-OHDA, a form of do-

pamine that has been used in previous Parkinson’s studies to 
induce neuron damage, was prepared. The diluted concen-
trations of 6-OHDA were prepared and incubated with the 
A172 glioblastoma cells. IC50 was calculated using the Prism 
7 program.    

Exosome Isolation :
To isolate the exosomes from the A172 cell, the Total Exo-

some Isolation Reagent (Invitrogen) and exosome depleted 
fetal bovine serum (FBS) were used. After harvesting the cell 
culture media, the cell supernatant was centrifuged at 2000 x g 
for 30 minutes to remove cells and debris. Then the superna-
tant was moved to a new tube. The 500 μl of exosome isolation 
media was mixed with the 1 ml culture media. After the cell 
culture media and reagents were mixed well by vortexing, the 
samples were incubated at 4 oC overnight. Then, the samples 
were centrifuged at 10,000 x g for 1 hour at 4 oC. The super-
natant was discarded and the pellet containing the exosomes 
was resuspended by PBS buffer.  

miRNA Transfection:
0.5 x 106 cells were prepared in the 6 well culture plate. The 

miRNA and RNAimax transfection reagent (Invitrogen) were 
mixed together to 1:3 molar ratio to form a complex. Then the 
isolated exosomes were added to the mixture and incubated for 
10 minutes. Then, the miRNA-RNAimax-exosome complex 
was added to the prepared cells. 

Cell Viability Measurement:
PrestoBlue (Thermofisher) was used to measure the cell vi-

ability. After the cells were prepared in the 96 well plate, 10 μl 
of PrestoBlue reagent was added to each cell containing wells. 
Then, the cells were incubated in the CO2 incubator at 37 oC. 
After incubation, Epoch microplate reader was used to mea-
sure the absorbance at 570 nm wavelength. 

Statistical Test:
All statistical tests were performed by the Prism 8 program. 

For all statistical analyses, a student t-test was used to calculate 
the p-value. The p-value lower than 0.05 was considered sta-
tistically significant.  
�   Results and Discussion

To find the optimal concentration of RA treatment for neu-
ronal differentiation, three different concentrations (10, 30, 50 
μM) were treated on A172 cells as shown in Figure 1. After 
24 hours of RA treatment, cell morphologies were observed. 
With increasing concentration of RA treatment, A172 cells 
elongated, exhibiting neuron-like morphology. However, at 

Figure 1: Microscopic images of A172 Glioblastoma cells treated by varying 
levels of retinoic acid (RA) for 24 hours. This result suggests that 30 μM 
concentration was the optimal concentration to differentiate A172 cells using 
RA. Scale bar = 100 µm.
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50 μM concentration, a large number of dead cells were ob-
served, indicating possible toxicity of the substance. As a result 
of qualitative observation of A172 cells after RA treatment, 
30 μM concentration was found to be the optimal concentra-
tion to induce differentiation, therefore this concentration will 
be used for the following experiments. Looking at the cell’s 
morphology, the sample treated with 0 μM of retinoic acid 
has several small pieces with the occasional dark or white spot. 
The rest of the samples, treated with 10, 30, and 50 μM of 
retinoic acid, all have a generally round shape that grows in 
size as the concentration of retinoic acid increases, showing 
the progression of cell division. These samples seem to be epi-
thelial with a long, stretched morphology. All cell samples are 
attached to the bottom layer of the petri dish and the image 
was taken from a bird’s eye view.  

Varying concentrations of 6-OHDA were treated on A172 
glioblastoma cells to observe their effects on cell viability by 
measuring 570 nm wavelength absorbance (Figure 2). Cell 
viability decreased exponentially upon 6-OHDA treatment. 
Increasing the concentration above 600 μM did not have 
any further effect on the proliferation rate. According to 
the best fit curve, corresponding IC50, which indicates the 
concentration needed to kill 50 % of the cells, concentration 
was found to be 49.73 μM. This concentration is used for the 
following experiments to induce HD-like conditions. 

Effects of three types of miRNA delivered by exosome 
on A172 cell viability were analyzed over the period of 96 
hours (Figure 3). 49.73 μM of 6-OHDA, as found in the 
previous section, was exposed to cells to mimic the condition 
of HD. 6-OHDA treatment consistently decreased cell 
viability with the progression of time, as the lowest value of 
absorbance was measured after 96 hours. For all three types 
of miRNA, miRNA and exosome combination seemed to 
increase the viability of cells for both control group and HD 
mimic group at all time points. The cell viability did not 
exhibit any significant differences between the three types 
of miRNAs after 24- and 48-hours incubation. There is no 
statistically significant difference in cell proliferation after 24 
and 48 hours between 6-OHDA only samples and miRNA 
transfected samples. For the miRNA combinations to take 
effect, they must be treated for a minimum of 72 hours, as 
shown by the p-values derived above. 

Data from Figure 4 shows there was a significant 
positive impact of the miRNA + exosome + reagent on cell 
proliferation after they were treated with 6-OHDA. However, 
the positive effect on cell proliferation may be induced either 
by exosomes with reagent or miRNA itself. To find out which 
factor derives the protective effect against 6-OHDA induced 
cell death, two conditions were tested with the addition of 
6-OHDA: 

Figure 2: Cell viability of A172 glioblastoma cell under 6-OHDA 
treatment. IC50 value is indicated in the graph. This experiment result 
indicates which concentration of 6-OHDA is able to cause 50% of cell death 
in the A172 cells.

Figure 3: Effect of exosome-derived delivery of three types of miRNA on 
6-OHDA-induced cell death during 24, 48, 72, 96 hours incubation. This 
result shows the long-term incubation of miRNAs and compares the results 
of manipulating the presence/absence of the miRNAs to 6-OHDA only and 
6-OHDA + exosome + miRNA sample. 6-OHDA only sample was set as a 
control sample and an unpaired student t-test was performed to analyze the 
statistical significance. p > 0.05 (ns), p < 0.001 (****). 

Figure 4: Effect of exosome and exosomal-miRNA combination on A172 
cell viability in 6-OHDA-derived HD model after 96 hours. This figure 
shows the protective effect of miRNA on A172 cells, indicating that the 
protective effect of miRNA and exosome complexes in Figure 3 was not 
caused by the exosomes. Exosome + 6-OHDA sample was set as a control 
sample and an unpaired student t-test was performed to analyze the statistical 
significance. p < 0.05 (*), p < 0.001 (****)..
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1) exosomes with reagents 2) exosomes with reagents + 
miRNA.

Figure 4 shows that there is almost no difference in cell 
proliferation between cells treated only with 6-OHDA versus 
those treated with the exosome + reagent combination while 
there’s a clear increase in cell proliferation in samples treated 
with the miRNA types as well showing that the impact of 
the last three bars is solely due to the addition of different 
miRNA types. Also, the error bars in the second and third 
bar graphs are almost zero, meaning this data is very reliable, 
again showing that the exosome + reagent combination had 
no positive impact on cell proliferation. On the other hand, 
the error bars for the fourth and last columns are quite 
significant but still show an increase in cell proliferation since 
the lower and upper bounds of all error bars still have a higher 
level of cell proliferation when compared to the second, 
6-OHDA only bar. Therefore, the protective abilities of all 
three miRNA types against cells dying from 6-OHDA have 
been demonstrated.

 �   Conclusion
Prior to the experiment, it was predicted that the insertion 

of certain miRNA types would increase proliferation in cells 
dying from HD, mimicked using 6-OHDA. Since the miR-
NA types were chosen based on pre-existing knowledge about 
miRNAs that are types impacted in the brains of HD patients, 
an experiment targeted towards ameliorating this shortcoming 
should have positively impacted cell growth that was already 
dying from HD. This hypothesis was supported as shown by 
Figures 3 and 4 as they clearly show that all three miRNAs sig-
nificantly enhanced cell viability under 6-OHDA treatment. 

While the change may seem trivial, considering that this 
experiment is exploring unknown topics with a lot of room 
to grow, this initial data is promising. Not only does it use 
6-OHDA to mimic HD, but it also shows that miRNAs are 
effective in protecting cells from neuronal damage. This study 
is one of the first to explore how miRNAs can be used as a 
therapeutic method against HD and, unlike others that focus 
on one specific type, miR-124, this study explores the possi-
bility of three additional types. One extension this research 
can take is to use combinations of the three types tested above. 
Since all three miRNAs have shown a positive impact on cell 
proliferation, their combination may further enhance the ef-
fect. If miRNAs prove to be an effective therapeutic in fighting 
HD, this disease might have its first cure. Granted, not every 
patient has the same circumstances so there cannot be just one 
solution, but by finding protective miRNAs and potentially 
using different combinations for each patient, this can be a po-
tentially effective way to at least slow down disease progression.

In other studies that have used miRNAs and exosomes to 
discover more about HD, most have used cells from anoth-
er species to transfect into a miRNA vector. For example, a 
previous study used genetic cloning technology to replicate 
their target miRNA into a plasmid to create miRNA vectors. 
They then transfected HEK 293 human cells with the miRNA 
vector and the resulting cells were put into a medium where 
scientists later chose cells that overexpressed the target miR-
NA.¹⁵ The chosen cells were cultured into an exosome-free 

medium where the exosomes in the cell were isolated and the 
level of target miRNA left was quantified. To finish, the scien-
tists injected the exosomes they harvested, that now had their 
target miRNA, into transgenic mice using a syringe. 

This experiment, on the other hand, has differences that im-
prove the efficacy and accuracy of the previously mentioned 
process. First, this experiment eliminates the need for vectors 
and cultured cells, allowing for the target and origin cell for 
exosome isolation to be from the same subject. Much like the 
idea behind organ transplants, it is much more preferable and 
beneficial if the original cell where an exosome was derived has 
a similar genetic makeup as the target cell as there is a signifi-
cantly lower possibility of the target cell rejecting the exosome. 
However, this concept is not applied to the current, widespread 
method of miRNA delivery which is why this study proposes 
a method that theoretically would work. Therefore, this study 
will be able to explore the possibility of a method that can 
produce remarkably more accurate results thanks to the use of 
native cells.

As a whole, discovering effective miRNA types to recover 
and heal the neuron cells damaged from HD will be the first 
plausible cure/management method for the disease. While 
the specific method for injecting miRNAs into living human 
brains can be a future extension, this study shows the strong 
possibility of this treatment method panning out theoretically. 
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