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RESEARCH ARTICLE

Comparison of Machine Learning Methods for Early Diagnosis 
of Parkinson’s Disease from Voice Recordings        

Aadya Bhat              
Eastlake High School, 400 228th Ave N.E., Sammamish, WA, 98074, USA; aadyabhat2005@gmail.com 

ABSTRACT: Parkinson Disease (PD) is a common neurodegenerative disease that affects dopaminergic neurons, resulting 
in muscle impairment. However, in about 25% of patients, PD is incorrectly diagnosed, leading researchers to seek new methods 
of diagnoses. Specifically, a common side effect of PD is vocal dysfunction, which can be observed up to 5 years before clinical 
diagnosis. Thus, researchers more recently have focused on speech pattern analysis using machine learning (ML) for improved 
accuracy and early diagnosis. Using an open-source dataset from University of California Irvine’s ML repository, a comparative 
analysis was conducted on 4 ML techniques -- the Support Vector Machine (Radial Basis Function and Linear Kernel), Multi-
Layer Perceptron, and Random Forest. Out of 700+ features available, the tunable q-factor wavelet transform (TQWT) and 
mel-frequency cepstral coefficient (MFCC) features were extracted. Various combinations of these features were used with the 
different ML methods to identify the optimal feature and method for increased accuracy in PD diagnosis. Results identified the 
Random Forest methodology used with half TQWT and MFCC features as the overall best method, with a mean accuracy rate of 
86% and area under ROC curve (AUC) measure of 0.86. This is higher than the accuracy rate of clinical diagnosis made by both 
experts in movement disorders (79.6%) and nonexperts (73.8%).

 KEYWORDS: Computational Biology and Bioinformatics; Computational Neuroscience; Parkinson’s Disease; Support 
Vector Machine; Multi-layer Perceptron; Random Forest. 

� Introduction
Parkinson’s Disease (PD), a nervous system related move-

ment disorder that worsens over time,¹ is the second most 
common neurodegenerative disease in the United States.² 
Additionally, it is projected that the number of PD cases will 
rise as the global population ages.³ PD is caused by the death 
of dopamine secreting neurons (i.e., dopaminergic neurons); 
by the time of clinical diagnosis, up to 50% of dopaminergic 
neurons could be lost.⁴ The speed at which this loss occurs 
means that it is too late to significantly slow down the pro-
gression of the disease, and treatment options are limited and 
often ineffective. For this reason, early diagnosis through new 
diagnostic markers is critical. One novel method for early di-
agnosis is from analysis of speech patterns.

Along with tremors and other symptoms, speech disorders 
can manifest in PD cases and have been observed as early as 
five years prior to clinical diagnosis.⁵ Furthermore, in the ear-
lier stages of the disease progression, 90% of patients exhibit 
vocal dysfunction.⁶ However, in about 25% of patients, PD 
is diagnosed incorrectly,⁷ and there is only a 73.8% accuracy 
with clinical diagnosis made by a non-specialist in movement 
disorders.⁸ Thus, researchers consider machine learning tech-
niques important tools, which can use vocal recordings to 
learn and implement pattern recognition for improved accu-
racy in diagnosis. This can be used to solve either regression 
(finding optimal function) or classification tasks (categorizing 
data), for early detection of PD by learning to separate audio 
samples into PD cases or Healthy Control (HC) categories. 
Within the application of PD diagnostics, this would be a 

binary classification task, meaning the grouping of data into 
one of two categories (PD or HC).
� Literature Review
In prior research, results of studies using machine learn-

ing to detect PD have been undermined due to use of small 
datasets. Typically, the datasets used have less than 60 PD 
cases with various successes. For example, research conducted 
by Tsanas et al. (2012) resulted in 98.6% detection accuracy 
in a dataset with 33 PD patients.⁹ Another experiment by 
Hemmerling et al. (2016) using 50 PD and 50 HC had 82% 
accuracy in males and 90% for females.¹⁰ While these scores 
are impressive, the small size of the data and lack of clarity in 
whether validation schemes (such as the leave-one-out cross 
validation) were applied leaves much room for doubt about 
generalization to new patients.

While Vaiciukynas et al. (2017) address the identified is-
sues of small sample size, the study is conducted with patients 
speaking in the Lithuanian language and so may not generalize 
to English speaking patients. Eighteen audio feature sets were 
extracted from both acoustic cardioid and smartphone micro-
phone audio recordings, then fed through a Random Forest 
(RF) algorithm involving decision trees with classification 
tasks. Out of bag error rate, which is a method for measur-
ing predicted error used in accuracy evaluation and tuning of 
parameters,²,³ functioned as the validation scheme for clas-
sification accuracy. One of the findings of Vaiciukynas et al. 
(2017), was that mel-frequency cepstral coefficient (MFCC) 
in unvoiced modality (unvoiced segments of signals) was the 
most important feature for smartphone recordings.¹¹
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Another methodology utilized to solve this classification 
task was Support Vector Machine (SVM), as used by Har-
iharan et al. (2014). This methodology fed raw dysphonia 
features (audio features) for feature weighting (assigning 
higher weights based on importance of feature during selec-
tion process), which then was processed for feature selection/
reduction, and then finally was classified by least-square sup-
port vector machine (LS-SVM), probabilistic neural network 
(PNN) and general regression neural network (GRNN).¹² 
This process resulted in 100% accuracy in classification; how-
ever, this research used a small dataset from around twenty 
PD patients, and did not specify validation techniques used. 
Additionally, overfitting is likely to be an issue when using 
many different techniques together for a small sample size of 
twenty PD patients. Therefore, it makes it difficult to state 
whether this technique is more effective than the previously 
discussed RF method.  
  Furthermore, the paper that created the open-source data-
set that is used in this paper utilized a different method, 
Multi-Layer Perceptron (MLP). This research by C.O. Sa-
kar et al. (2017) involved over 700 features including tunable 
q-factor wavelet transform features (TQWT) and MFCC.¹³ 
Overall, prior research has focused on applying or improving 
a specific machine learning technique for early diagnosis of 
Parkinson’s Disease in patients. Research by C.O. Sakar et 
al. (2017) compared the various individual methods to deter-
mine which is more effective and yields a higher classification 
accuracy. It also compared the effects of 84 MFCC and 432 
TQWT on classification accuracy in a top-down approach, 
removing said features and running analysis on the remaining 
238 other features.¹³ As noted by Solana-Lavalle et al. (2020), 
various combinations of a smaller selected feature range of 
between eight to twenty feature sets showed increased accu-
racy (between 92.68% - 98.4%) compared to research by C.O 
Sakar et al. (2017).¹⁴

Accordingly, this study’s research would add to the existing 
knowledge by discussing which of the three methods is bet-
ter for this application in a bottom-up approach, conducting 
analysis on just the TQWT and MCCF features. This could 
help identify a minimal set of optimal features and machine 
learning methods to use for early detection of PD and other 
diseases that affect vocal production. 
�   Methods
The python coding language was used while working with 

the various machine learning methods. Python uses a combi-
nation of high-level data structures that is both a simple and 
readable object-oriented approach to programming. Python 
is considered an ideal language for scripting and application 
development across many areas in most platforms.²⁰

The dataset used is an open-source dataset published by 
University of California Irvine as a machine learning repos-
itory. To produce the dataset, audio samples of sustained ‘a’ 
vowel phonation from 252 subjects (188 PD and 64 healthy 
controls, or HC) were run with various speech signal process-
ing algorithms to extract 754 different features/attributes.¹⁵ 
Three recordings were taken (in the same sitting) from each 
subject, totaling 756 recordings or instances in the dataset. In 

this study, each recording was instead treated as an individual 
data entry.

Some of the clinically important information extracted for 
use include data from the application of MFCC and TQWT. 
MFCCs are described as emulating the filtering properties 
of the human ear to detect subtle changes in context such 
as speech identification and recognition, as well as medical 
diagnostics.⁹,¹³,¹⁶ TQWTs are wavelet transforms that are 
characterized by the tunable q-factor. Wavelet transforms, at 
a basic level, can be used to decompose data, functions, or op-
erators into different frequency components which are then 
studied at a scale that matches the resolution. A q-factor is 
the ratio of center frequency to the bandwidth of the wavelet. 
The tunable q-factor means that an optimal time frequency 
representation can be obtained.¹³,¹⁷,¹⁸ Table 1 describes these 
attributes in context for this application. 

One of the methods for completion of this binary classifi-
cation task is the Support Vector Machine (SVM). The SVM 
method is particularly known for solving linear and nonlinear 
classification problems, function estimation, and pattern rec-
ognition. The SVM essentially utilizes certain kernel functions 
to map the selected features on the optimal hyperplane, or 
high dimensional feature space. Here, the SVM available was 
used as a pre-existing built-in function in scikit-learn (called 
sklearn, a free software machine learning library). The SVC 
(support vector classification) is imported from sklearn. SVC 
input has two arrays, one is x (which is holding the samples 
of MFCC or TQWT features), and y (of class labels - PD or 
HC coded as 1 or 0, respectively). This model was trained and 
validated using the train/test datasets and can then be used 
for predictions. For different linear and nonlinear (RBF) SVM 
classification, the kernel can be changed and set to the appro-
priate type of function, and the method will still remain the 
same.¹⁹,²⁰,²²

The Random Forest (RF) methodology can also be used for 
binary classification. RF utilizes decision trees to complete the 
task. A singular decision tree can be visualized similar to the 
branches or roots of trees and plants. Decision trees essentially 
split at nodes, where based on observations and the criteria for 
each branch of the split, one of the pathways will be chosen. 
This cycle will repeat with later sub-branches until only ho-
mogeneous nodes are left. Random forest is made of a forest 
of these decision trees that operate as an ensemble, with each 
of these trees spitting out a class prediction and the class with 
most votes becoming the model’s prediction. In this applica-
tion, the built-in random forest function from sklearn is used 
with all the defaults to produce results.²¹,²²

Table 1: List and description of the relevant features utilized, as defined and 
created by C.O. Sakar et al. (2017).13
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Another machine learning technique that can be used is the 
Multi-layer Perceptron (MLP). MLP is a non-linear mapping 
of input and outputs, and is made up of input, output, and 1 or 
more hidden layers with neurons stacked together. MLP is also 
a type of feed forward neural network, where each layer feeds 
information forward to the next layer for computation. For the 
learning aspect, MLP uses backpropagation, which allows for 
the adjusting of weights through iterations with the goal of 
loss function reduction (a measure of error). The sklearn li-
brary again has a built-in function, which is used with all the 
default hyperparameters, to classify subjects as PD or HC.²²

In order to determine the best methodology and feature com-
bination, the following feature sets have been tested for each 
type of machine learning technique listed above: all TQWT 
features, half of the TQWT features, all MFCC features, half 
of the MFCC features, all of the MFCC and TQWT fea-
tures, and half of the TQWT plus half of the MFCC features. 
The half sampling in each case was determined by alternating 
through the available features, selecting every other feature to 
be used.
�   Results and Discussion
Results:
The cross-validation technique used was the Stratified K 

Fold (SKF), which is available in the sklearn library. SKF was 
used because it is useful for dealing with imbalanced data and 
smaller datasets. K Fold cross validation involves splitting the 
data into a specified number of folds (10 in this case), then 
using the first K folds for training and testing on the rest of 
the fold. This process is repeated for each fold, and then the 
mean of the performance metric for all folds is returned. 

Results were measured in the form of the Area Under 
the Curve (AUC) of the Receiver Operating Characteristic 
Curve (ROC curve). ROC curve is a plot created by graphing 
the true positive rate against the false positive rate at different 
threshold settings. AUC is the computed area under the 
ROC curve and is used for performance evaluation of the 
machine learning method - the closer to 1.0, the better the 
performance. 

Based on comparisons of the mean AUC metric after cross 
validation, the best method across all feature sets was RF. As 
seen in Figure 1, across all methods, the mean AUC for RF 
is always higher than 0.8. Furthermore, Figure 2 highlights 
that for all methods (except RF), the highest AUC was 
achieved with the MFCC feature combination. The feature 
and machine learning method combination with the overall 
highest mean AUC, at 0.86, was RF used in conjunction with 
the half TQWT and MFCC features combination.

Discussion:
Across all methods, the classification performance got 

better when more data (features) was added, except in the 
case of MLP with the half TQWT and MFCC and all 
TQWT and MFCC feature combinations. This could 
perhaps indicate that the data is too high dimensional for the 
built-in function defaults and could require a more complex 
network for computation. 

The ROC curve plots shed some light on the classification 
split of different methodologies. As seen in Figure 3, MLP at 
times is struggling to complete the classification task, with a 
mean AUC close to that of chance (0.5) when used with half 
TQWT features. This could be due to dimensionality issues 
and may be solvable by identifying optimal hyperparameters. 
MLP also displays a lack of consistency, with a mean AUC 
range of 0.58 to 0.79 across all feature combinations.

The ROC curve plots for SVM Linear across all feature 
combinations shows the most consistency, with the mean 
AUC range being between 0.79 and 0.8. Additionally, the 
classification split seen in Figure 4 shows an interesting 
phenomenon: that the SVM Linear and MLP seem to find 
a similar split. This could potentially signal a legitimate 
split, with this third class being of “pre-Parkinson’s Disease” 
subjects exhibiting symptoms similar to those seen in PD 
patients, providing future directions for further development 
of current labels to include a middle ground.

 
Figure 1: Graph comparison of the mean AUC amongst the different types 
of feature combinations across machine learning techniques.

Figure 2: Graph comparison of the mean AUC, set up by method per 
feature combination.

Figure 3: ROC Curve for MLP using the half TQWT features. The mean 
AUC is 0.58, which is close to the AUC for chance (0.5). 
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�   Conclusions 
In conclusion, RF methodology and Half TQWT 

and MFCC feature set in conjunction resulted in the 
best AUC measure. Results can be further extended to 
address observations made including, changing the built-
in functions from the defaults or using a more complex 
network, accounting for a third class of ‘Pre-Parkinson’s 
Disease’ patients, and addressing potential dimensionality 
issues. Regardless, this research supports prior findings that 
the use of voice recordings and machine learning techniques 
results in higher diagnostic accuracy compared to accuracy of 
clinical diagnoses. This study aims to contribute to finding 
a minimal set of vocal features and simple machine learning 
techniques to detect PD earlier than currently possible and 
ultimately, through early diagnosis, improve quality of life for 
PD patients.
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Contemporary Trends in MRI and PET Imaging for the Early 
Diagnosis of Alzheimer’s Disease        

Bianca Chan              
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ABSTRACT: Recent advancements in Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET) 
have allowed us to measure brain changes that occur during various stages of Alzheimer’s Disease (AD). The utilization of these 
tools has arguably enabled us to effectively characterize important neural features of AD. Using Structural MRI, researchers have 
measured global and regional brain tissue loss and ventricular enlargement in AD Patients, evaluated by cognitive decline and AD 
clinical manifestations. Using Functional MRI and Perfusion MRI, researchers have detected abnormal network dysfunction and 
alterations in blood flow in the brains of AD patients, which occur along with neuropathological changes. Using PET, scientists 
examined reduced metabolic brain activity and glucose levels in certain brain cortices of AD patients. Although the exact cellular-
level mechanisms behind many of these neural phenomena are still unclear, these imaging methods have allowed us to dive deeper 
into the neural correlates of AD and have brought the possibility of diagnosing AD at the pre-symptomatic stage closer to reality.
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�   Introduction
Since the German physician, Dr. Alois Alzheimer, docu-

mented the existence of Alzheimer’s Disease in 1906, much 
insight has been gained about this neurological condition. 
Alzheimer's Disease (AD), a prominent type of senile de-
mentia, is a fatal neurodegenerative disorder most prevalent in 
individuals over the age of 60.¹ Although the etiology of AD 
is not fully understood, the two primary the histopathologi-
cal hallmarks of this illness in its early stages are notably the 
deposition of extracellular β-amyloid plaques and intraneu-
ronal tangles of hyperphosphorylated tau proteins across the 
brain, specifically within the medial temporal lobe.² General-
ly, β-amyloid plaques first aggregate in the basal cortex before 
spreading to other brain structures.³ Significant tau neuro-
fibrillary tangles have been found to correlate with subtle 
cognitive dysfunction in individuals without AD, hinting that 
it may be present during incipient AD or other pre-dementia 
stages, like mild cognitive impairment (MCI). These tangles 
first clump together in the transentorhinal area before spread-
ing throughout the limbic area and in the association cortices.⁴ 
Specifically, the spread of tau tangles defines the progression 
of the Braak stage of AD, which is made up of the so-called 
transentorhinal, limbic, and isocortical stages, respectively.⁵ 
Deposition of these proteins induces gradual neuronal damage 
in individuals with AD, leading to AD’s clinical symptoms. 
Moreover, protein deposition impedes neuronal communica-
tion before cell death, which also leads to memory problems, 
difficulties in word-finding, and the eventual, general cogni-
tive decline and difficulty handling day-to-day tasks apparent 
in individuals suffering from AD.⁶ Though these proteins are 
salient in the brains of individuals with AD, the current blood 
testing methods of these proteins are neither standardized nor 
specific or sensitive enough to confirm AD.⁷ In fact, current 
diagnostic tests for AD-related proteins are unable to differ-
entiate AD from other types of dementia. Medical imaging 

methods, such as PET imaging, are not only able to quantify 
the accumulation of amyloid-beta and tau pathology in the 
brain but can also precisely capture the neural changes associ-
ated with AD.⁸ Novel developments in AD detection—MRI 
and PET neuroimaging of AD structural and functional mea-
sures—are the primary focus of this review.  

Importantly, neurophysiological changes in individuals who 
eventually get diagnosed begin years before clinical symptoms 
manifest, a state called incipient AD. These changes — struc-
tural and functional — within the central nervous system are 
detectable using Magnetic Resonance Imaging (MRI). This 
non-invasive in-vivo approach has continued to contribute to 
our current scientific field of knowledge on AD. Moreover, it 
increasingly provides scientists hope for the prospect of using 
MRI to aid in detecting this illness before onset and inhibiting 
the further development of this disease through the rendering 
of therapeutic disease-modifying drugs. In this research paper, 
we will review the current knowledge around Structural MRI 
(sMRI), Functional MRI (fMRI), and Positron Emission To-
mography (PET) correlates of AD while emphasizing current 
high-resolution MRI analytic techniques for detecting the 
presence of AD before an individual is clinically affected or 
pathologically diagnosed.

Structural MRI Neural Correlates of Alzheimer’s Disease:
Structural Magnetic Resonance Imaging (sMRI), which 

provides white matter/gray matter contrast, has become a 
well-validated assessment of the rate and amount of tissue 
damage in characteristically AD-susceptible brain regions 
such as the medial temporal lobe. The primary use of sMRI 
for the detection of atrophy in AD uses automated methods to 
trace the change in thickness of specific regions of interest—
for instance, the hippocampus or entorhinal cortex—over 
time. Among the primary regions of interest, it has become 
clear that hippocampal volume loss is a major correlate of AD, 
and damage to this area is a likely cause of AD symptoms, 
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given that the hippocampus is an early site of tau deposi-
tion and MRI-based atrophic volume changes. Specifically, 
damage typically lies along the perforant or polysynaptic hip-
pocampal pathway. However, it is important to note that the 
hippocampus receives its input from the entorhinal cortex, 
meaning that tau deposition typically develops first in the 
entorhinal region, and damage to the area leads to hippo-
campal dysfunction. As the hippocampus plays a major role 
in mediating memory formation and retrieval, memory loss 
often characterizes the first symptoms of AD and is thought 
to culminate from atrophy of the hippocampus and the near-
by entorhinal cortex.⁹ 
  Additionally, sMRI has been used to measure global brain 
atrophy and appraise increased ventricular volumes. Studies 
indicate that the topography of tissue loss aligns with advanc-
ing cognitive deficits seen in symptomatic AD individuals, 
both cross-sectionally and longitudinally.¹⁰ Using sMRI, 
scientists can assess the various pathological and neurobio-
logical dynamics that correspond to the structural changes in 
the brain across a range of stages in the progression of AD. 
In doing so, we will evaluate how well tissue volume loss de-
tected by sMRI serves as a neurodegenerative marker of AD 
and its progression. 

Regional atrophy in AD and MCI:
Brain atrophy in particular regions, particularly the medial 

temporal lobe, has been able to distinguish patients with AD 
from healthy individuals, and thus serves as an advantageous 
marker for the diagnosis of the disease. Whereas the rate of 
normal aging atrophy is only about 0.7% annually, the rate of 
disease-related atrophy is about 1.4-2.2%.¹⁰ This means that 
the amount and degree of atrophy are much higher in AD 
than atrophy in healthy aging persons. Moreover, this rate 
increases approximately 0.3% annually in the years leading 
up to AD or Dementia diagnosis and it also accelerates as 
the brain transitions from normal cognitive performance to 
cognitive impairment, i.e., when MCI progresses to AD. Brain 
atrophy is also visible in individuals years before developing 
AD and before any manifestation of clinical symptoms.¹¹ 
This longitudinal study found that subjects who would later 
become AD patients revealed a reduction in left hippocampus 
volumes in the baseline scan compared to controls. At the 
end of the study, subjects who developed AD exhibited 
a hippocampal volume loss of more than 8% annually. In 
comparison, the hippocampal volume of the individuals who 
remained healthy did not display substantial differences from 
the controls at any stage throughout the study, with a mere 
1% loss in hippocampal volume in the 3 years of the study. 
In corroboration, subjects who would later be diagnosed with 
AD showed a significant degradation in brain tissue volumes 
in several brain regions such as the medial temporal lobes, 
posterior cingulate/precuneus, and orbitofrontal cortex in 
the baseline scan.¹² There was also a reduction in gray matter 
(GM) density in the right medial temporal lobe and posterior 
cingulate in individuals who would later develop AD and 
in individuals who were destined to have Mild Cognitive 
Impairment (MCI) when compared to controls. MCI is also 
known as prodromal AD and represents a transitional, clinical 

phase between normal cognitive aging and AD (although not 
all MCI cases are subject to conversion to AD).¹³

There appears to be a hemispheric effect to these findings. 
Atrophy in the right hippocampus is greater and occurs ear-
lier than the atrophy of the left hippocampus.¹⁴ On the other 
hand, there is a pattern of a greater volume of the right hip-
pocampus than the volume of the left hippocampus in normal 
aging individuals, a trend that is flipped through the progres-
sion of AD. This dynamical asymmetry change leads to the 
notion that there is often more right hippocampal volume loss 
than left in AD patients. Overall, the consensus is that brain 
atrophy in specific regions associated with AD pathology is 
present up to 10 years before the occurrence of clinical symp-
toms.¹⁵ This suggests that hippocampal atrophy is identifiable 
and detectable in MRI scans in the early stages or years be-
fore symptomatic AD, although when these changes begin to 
occur is unclear. Perhaps these changes could be evaluated in 
correspondence with the first deposition of tau and β-amyloid 
protein, the two ingrained pathological occurrences of AD, to 
ascertain the timeline of brain atrophy.

Volume loss in other brain regions can also serve as a predic-
tive measure of subsequent cognitive decline in AD. 6-month 
atrophy rates in medial and lateral temporal regions such as 
the left and right middle temporal gyri and left and right en-
torhinal cortices in healthy elderly, who would later develop 
AD, were prognostic of 2-year memory deterioration.¹⁶ Carri-
ers of the APOE ε4 allele, a gene that possesses greater risk of 
late-onset AD to carriers, also have accelerated cortical thin-
ning in the medial frontal and pericentral cortices, the area’s 
most vulnerable and fragile to aging as well as regions associat-
ed with AD and amyloid aggregation preceding the diagnosis 
of AD.¹⁷ Not only so, but these carriers who later develop AD 
demonstrated substantially reduced entorhinal cortex thick-
ness in comparison with carriers who did not develop AD. 
Brain atrophy rates have also been shown to accelerate as an 
individual nears the diagnosis of AD, suggesting that brain 
tissue loss does not occur linearly. Regional and global-brain 
atrophy rates soared 3 to 5 years before being clinically affected 
with AD in a cohort of pre-symptomatic AD autosomal dom-
inant mutation carriers, who are prone to develop early-onset 
familial AD.¹⁸ All in all, tissue loss in the brain can foreshadow 
the diagnosis of hereditary AD as well as the cognitive impair-
ment it brings in individuals with the APOE ε4 gene.

Ventricular Enlargement in AD:
Ventricular enlargement is characteristic of all forms of gross 

neuronal damage and reflects the expansion of cerebrospinal 
fluid into regions formerly occupied by living neural tissue.¹⁹ 
Naturally, ventricular enlargement is an explicit indicator of 
the advancement of Mild Cognitive Impairment and AD. For 
instance, total ventricular volumes in individuals who have 
AD and individuals who have MCI have been examined over 
6 months, with a comparison to the total ventricle volumes 
of healthy subjects.²⁰ Though overlap existed in all groups in 
the follow-up, it was apparent that both AD and MCI sub-
jects had greater mean baseline ventricular volumes than that 
healthy subjects and this difference grew over time. Compared 
to healthy individuals, subjects with AD also have 
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a 4-fold greater enlargement over the same 6-month period. 
Ventricle size may also distinguish between AD and MCI; 
compared to subjects with MCI, Subjects with AD had a 60% 
greater ventricular enlargement over 6 months. Furthermore, it 
is interesting to note that lower baseline cognitive scores were 
associated with a higher baseline ventricular size and a higher 
rate of increased ventricle size over time. To illustrate the scale 
of these changes, the ventricles expand by about 16% annually 
in AD patients—a stark contrast with the annual expansion 
of 1.5 to 3.0% observed in healthy age-matched individuals.²¹ 
Given the relationship between ventricle size and general neu-
ronal damage, ventricle size may allow scientists to summarize 
the amount of neuronal damage in the brain and evaluate dis-
ease progression at regular intervals. Overall, it can be deduced 
that ventricular enlargement is an effective marker in the mon-
itoring of AD. However, because ventricular enlargement is 
also present in MCI, it is not strong enough to serve as the 
sole diagnostic criteria for the transition between MCI and 
AD but should rather be considered alongside other measures.

Distinguishing AD and MCI Using Structural Changes:
Brain volume and cognitive dynamics in Mild Cognitive 

Impairment and AD have been explored and evaluated in 
comparison both with each other and with normal the elderly 
population. It is demonstrated that atrophy in both MCI and 
AD have strikingly similar patterns, although AD atrophy is 
naturally more severe than in MCI.²² Though, differences be-
sides the degree of atrophy may help distinguish MCI from 
AD. For instance, subjects with MCI show particularly less at-
rophy in medial temporal regions. Unsurprisingly, the extent to 
which the general pattern of regional atrophy in AD atrophy is 
mirrored in a given MCI subject is predictive of cognitive de-
cline and progressive structural brain degradation.²³ In other 
words, MCI subjects whose brain tissue loss most resembles 
the typical regional AD atrophy pattern tend to undergo a 
considerably higher rate of decline and, indeed, conversion to 
AD. This suggests that quantitative measures of atrophy from 
structural MRIs are sensitive to AD neurodegeneration, and 
although atrophy itself is nonspecific to AD, the degree of at-
rophy may be a sensitive hallmark of AD histopathology and 
a predictor of cognitive decline severity once the diagnosis of 
AD is established by other means.

Both atrophies within the entorhinal cortex and hippocam-
pus have been used to detect the conversion from a healthy 
state to MCI and from MCI to AD.²⁴ When distinguishing 
between healthy individuals and MCI patients, volume anal-
ysis using voxel-based methods suggests that the entorhinal 
cortex can serve as a better marker to distinguish between 
healthy controls and MCI patients, given that it deteriorates 
earlier than the hippocampus does in MCI. In other words, 
when AD patients are not included in the analysis, entorhinal 
cortex structural change is the most feasible classification to 
discriminate between healthy aging individuals and MCI indi-
viduals.²⁵ On the other hand, volumetric measurements of the 
hippocampus seem to be the most viable method for discrim-
inating between AD patients from healthy controls and AD 
patients from MCI patients. This is in part due to its some-
what later deterioration and due to the inaccuracy introduced 

by the entorhinal cortex’s small size, especially when it has 
heavily atrophied in the later stages of AD progression.²⁶ Fur-
ther studies also corroborate these findings: one contends that 
the entorhinal cortex alone does not yield additional advan-
tages beyond hippocampal atrophy for classification between 
AD and MCI,²⁷ while another, which first used hippocampal 
volume and later incorporated the entorhinal cortex into its 
model, found no increased effectiveness of classification be-
tween AD and MCI.²⁸

Although global brain atrophy appears to be a robust bio-
marker to support the clinical diagnosis of AD, it is not a robust 
enough biomarker to diagnose AD at the MCI stage alone.²⁹ 
Instead, MCI patients are inclined to develop AD if they pos-
sess one of the following four biomarkers: a positive value in 
amyloid imaging, medial temporal atrophy, abnormality of ce-
rebrospinal fluid markers (tau, β-amyloid 42, or phospho-tau), 
and temporoparietal cortical hypometabolism. Out of all the 
structural biomarkers, the evaluation of the degree of medial 
temporal lobe atrophy on a high-resolution T1-weighted MRI 
image using quantitative methods has been the single most 
pervasively used and most accurate for the diagnosis of AD. 
Although this may be true, medial lobe atrophy, when com-
bined with other diagnostic markers such as abnormal CSF 
biomarkers, has resulted in even stronger predictive models.³⁰ 
In other words, this means that medial temporal lobe atrophy 
should be integrated with other AD pathological markers for 
diagnosis of AD during the MCI state, to produce optimal 
diagnostic and detection results.
�   Discussion
Structural imaging based on MRI is a pivotal tool for the 

detection, monitoring, and assessment of individuals with 
suspected AD before the onset of clinical symptoms. The at-
rophy of the medial temporal lobe—a marker sensitive to but 
not specific to AD–is a particularly interesting candidate for 
the early diagnosis of AD at the MCI stage and when the 
individual is still cognitively healthy, although the addition 
of other markers is likely producing even more reliable de-
tection. Strikingly, the atrophy of the hippocampus can be 
detected up to 10 years before one is pathologically diagnosed 
with AD, and in comparison, with healthy aging individuals, 
atrophy in AD patients is significantly greater and faster. The 
rate of hippocampal and whole-brain atrophy, although not 
linear and consistent, are sensitive and robust markers for the 
progression of neurodegeneration. Increasingly, it seems that 
they can and should be measured alongside neuropsychology 
exams and tests such as the Mini-Mental State Exam, which 
is used to assess cognitive functions and abilities among the 
elderly, to support an MCI and/or AD diagnosis. 

Ventricular enlargement is also a precise and suitable mea-
sure of neuropathological change associated with AD, as 
substantiated in multiple follow-up comparative studies. All 
in all, sMRI studies of these longitudinal changes of struc-
tural markers in AD susceptible patients offer relatively new 
diagnostic criteria for AD, potentially long before the tradi-
tional, pathological diagnosis. But despite the progress that 
has been made to understand the groundwork of AD neuro-
pathology, there is still much to learn about the exact timeline 
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and first appearance of these structural markers. It remains 
unclear when to diagnose AD using these markers given 
that all of the reported findings are probabilistic. Moreover, 
though sMRI reflects changes in the brain, it does not detect 
AD histopathological hallmarks. Thus, the pathological cause 
of structural changes cannot be identified. Additionally, given 
that similar patterns of atrophy could also be found in other 
diseases, hence the nonspecific nature of AD structural mea-
sures, information extracted from sMRI should be integrated 
with other technologies such as PET imaging modalities of 
amyloid and tau to produce definitive evidence of AD.

Functional Neural Correlates of Alzheimer’s Disease:
Positron emission tomography (PET) has long been used to 

assess the functional consequences of AD and is most useful in 
assessing the degree of metabolism remaining in the damaged 
brain of AD patients. Blood Oxygenation Level-Dependent 
(BOLD) fMRI (often used alongside PET) is another way to 
infer brain function, a more modern tool in the context of AD 
diagnosis. With the high spatial and reasonable temporal res-
olution it offers, BOLD fMRI may provide useful information 
about communication between discrete brain regions and, thus, 
the functional integrity of brain networks in support of cogni-
tive function and their corresponding changes in AD. In recent 
years, both BOLD fMRI and PET have offered advanced 
approaches in the identification of the functional neural cor-
relates of AD. Although BOLD fMRI and PET have been the 
most broadly used in the studying of AD, perfusion fMRI has 
also been used to track changes in cerebral blood flow in the 
AD brain which provides inferences about brain activity, sim-
ilar to BOLD fMRI. Ultimately, the goal of these techniques 
in the context of AD is to define the functional alterations that 
occur before and during AD and how they relate to neuro-
pathological changes.

Despite extensive investigation and examination, the under-
lying functional neural basis of AD remains mysterious. Here, 
this paper reviews the known functional correlates of AD, pri-
marily changes in brain metabolism, cerebral blood flow, and 
the connectivity of the default mode network as detected using 
perfusion MRI, BOLD fMRI, and PET. Additionally, the pa-
per corroborates these results to examine how these changes are 
associated with AD neuropathological biomarkers as measured 
using PET and how these biomarkers are exhibited across the 
clinical spectrum.

Default Mode Network Dysfunction:
In the past decade, the default mode network (DMN) has 

been defined as an intercorrelated network of brain regions that 
increase in activity and mutual connectivity when an individual 
is focused on his or her inner world.³¹ The DMN is made up 
of the medial frontal cortex, the posterior cingulate cortex, and 
the bilateral angular gyrus/inferior parietal lobe but can extend 
to secondary regions such as the medial temporal lobe struc-
tures including the hippocampus.³² Changes within the DMN 
have been commonly detected in AD patients and populations 
at risk for AD, which includes amnestic Mild Cognitive Im-
pairment (aMCI) patients and even asymptomatic APOE-ε4 
carriers.³³ Within the brain structures implicated in this net-

work, the inferior parietal lobes and the posterior cingulate 
cortex have appeared to be the most affected in AD.³⁴

For instance, AD patients demonstrate a general defi-
ciency of resting-state network activity within the DMN in 
comparison with the resting state networks of normal aging 
individuals.³⁵ Given that the AD participants as a whole had 
significantly lower hippocampal coactivity with the DMN, 
the study strongly suggested that the default mode network is 
closely involved in episodic memory processing. Additionally, 
to identify whether the default mode network of APOE ε4 car-
riers is altered, one study recruited individuals with subjective 
memory complaints and compared those susceptible to AD 
due to an APOE ε4 allele to those without that risk factor.³⁶ 
Indeed, the presence of APOE ε4 correlates with default mode 
network changes, most present in frontal and posterior areas 
and the right hippocampus. All in all, this suggests that DMN 
disruption is robustly associated with AD with implications 
for hippocampal dysfunction, and may, in part, mediate the 
link between AD and APOE ε4 carriers. However, future work 
should address the specific symptomatic correlates of the de-
fault mode network in AD and AD-susceptible individuals.³⁷

Moreover, work has been conducted to better understand 
the link between network dysfunction and the cellular damage 
observed in AD. One study found that tau tends to distrib-
ute within the components of the neural networks ostensibly 
impacted by AD, such as in the default mode network.³⁸ It 
concluded that the aggregation of tau pathology in the brains 
of individuals with mild-to-moderate AD may disrupt sever-
al independent pathways and is closely associated with global 
cognitive dysfunction. Moreover, one also reports that as the 
Aβ burden increases regions outside of the DMN become less 
coactivated with DMN structures, namely the ventral medi-
al PFC, right angular gyrus, and the left frontal gyri.³⁹ This 
demonstrates that the accumulation of tau and amyloid-beta 
protein, the two most prominent pathological hallmarks of 
AD, are likely involved in changes in local DMN function and 
its impact throughout the brain. 

Despite the insight provided by recent investigations, the 
exact origin of default mode network changes in AD remains 
far from fully understood. Moreover, the current relationship 
between the AD structural changes and network changes is 
not well defined. While one study found that greater atrophy 
in AD generally is related to less brain interconnectivity,⁴⁰ 
another reported that the degree of functional connectivi-
ty changes is not associated with the severity of gray matter 
atrophy in the post-cingulate cortex, a central region of the 
DMN.⁴¹ Thus, while structural changes must result in the 
functional alterations observed in AD, the precise mechanisms 
of this relationship are far from fully characterized amid early 
and contradictory findings.

AD Hypoperfusion:
In AD, perfusion or cerebral blood flow and volume have 

been measured with several different imaging modalities, in-
cluding fMRI. Global and regional hypoperfusion, a reduction 
in the amount of the blood flow to the brain, which is evident 
in more than 60% of all AD patients, is an integral component 
in the understanding of the pathophysiology of this illness. 
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Not only is it apparent throughout disease progression, but 
disrupted perfusion is also present during MCI as well as in 
cognitively healthy individuals with the APOE ε4 allele at high 
risk for developing familial AD.⁴² This phenomenon is associ-
ated with both structural and functional changes in the brain 
and may potentially serve as a biomarker for the identification 
of AD in its preclinical phase.

According to one study, individuals with AD demonstrate 
a dramatic global decrease (~40%) in blood flow compared to 
healthy controls.⁴³ In particular, the parietal lobe demonstrates 
decreased regional cerebral blood flow (CBF) in AD.⁴⁴ One 
study also unveiled particularly reduced CBF in the precune-
us and the posterior cingulate in individuals with AD when 
compared with healthy individuals.⁴⁵ Other structures associ-
ated with decreased CBF include the temporo-occipital and 
parietal-occipital cortices, hippocampus, parahippocampus, bi-
lateral inferior regions, and areas in the prefrontal cortex, such 
as the bilateral superior and middle frontal gyri.⁴⁶ Moreover, 
in regions with gray matter loss or atrophy such as the right 
inferior parietal lobe and posterior cingulate, individuals with 
AD have persistently shown diminished CBF.⁴⁷

The pattern of altered perfusion in AD and MCI patients 
has also been compared and contrasted using pulsed arteri-
al spin labeling (PASL), a specialized technique designed to 
evaluate brain perfusion. In comparison to healthy subjects, 
investigations of perfusion in MCI individuals have demon-
strated a decrease in CBF in the posterior circulate extending 
to the medial precuneus and right inferior lobe.⁴⁸ One study 
compared AD and MCI individuals with healthy controls 
and found decreased CBF in both the AD and MCI group.⁴⁹ 
However, the AD individuals as a whole demonstrated great-
er hypoperfusion than the MCI group, particularly in regions 
such as the bilateral precuneus and the PCC. The consistent 
observation of PCC changes is interesting given its significant 
role in the DMN while consistently decreased perfusion within 
the precuneus may be relevant to the symptoms of AD, given 
the purported role of this region in memory as well cognitive 
functioning more broadly.  Although extensive research has 
authenticated hypoperfusion to be a robust hallmark of AD, 
it is still unclear how this disruption of blood flow contributes 
to clinical manifestation across the disease spectrum. Its direct 
co-occurrence with other neuropathological mechanisms of 
AD such as amyloid deposits has rendered it difficult to deter-
mine its specific causal impact on AD.

AD hypometabolism:
One of the predominant functional hallmarks of AD is glu-

cose hypometabolism, detected using PET. Particularly, there 
is abnormally low posterior and whole-brain metabolism in 
patients with severe AD, and there is a gradual decline in these 
levels over time. The progressive reduction in glucose levels 
has also been found to align with cognitive performance, cor-
roborating that glucose level decline in the brain is a reliable 
and validated marker of the AD stage and status.⁵⁰ As with 
the other correlates mentioned in this review, the reduction of 
cerebral glucose metabolism often occurs before clinical symp-
toms manifest and continues as symptoms progress. It is also 

more severe in populations at risk for AD and populations with 
AD. 

 For instance, one study found that individuals with APOE 
ε4 allele who would later develop AD had a substantial re-
duction in the rate of glucose metabolism, in comparison with 
the controls, in the posterior cingulate, parietal, temporal, and 
prefrontal regions, sites of early deposition of neuropathologi-
cal lesions.⁵¹ Similarly, another found that cognitively healthy 
carriers of the APOE ɛ4 allele have an unconventionally low 
cerebral metabolic rate for glucose in the same regions where 
hypometabolism is most notable in AD patients.⁵²

One presumed explanation for reductions in glucose levels 
in AD patients is neuronal loss or brain atrophy, which is a 
chief hallmark of the disease. However, a marked decrease in 
glucose metabolism, which provides the fuel for brain physi-
ological functions and activity, was found in presymptomatic 
incipient AD individuals in the absence of structural brain at-
rophy, suggesting brain tissue damage or cell loss is not the 
only contributor to these low glucose levels. Because regional 
decreased glucose metabolism appears to not be a result of cell 
atrophy, researchers have been investigating other neuropatho-
logical causes. For instance, one study examined the effects of 
amyloid precursor protein (APP) on hypometabolism before 
death.⁵³ It detected that heme deficiency on APP could cata-
lyze heme metabolism in AD. Additionally, another outlined 
that disturbances in the insulin-lipid-glucose axis may lead to 
hypometabolism.⁵⁴ It proposed that the downstream effects 
that transpire as a result of hypometabolism may in part be 
due to reduced production of acetyl-coenzyme A (CoA) and 
ATP, both of which are involved in biochemical reactions in 
lipid, protein, and carbohydrate metabolism and are crucial for 
synaptic plasticity and activity. Although these endeavors have 
brought the constituents of the etiology of AD glucose hy-
pometabolism into light, the precise mechanism that accounts 
for this neural correlate is still widely unknown.
�   Discussion
BOLD fMRI, perfusion fMRI, and PET have identi-

fied several consistent functional neural underpinnings of 
AD. Foremost, the default mode network activity has been 
consistently found to be disrupted and impeded in AD in-
dividuals and individuals at high risk for AD, in comparison 
with cognitively healthy individuals. Even more so, its altered 
interactions with the hippocampus appear particularly rele-
vant in episodic memory processing, explaining the memory 
dysfunction often seen in AD patients. Pathological features 
of AD have also been examined and measured about their 
impacts on the default mode network. Specifically, the ag-
gregation of proteins such as tau and amyloid-beta has been 
shown to also hinder the default mode network pathway 
while the APOE ε4 allele is associated with DMN disruption 
in non-AD subjects. These findings secure DMN disruption 
as a primary correlate of AD, a candidate for early diagnosis, 
and a potentially crucial mechanistic underpinning of AD 
symptoms.

Perfusion fMRI has illuminated the role of cerebral blood 
flow in AD. Disrupted perfusion is not only evident through-
out disease manifestation, but it is also demonstrated during 
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the preclinical phase of AD (i.e., MCI) as well as in cogni-
tively healthy persons at high risk for developing AD due to 
family history or genetic factors. Although evidence is limited 
and the relationship between perfusion and the symptoms of 
AD remains unclear, changes in perfusion have the potential 
to act as a diagnostic marker of this illness. 

Additionally, increasing evidence from PET denotes deple-
tion of brain glucose metabolism as an early and progressive 
incident in AD. This reduction in metabolic rate is observed 
particularly within the areas of tau and amyloid-beta deposi-
tion, in both symptomatic AD patients and presymptomatic 
individuals with the APOE ε4 gene. More so, this decrease in 
glucose levels is in parallel with progressive, gradual cognitive 
decline, offering hypometabolism as yet another potent marker 
in the tracking of this disease. In summation, these cardinal 
neural correlates constitute the primary functional changes 
that are present in the brain in prodromal AD and throughout 
its stages of progression.
�   Conclusion
Although neuroimaging has provided many novel cor-

relates of AD, it remains unclear how the neuropathological, 
structural, and functional correlates of this neurologic disor-
der relate to one another. 

Foremost, despite the well-known occurrence of brain atro-
phy and the presence of abnormal protein build-up in AD, the 
exact contribution of proteins clumping to tissue volume loss 
over time has not been thoroughly examined. Perhaps pro-
tein footprintings, a technique of biochemical analysis that 
maps protein structure, could serve to integrate tissue volume 
loss with protein aggregation in the brain.⁵⁵ Furthermore, de-
tecting the specific proteins that give rise to atrophy through 
blood tests could also potentially help contribute to an even 
more reliable diagnosis of this disease. Predictive models built 
on these combined measures would sit at the crossroad be-
tween structural changes and the cellular-level changes that 
underlie them, perhaps aiding in early diagnosis and treat-
ment options.

Secondly, a well-defined correspondence between how 
structural alterations of AD—e.g., ventricular enlargement 
and brain atrophy—account for network deficiency and 
connectivity impediment is still lacking. Uncovering the asso-
ciation between the AD structural and functional correlates is 
critical as this could provide an explanation for why changes in 
network activity are present in AD. One potential method is 
a relatively novel approach called "parallel group ICA+ICA", 
which links functional networks with structural variation by 
assimilating fMRI information with information from other 
modalities such as sMRI.⁵⁶ This methodology could outline 
the relationship between these two aspects of AD; this is of 
crucial importance as connecting them could yield unprece-
dented insight into the pathogenesis of this illness.

Together, structural changes and functional changes should 
be integrated with the manifestation of clinical symptoms, 
and the severity of such symptoms. This is paramount in the 
tracking and determination of an affected individual’s disease 
stage. By doing so, scientists can more reliably account for 
neurophysiology symptoms or behavioral changes in corre-

spondence evidence of structural or functional occurrences in 
sMRI and fMRI. For example, by bridging the gap between 
neural changes and clinical symptoms, scientists could answer 
the questions: “how is the severity of memory impairment di-
rectly attributed  to the degree of hippocampal atrophy” or 
“How does low default mode network activity exhibit as a 
symptom in AD individuals?” One feasible approach could 
be voxel-based symptom mapping, which has been used to 
investigate certain brain regions where the occurrence of 
exteroceptive and proprioceptive somatosensory deficits in 
strokes is prevalent as well as examine large-scale changes 
in resting-state thalamocortical functional connectivity in 
parallel with mental impairments in Schizophrenia.⁵⁷,⁵⁸ Vox-
el-based lesion-symptom mapping could be conducted in 
similar manners in AD patients to bridge the gap between 
neural changes and the symptoms associated with AD.

As the field progresses, novel answers to current limitations 
could provide for more optimal diagnosis, examination, and 
comprehension of this devastating neurodegenerative disease.
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ABSTRACT: The Supply chain triangle – Service, Cost, and Cash – is the core of any business. Providing the best service 
for customers, while reducing the supply chain cost and maximizing cash on hand are the three pillars of business operation. 
Businesses are constantly balancing among these three pillars of operation. Not being able to balance the three pillars of operation 
leads to the risk of developing bad service, high cost, or low cash.

Business planning is the act of using forecast market conditions to prepare future business operations and mitigate risks related 
to service, cash, and cost. A recent example is the COVID-19 pandemic’s impact on businesses worldwide. Rapid changes in 
global demand and supply and government fiscal and monetary policies led to high inflation in prices. Now, more than ever, 
companies must incorporate market conditions into their planning to balance their supply chain triangles.

Risk pooling is a statistical concept that suggests that supply chain variability is reduced if one can aggregate variability across 
locations, products, or time. Modern Portfolio Theory (MPT) seeks to minimize non-systemic risk via a pool of diversified 
portfolios. Although MPT is frequently used in investment and finance, it is not found in supply chain management literature. 
This paper formulates a business supply chain plan as a portfolio optimization problem, which maximizes savings of inventory 
portfolios subject to constraints on inventory turns (service demand/inventory). This approach can further be used to achieve 
flexible operations by optimizing inventories for high-volume, low-variability materials to take advantage of economies of scale 
and/or optimizing inventories for low-volume, high-variability materials to pool the risks.

 KEYWORDS: Supply Chain Triangle (Service, Cost, Cash), Supply and Demand, Risk Pooling, Market Indices, Modern 
Portfolio Theory (MPT), COVID-19 Pandemic, flexible operation. 

�   Introduction
As an analogy, businesses are like ships floating in a vast 

ocean of the global economy (see Figure 1). In this ocean, it 
contains storms, such as inflation/deflation and politics/trade, 
that disrupt business operations. To fight against adverse mar-
ket conditions, businesses need to control their “motors” (i.e., 
operation) and “steering” (i.e., planning) in order to navigate 
to success.

A core concept in economics is supply and demand.¹ On 
a macro level, two key situations have been impacting the 
current state and development of the world economy. First-
ly, climate change has effects on different parts of the world 
including unexpected natural disasters and abnormal weather 
patterns. Pertaining to businesses, this causes plants to shut 
down and transportation disruptions.² Secondly, in the recent 
years of 2020-2021, the COVID-19 pandemic has caused 
people to lose jobs, due to quarantines worldwide.³ Pertain-

ing to businesses, consumer demand has been at an all-time 
low which then caused producers to bring supply down to 
very low levels as well. Although the markets are beginning 
to recover from in demand, supply cannot catch up, causing 
an imbalance in supply and demand and rapid rising in infla-
tion4 (see Figures 2 and 3).

Figure 1: An analogy of a business in the global economy.

Figure 2: Supply and demand dynamics due to COVID-19.

Figure 3: Crude oil WTI price volatility due to COVID-195
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Although situations such as climate change and the 
COVID-19 pandemic represent systemic risks that business-
es may not be able to control, businesses do have control over 
non-systemic risks by diversifying their portfolio. Risk pooling 
is a statistical concept that suggests that supply chain variability 
is reduced if one can aggregate variability across locations, prod-
ucts, or time.⁶ Modern Portfolio Theory (MPT),⁷,⁸ which seeks 
to minimize non-systemic risk via a pool of diversif ied portfolio, 
can be applied to supply chain to f ind an optimal balance among 
services, cash, and cost.
  Traditionally, sales (the service side) will want to do anything 
to gain and maintain customers, which may force an increase 
in inventory and/or buying of materials even when costs are 
high. This may lead to a shortage of cash for a company. Fi-
nance (the cash side) will want to keep the inventory low and 
cash on hand as high as possible to keep the business afloat. 
This may limit sales in that they will not have products im-
mediately available when customers need them. Procurement 
(the cost side) will want to base their decisions on predictions 
of market risk. When forecasts predict procurement costs will 
rise, they will want to buy early. Manufacturing and Logistics 
(the cost side as well) will both want to maximize operation 
efficiency and capacity utilization to process large batches/
loads. This may conflict with sales when market demands are 
volatile, and conflict with procurement when market supplies 
are volatile⁹ (See Figure 4).

This paper focuses specifically on the cash aspect (invento-
ry) of the supply chain triangle and formulates the balance of 
the supply chain triangle as a portfolio optimization problem, 
which maximizes the savings of inventory portfolio subject 
to constraints on inventory turns (service demand/inventory). 
This approach can further incorporate the flexible operation 
rules by optimizing inventories for high volume-low, variabil-
ity materials to take advantage of economies of scale at the 
secondary plants/warehouses and optimizing inventories for 
low-volume, high-variability materials to pool the risks at the 
primary plants/warehouses.
�   Methods
In this paper, PortfolioVisualizer.com¹⁰ was used to solve 

portfolio optimization problems. WTI, PPI, CPI historical, 
and forecast data were obtained from TradingEconomics.

WebDigitizer.¹¹
Assuming the three materials have equal service demands 

and inventory turn 5~6, and have prices linearly correlated to 
Energy Market crude oil WTI, Producer Market PPI, and 
Consumer Market CPI, respectively (see Figures 5, 6). 

�   Results and Discussion
The objective of the proposed optimization is, like any in-

vestment portfolio optimization, to assemble a group of assets 
so that the portfolio has the highest return. In the context of 
the inventory portfolio, the objective is to stock a portfolio of 
materials as inventory so that it can provide maximum cost 
savings. Moreover, service and cash requirements are enforced 
by the constraint on inventory turn (service demand/invento-
ry), (see Figure 7). Note, in the real world, there are many more 
constraints such as production/shipment constraints, product 
demand volume, variability constraints, etc.

Figure 4: Breakdown of Supply Chain Triangle

Figure 5: Supply Chain

Figure 6: History and forecast time series of WTI, PPI, CPI

Figure 7: A portfolio optimization approach for Supply Chain Planning

	 ijhighschoolresearch.org



	 16	DOI: 10.36838/v4i6.3

Mathematically, the supply chain inventory portfolio optimi-
zation is formulated as follows:

Is subject to

where r_1,…,r_n are returns of materials in the inventory 
portfolio, α_1,…,α_n are percentages of materials in the in-
ventory portfolio, and

are lower and upper bounds of material k percentage in the 
inventory portfolio, which is material demand percentage 
multiplied by inventory turn lower-to-upper ratio and up-
per-to-lower ratio, respectively.
Table 1 summarizes the savings by using inventory portfolio 
optimization vs using equal weighted inventory. There is a 
range of inventory cost savings from 0.3% to 3%. 

Figure 8 shows that because the optimal inventory portfolio 
diversifies non-systemic risks, it mainly reflects systemic risks, 
i.e., the inflation shock wave due to the COVID-19 pandem-
ic. Percentage holding of WTI-correlated material shows that 
the shock wave first peaks in the energy market (in 2021-
2022), while percentage holding of PPI-correlated material 
shows the ripple effect of the shock wave that starts to peak 
in the producer market in (2022-), with percentage holding 
of CPI-correlated material starting to pick up speed to reach 
peak.

In the above example, the market indices mainly reflect 
market systemic risks, with WTI the most volatile and with 
aggregate PPI and CPI the least volatile. Most individual 
businesses are connected to many market indices that reflect 
non-systemic risks of specific supply chain businesses and are 
volatile in between the two extremes. So, the expected saving 
of inventory portfolio optimization can be much larger than 
the results shown here. Future research can be to apply the 
method to a specific business, such that its non-systemic risks 
can be reduced and optimal balance among service, cash, and 
cost achieved.
�   Conclusion
Businesses are like ships floating in a vast ocean of the 

global economy subject to dynamic risk waves of supply and 
demand. Risk pooling is a statistical concept that suggests 
that supply chain variability is reduced if one can aggregate 
variability across locations, products, or time. Modern Portfo-
lio Theory (MPT) offers a methodology to pool a diversified 
portfolio to minimize non-systemic risks to find a balance 
among services, cash, and cost of supply chain triangle. This 
paper formulates a balance of the supply chain triangle as a 
portfolio optimization problem, which maximizes savings 
of the inventory portfolio subject to constraints on inven-
tory turns (service demand/inventory). This approach can 
further be used to achieve flexible operations by optimizing 
inventories for high-volume, low-variability materials to take 
advantage of economies of scale and/or optimizing inven-
tories for low-volume, high-variability materials to pool the 
risks.
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ABSTRACT: Decision-making is becoming increasingly essential to a person’s success in life. There is a generational shift from 
passion to practicality. For example, while Boomers and Millennials focus on finding a job that interests them and cultivates their 
passion, iGen (the current generation) has their eyes on the money earned for the job. 

This paper studied a student’s different reactions towards learning and the completion of tasks in an educational environment 
and analyzed the relationships between energy consumption and the type of choice a student makes using Electrodermal activity 
(EDA) and Electroencephalography (EEG). The results yielded the conclusion that based on the amount of energy a student can 
provide for the task, their corresponding choice can be determined and the boundary in which that student works best can be 
uncovered. 

To represent this relationship, a choice-boundary model is proposed where energy consumption is expressed as a Lyapunov 
function of choices. The model expresses possible directions a participant might take when introduced to a task and outlined 
possible pathways the participant might take in the process of completing the task. What this model and relationship imply is 
that in an educational environment, there is a happy medium between passion and practicality, in which a growth mindset can be 
cultivated, and where choices and their boundaries are well balanced while also allowing learning development.

 KEYWORDS: Growth Mindset; Neuroplasticity; Choice; Boundary; Lyapunov function; Electrodermal activity (EDA); 
Electroencephalography (EEG). 

�   Introduction
Decision-making is becoming increasingly essential to a 

person’s success in life. In her book iGen, Jean Twenge dis-
tinguishes specific differences between teenagers during the 
Boomer, Millennial, and iGen generations. One of the main 
differences occurs in the way youths view life and its pur-
pose. In an iGen’ers typical education, many students think of 
school more practically in terms of economic and social bene-
fit. This practical view reveals that students today are making 
choices and setting boundaries in a drastically different man-
ner when compared to their older counterparts. One example 
of this change is iGen'ers opinion on jobs. While Boomers 
and Millennials focus on finding a job that interests them and 
cultivates their passion, iGen'ers have their eyes on the money 
earned for the job.¹

Schools have always advocated for an educational envi-
ronment that cultivates growth mindset. A “growth mindset” 
thrives on challenge and sees failure not as evidence of un-
intelligence but as a heartening springboard for growth and 
to a challenge student’s existing abilities. On the other hand, 
a “fixed mindset” assumes that character, intelligence, and 
creative ability are static givens which cannot change in any 
meaningful way; striving for success and avoiding failure at all 
costs becomes a way of maintaining the sense of being smart 
or skilled.² Growth mindset is supported by neuroplastic ten-
dencies of the human brain. The human brain makes a variety 
of networks as a child continues through their lives from 
learning of new tasks and mastering skills.³ The “softwiring” 
and “hardwaring” of the human brain are constantly changing. 
While learning of a new skill “burns” new knowledge into the 

brain’s neural network, (softwiring) mastery of a skill reuses 
and consolidates the brain’s existing networks.⁴ (hardwiring)

Passion or practicality and growth mindset or fixed mindset 
are among many decisions a student has to make. In Stephen 
Covey’s 8th Habit Book, he states:

“Between stimulus and response there is a space. In that 
space lies our freedom and power to choose our response. In 
those choices lie our growth and our happiness.”

Each student has their own preferences on the best way to 
learn, so growth mindset does not have a defined structure. 
Based on the amount of energy a student can provide for a 
task, their corresponding choice can be determined and the 
boundary in which that student works best can be uncovered. 
By implementing the variables of choice and boundary, stu-
dents’ personal “growth mindset” zone can be derived from a 
structured model.⁵

The paper is outlined as follows. In the first part of the 
paper, neuroplasticity and growth mindset are measured by 
using Electrodermal activity (EDA) and Electroencepha-
lography (EEG). EDA responses are tiny electrical changes 
on the skin which may indicate the body's response to stress. 
This data was collected by applying a low, undetectable, and 
constant voltage to the skin and then measuring how the skin 
conductance varies. This can be done with EDA devices that 
measure the electrical signal recorded by electrodes applied 
to the skin. EEG info: The Muse EEG headband contains 
seven electrodes, two on the forehead (prefrontal cortex), one 
behind each ear (temporal lobes), and three more electrodes 
as references. The brain waves recorded with this device are 
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signal moving between 3 mental states of calm, neutral and 
active. ⁶
  While EDA is a measurement of growth in the body’s auto-
nomic nervous system, EEG is a measurement of growth in 
the body’s central nervous system. In the second part of the 
paper, a choice-boundary model constructed, where energy 
consumption is expressed as a Lyapunov function of choices. 
The model articulates possible directions a participant might 
take when introduced to a task and outlines possible path-
ways that participant might take in the process of completing 
the task. What this model and relationship imply is that in an 
educational environment, there is a happy medium between 
passion and practicality in which a growth mindset can be 
cultivated, and where choices and their boundaries are well 
balanced while also allowing learning development.
�   Methods
EDA as a measurement of neuroplasticity/growth via 

Choice Substitution:
For the EDA experiment, the objective was to observe 

sensory substitution and the “growth” in the body’s ability to 
adapt to increasing task difficulty. The experiment consisted 
of a simple call-to-action activity (Bop-It!) and tested a par-
ticipant’s ability to use senses other than hearing to complete 
the same mastery score (i.e., performing 100 actions with in-
creasing difficulty without mistakes). Earmuffs were used to 
block out auditory sensing, while the Buzz Band was placed 
on the participants lips to “feel” the sounds, and a sound wave 
app was used for the participant to “see” the sound. With all 
the substitutions combined, each test recorded how long the 
participant was able to correctly perform the actions inputted 
by the different devices. An EDA fingertip sensor was used 
to record the micro voltage (potential energy) that was ex-
perienced by the stimuli. In summary, it took thirteen days: 
20 minutes (10 minutes choice original, 10 minutes choice 
substitute) in each experiment to develop matching skills be-
tween the choice original and the choice substitute (see Table 
1).

EEG as a Measurement of Neuroplasticity/Growth via 
Choice of Exploration vs Exploitation :

In this experiment, three participants were tested for an ex-
ploration task and an exploitation task. In the exploitation task, 
the participants would play a video car driving video game in 
a fixed environment with fixed steering controls. In the explo-
ration task, the participants would read a classical novel (i.e., 
Lord of the Rings). In the same day, both tasks were tested 
in intervals of 10, 15, and 30 minutes, with 5-minute rests in 
between. For six days, this process was repeated, to gather all 
the data (see Table 2). 

�   Results and Discussion
EDA as a Measurement of Neuroplasticity/Growth via 

Choice Substitution:
The choice substitution by interchanging inputs from the 

senses in the human body revealed a relationship between time 
and the magnitude of energy required to accomplish a task. 
Specifically, auditory inputs were substituted by visual and epi-
dermal inputs (see Figure 1). The main objective, therefore, 
was to observe the familiarization and mastery of performing a 
task. As the experimentation continued, performance on both 
the original and substituted senses reached an approximately 
similar endpoint. When shown side-by-side, the progression 
of “mastery” in both tests displayed relatively identical move-
ments in energy consumption (see Figure 2). 

Table 2: EEG Measurements Between Tasl Duration and Energy Amount

Table 1: EDA Measurements Between Original and Substituted Senses.

Figure 1: Diagram of EDA Experimentation. Senses with inputs of sound 
were substituted by sight and touch. The participant felt and viewed sound 
waves instead of listening to them. The changed inputs yielded outputs that 
highlighted the body’s ability to adapt to difficult inputs and strengthen the 
new inputs to more efficient and accurate performance.

" EGG info ": EEG responses are recorded brain waves on the surface 
of the scalp which may indicate the brains response to stimulation and 
cognitive energy consumed. This data was collected through the muse 
EEG headband.

	 ijhighschoolresearch.org



	 20	DOI: 10.36838/v4i6.4

The underlying factor to the eventual conformity of both 
tests was choice. A participant could either perceive a task 
competitively or casually. The choice to perform well caused 
the intentional increase in energy usage in order to reach the 
required completion of the task (in this case, performing 100 
actions with increasing difficulty without mistakes). 

When exposed to a new task or assignment, the human 
body uses the multiple sources of inputs from the senses to 
gather background information, to observe, and to estab-
lish a foundation. For both tasks, the improvement follows a 
similar increase of energy consumption. Compared to the sen-
sory inputs from the most familiar and efficient source(s) (i.e., 
hearing), the brain takes more time to adapt to slower and less 
efficient substituted sensory inputs (i.e., sight and touch). After 
familiarizing the procedures and mechanics of the alternative 
sources, the brain’s performance on the task slowly approaches 
the energy level of the tests with no sense limitations.

EEG as a Measurement of Neuroplasticity/Growth via 
Choice of Exploration vs Exploitation:

In tandem with the EDA measurements, the measurements 
of EEG were also used to observe the changes in energy con-
sumption for tasks over the passage of time. The objective of 
this experiment was to investigate the relationship between 
task duration and energy consumed. A key factor to highlight 
is the distinction between an exploration and exploitation task. 
An exploration task absorbs new information and converts 
it to familiar information over time, but an exploitation task 
takes familiar information and strengthens its performance 
over time (see Figure 3).

The difference between the two tasks is what a participant 
experiences at the beginning of the experiment. Since the 
exploitation task simply repeats a previously performed task, 
it will begin at a relatively low energy consumption and this 
consumption will stay in its low position. However, the explo-
ration task constantly inputs new information; it will begin 
at a relatively high energy consumption. The nature of lon-
ger task duration displays an inverse correlation with energy 
consumption. The more familiar a participant is with the task; 
the less effort and exertion is needed to complete it. Although 
each task starts at a different position, the amount of energy 
needed to complete both types of tasks eventually converges 
(see Figures 4 and 5). 

Choice and Boundary Model for Growth Mindset:
From the above experiments, it can be observed that for ev-

ery choice made, a specific amount of energy is needed (i.e., 
time and effort). Yet, energy is limited by both its supply and 
its demand, which in turn set the boundaries for the choices 
that can be made. To represent the relationship in the above 
two experiments, a choice-boundary model is constructed, 
where energy consumption is expressed as a Lyapunov func-
tion of choices (see Figure 6). Specifically, the vertical axis is 
V, the energy consumed, the two horizontal axes are X1, task 
speed or the inverse of task duration, and X2 which is task 
difficulty. The Lyapunov function represents a model of a dy-
namic system. A stable dynamic system gradually loses energy 
(dissipation) and settles to the bottom of the bowl. An unstab-

Figure 2: Relationship between Task Difficulty and Passage of Time in 
correspondence to energy usage. Both tests show an overall increase in 
energy consumption, and both tests converge to a relatively similar endpoint.

Figure 3: Diagram of EEG Experimentation. Exploitation task (game) and 
exploration task (read) are tested in 10 min, 15 min, and 30 min intervals 
with 5 min rests in between. The comparison yielded the conclusion that 
while each task starts at a different position, the amount of energy needed to 
complete both types of tasks eventually converges over time.

Figure 4: Relationship between Task Duration and Passage of Time in 
correspondence to Energy usage. Both tests have an overall decrease in 
energy consumption, and both tests converge to a relatively similar endpoint 
as well.

Figure 5: Distribution of Energy in Task Completion in correspondence to 
Task Duration. The graph shows that as task duration increases, the average 
energy usage decreases.
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le dynamic system gradually increases energy and particles will 
keep rising to the top of the bowl. Unlike a simple dynamic sta-
ble system which eventually reaches a stopping point, humans 
are complex systems; the life of humans can be imagined to 
be tan unstable dynamic system. The gradual increase in en-
ergy can be represented as, occasional pushes which keep the 
pendulum in motion. These occasional pushes are directly con-
nected to choices.⁷

The choice and boundary model expresses the direction 
of human behavior towards a growth mindset and mastery 
of tasks. One aspect of this model shows an upward and 
downward route. The upward route encourages the choice of 
increasing task difficulty which cultivates extended boundaries 
and additional opportunities. The downward route encourages 
the choice of task mastery via longer task duration with task 
completion more automatic and with less energy required.

This model acknowledges that there are specific character-
istics in each choice that people could to be aware of. From 
the model, one who chooses to pursue one’s passion (upward 
direction with law task duration and high task difficulty) is 
vulnerable to stress because the boundaries presented consume 
too much energy. Therefore, people may experience the feeling 
of lagging behind the required level of activity. A balance must 
be established between energy demanded and energy supplied 
in order to preserve a constant positive momentum in life. By 
keeping this momentum, one can prevent the issue of over-
working.

On the other hand, with high task duration and low task  
difficulty one who chooses to focus on practicality (the down-
ward direction) may be vulnerable to monotony because the 
boundaries presented consume little to no energy. Therefore, 
people may experience the feeling of disinterest or lack of ex-
ploration. In this case, the boundary limits a person’s ability to 
discover new things among his or her small range of activity. 
A balance must be established between energy demanded and 
energy supplied to preserve a constant positive momentum, but 
also to prevent oneself from arriving at a dead end (i.e., reach-
ing zero in the Lyapunov function).

This model can be applied in two different ways based off 
choices. The first way is to decide whether the task is constant-

ly changing or if it is static. In relation to what was explained 
above, the tasks that change will most likely require a person 
to explore through trial-and-error and expose them to multi-
ple high risk, high reward situations. Therefore, the best choice 
would be to adapt to the mindset of the upward direction. The 
increasing task difficulty, according to the model, demands 
more energy from the person, but allows him or her to find 
and pursue interests. If the task is already defined by a spe-
cific boundary, it will most likely require a person to perform 
more efficiently and expose them to routines. Therefore, the 
best choice would be to adapt to the mindset of the downward 
direction. The increasing task duration, according to the model, 
demands more stamina from the person, but allows him or her 
to become a master of specific skills.

The second application is choice blending. It is true that a 
person might not follow the model’s recommendations to the 
extreme. There must be a happy medium in which both pas-
sion and practicality are implemented into daily life. A second 
representation of the model shows specific ranges where both 
choices can be blended. The ranges do not necessarily define a 
person’s boundaries, but it does distinguish the places where 
the two dimensions of choice can be blended (see Figure 7).

According to the bar graph, task difficulty changes by color 
(blue= low, orange= low medium, gray= high medium, yellow= 
high) and task duration changes from left to right in increasing 
order. With the two factors combined together, a total energy 
requirement can be determined. A task that is easy will require 
the same amount of energy in a short amount of time as is 
a task that is hard that takes a longer duration. For example, 
completing a task that requires an energy level of 4 presents 
four possible combinations of duration and difficulty. A student 
can decide which combination is best for him/her. Specifically, 
when presented with a task that demands high energy usage, a 
student may choose to increase the time of completion to re-
duce physical and mental stress while improving skill mastery. 
The opposite operates similarly. When presented with a task 
that demands low energy usage, a participant may choose to 
shorten the time of completion to reduce boredom while im-
proving time utilization. Each student has his/her own abilities 
and perception of challenge; this model can be used to plan the 
strategy to implement a growth mindset.

Figure 6: Diagram of Lyapunov Function, which shows that all stable 
systems eventually spiral down to a resting state.

Figure 7: Choice blending of Choice-Boundary Model shows the different 
amounts of energy in terms of task duration and difficulty. The bar graphs 
also show that one energy requirement includes, but is not limited to four 
different ways of dispersing task duration and difficulty.
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�   Conclusion
The ideal balance in which a student can develop a flour-

ishing growth mindset is where energy is used and spent 
productively and wisely on the task. Given the limit of a stu-
dent’s effort, both the difficulty and duration of a task can be 
altered to provide enough interest for the student to be mo-
tivated intrinsically in the process of completing the task, but 
also enough flexibility to allow for the student to rest while 
continuing to encourage exploration on his/her own time. 

The EDA data expressed the relationship in which the 
harder the task becomes, the higher the energy demand was 
for the participant to adapt to the challenges. The EEG 
data expressed the relationship in which the longer the task 
becomes, the lower the energy demand is. Thus, the partic-
ipant can complete the task efficiently. Both cases showed 
the existence of growth in terms of learning of new skills and 
mastering of existing skills. 

The model proposed can represent some of the many dis-
positions a participant may exhibit under a growth mindset. 
A task can be hard, but the participant can complete it in 
small steps. Similarly, a task can be long, but the partici-
pant can break the time into segments, each having its own 
specified difficulty. In both cases, the student is using the 
divide-and-conquer strategy, accumulating energy for in-
creasing energy demand. On the other hand, a task can be 
easy, but the participant can become master of the skill and to 
improve energy utilization or complete it in a shorter amount 
of time to improve time utilization. A task can be short, but 
a participant can prolong task duration in order to explore 
more aspects of the task, or to extend its concepts to other 
disciplines. In this case, a student is using the short task to 
share duration and difficulty with other tasks.

In summary, the experiments and the model present pos-
sible directions a participant might take when introduced to 
a task and outline possible pathways the participant might 
take in the process of completing a task. What this model 
and relationship imply is that in an educational environment, 
there is a happy medium between passion and practicality, 
in which a growth mindset can be cultivated, where choices 
and their boundaries are well balanced while also allowing 
learning development. 
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ABSTRACT: Green Noctiluca scintillans (Noctiluca) is an unusually large mixotrophic dinoflagellate that forms widespread 
blooms in tropical coastal marine ecosystems. Its recent emergence as the dominant winter-monsoon bloom-forming organism 
in the Arabian Sea has been attributed to the unique ability of its endosymbionts, Protoeuglena noctilucae, present within its 
symbiosome to photosynthesize more efficiently under suboxic conditions. What also distinguishes green Noctiluca from most 
mixotrophs and other bloom-forming organisms is its ability to persist and thrive as large blooms, even under the most unfavorable 
nutrient conditions. In this study, we report the results of 1) nitrogenous nutrient enrichment experiments undertaken with a 
laboratory strain of green Noctiluca isolated from the Arabian Sea, and 2) nitrogenous nutrient uptake experiments undertaken 
with natural populations of green Noctiluca sampled off the coast of Oman. Both investigations revealed that this organism has a 
greater preference for regenerated nitrogenous nutrients, i.e., urea and ammonium (NH₄), as compared to new nitrogen, nitrate 
(NO₃). What was particularly surprising about this mixotroph, however, was its ability to grow and survive for extended periods, 
even in the absence of nitrogenous nutrients. In the field, green Noctiluca bloom outbreaks were invariably preceded by extremely 
high concentrations of urea and NH₄. We also observed that irrespective of the nitrogenous nutrients available to them, green 
Noctiluca cells always accumulated large amounts of NH₄ within their symbiosome, which resulted in sharp increases in seawater 
NH₄ concentrations (30 to 200 μM) following their demise.

 KEYWORDS: Earth and Environmental Sciences; Environmental Effects on Ecosystems; Climate Change; Mixotrophs; 
Noctiluca scintillans. 

�   Introduction
The Arabian Sea (AS) is one of the world’s fastest-warm-

ing ocean ecosystems. It harbors a permanent oxygen 
minimum zone (OMZ) that is roughly three times the size 
of Texas.¹ Warming and circulation processes in the AS are 
under the control of monsoonal winds which change their 
direction from southwesterly in summer ( June to Sept.) to 
northeasterly in winter (Nov. to Feb.). The strength of these 
monsoonal winds is controlled by land-sea pressure gradients, 
hence the warming and cooling of the land and sea. There-
fore, circulation processes and biological productivity in the 
AS are especially susceptible to global warming and climate 
change.²,³ The AS marine and the surrounding terrestrial 
land biomes are habitats for a rich and diverse array of or-
ganisms, from phytoplankton and zooplankton at the base of 
the food chain to fish and larger marine mammals; it sustains 
the livelihoods of millions of humans living along the coasts 
of bordering nations of Oman, Iran, Pakistan, and India (see 
Figure 1 for AS region map). As such, the AS provides an 
important source of food and economic opportunity for the 
littoral populations (both tourism and fisheries are a substan-
tial part of coastal livelihood). Recent research is providing 
conclusive evidence of alterations in the dynamics of this tra-
ditional ecosystem of the AS that impact not only the oceanic 
processes and organisms that live within the sea but the base 
(and consequently the rest) of the food chain, with serious 
socioeconomic implications.

Altered nutrient levels and ratios, processes involving cer-
tain nutrients and lower trophic level organisms, and food 
chains are among some of the early ramifications of climate 
change and other anthropogenic-related pressures in oceans 
around the world.⁴ What makes the AS particularly sus-
ceptible to global warming is that it is inherently warm and 
nutrient impoverished, and its biological productivity is tight-
ly coupled to the strength of monsoonal winds and circulation 
processes. The OMZ expansion can be largely accredited to 1) 
ocean stratification, as it inhibits the diffusion of atmospheric 
oxygen (O₂) into the water column and 2) the overall warm-
ing of the sea, because as waters warm, the solubility of O₂ 
decreases, resulting in a reduced dissolved O2 content.⁵ As a 
result of O₂ loss, bacteria that rely on dissolved O₂ in seawater 
rely on the O₂ from the NO₃ dissolved in seawater, 

Figure 1: The Arabian Sea region on the map.
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causing subsequent NO₃ loss and NH₄ accumulation as the 
conventional nitrogen cycle is disrupted. In the AS, the accu-
mulation of NH₄ in seawater is compounded by inputs from 
rivers. These nutrient inputs include both NH₃ and urea 
from fertilizer runoff, wastewater or sewage treatment plant 
effluents from large coastal cities, such as Karachi, Mumbai, 
Aden, Salalah, and Muscat.⁶

Typically, winter monsoonal winds coming from the Hi-
malayan mountains cool the surface of the AS and the 
surrounding landmasses, which promotes circulation through 
intensified cooling of surface waters and convective mix-
ing. However, with increased Earth temperatures, the winds 
coming off the Himalayan mountains have become warmer 
because of the decline in snow accumulation in the Hima-
layan mountains. These warmer winds dampen convective 
mixing, warm the surface waters and further stratify the upper 
water column, causing a decline in nutrients brought up to 
the surface waters.³ Additionally, warmer waters are already 
observed as climate change increases land surface tempera-
tures, and this, as mentioned before, reduces the amount of 
O₂ the AS can hold and expands the OMZ.

In addition to the abnormal patterns of convective mix-
ing, water column stratification and OMZ expansion, the 
increasing presence of harmful algal blooms (HABs) forms 
yet another threat to the sea and the surrounding area. HABs 
are caused by the rapid growth of algae composed of either 
cyanobacteria, dinoflagellates, or diatoms that coat water sur-
faces; their impacts can range from being small disturbances 
of the food chain to massive fish mortality when they are tox-
ic. In the AS, the spatial distribution and growth of HABs are 
influenced by climate change, freshwater sources, monsoonal 
patterns, changes in convective mixing patterns/currents, sea-
sonal temperatures, wind direction, and velocity.⁶-⁹

HAB transportation and growth are also heavily deter-
mined by the nutrient levels and temperatures of the water, 
tying in climate change and human activities. Natural dust 
deposition, monsoons, and cold eddies can impact nutrient 
levels as well. Climate-related changes can also break down 
natural biogeographical barriers with intensified storms, a 
higher frequency of hurricanes, and more severe floods. These 
barrier breakdowns can lead to increased HAB outbreaks and 
transportation as well.¹⁰ HABs have been seen across the 
Arabian Sea since 1908, and cause several problems for pow-
er plants, local schools and children, the region’s tourist rates 
and economy, and the environment and ecosystem that host 
the blooms.⁶

HABs can affect the surrounding area in 3 major ways: the 
water quality, economy/socioeconomics, and of course the 
ecosystem. Water quality: The water quality of an area can 
be compromised as the blooms thrive and potentially clog 
desalination and other water treatment plants. The toxins 
that some HABs release can harm, or even kill, fish and other 
animals, including humans if they consume something that 
has been contaminated. Not all blooms are toxin-producing, 
though, and can instead harm water quality and the eco-
system by blocking light from passing through the surface, 
clogging fish gills and desalination plants, and providing bur-

dens for the traditional organisms in the ecosystem through 
its dominance¹¹

Economy: This can include tourism and fisheries. For tour-
ism, HABs are unattractive with their foul smell, and their 
coating of water surfaces can prevent recreational swimming, 
fishing, and other activities. For fisheries, HABs are linked to 
fish mortalities and less fish diversity (either through deoxy-
genation or toxin releases), various health issues in humans, 
as well as an increase in fish prices because of less availabil-
ity.¹ The presence of HAB– and their impacts- thus provide 
challenges for the area’s socioeconomic system, especially for 
those who rely on tourism and fishing for livelihood, which 
are primarily the countries and coastal cities that border the 
AS (known as “rim countries”).⁹

Ecosystem: If HABs persist, they have the potential of “tak-
ing over” the region’s ecosystem and worsening their impacts. 
With an unusual abundance of phytoplankton at the base of 
the food chain comes disruption of the balance of the rest of 
the ecosystem; the amplification of toxins that some HABs 
contain (as previously mentioned) can also harm the ecosys-
tem’s health. HAB decay draws out oxygen from the water, 
and HABs thrive off certain nutrients, so there is also a nu-
trient disruption that affects other organisms and processes 
in the ecosystem.¹²

One of the most prominent HABs in the Arabian Sea is 
green Noctiluca scintillans (Noctiluca), which has had an in-
creasing presence there during the winter monsoons since the 
early 2000s (see Figures 2a-c). There is also the red Noctilu-
ca scintillans (red Noctiluca), which is a heterotrophic grazing 
organism, that consumes microzooplankton and does not 
photosynthesize. Red Noctiluca thrives in higher salinity wa-
ters, at 10-25oC.¹³

As a mixotroph, green Noctiluca, in contrast to the red vari-
ety, has a competitive advantage over most other lower trophic 
organisms, because it can sustain itself 1) by feeding on oth-
er organisms because of its innate heterotrophic trait, and 2) 
through photosynthesis and nutrient cycling provided by its 
autotrophic endosymbiont, Protoeuglena noctilucae.¹⁴

It is interesting to note that P. noctilucae evolved in a low 
oxygenated (oxygen, O₂), highly carbonated (carbon dioxide, 
CO₂), environment 1.3 billion years ago, whereas Noctiluca is 
a rather new organism (dating back to only a few hundred 
years ago). Noctiluca thus depends on this P. noctilucae to help 
it adapt to a changing world.¹ These two organisms live in 
a mutualistic symbiosis, and the unique nutrition acquisition 
and recycling of P. noctilucae allows Noctiluca to survive and 

Figure 2a: Bloom image of natural populations of Noctiluca.
Figure 2b: A Noctiluca cell under the microscope with algal endosymbiont 
P. noctilucae.
Figure 2c: Sampled Noctiluca from a bloom.
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thrive in conditions where other organisms would not. The 
mixotrophy of Noctiluca has been studied under variable prey 
types and light concentrations, showing that Noctiluca can sus-
tain life for prolonged periods with its endosymbionts. The 
study showed that without an external prey, Noctiluca growth 
rates were less than when fed with a prey.¹⁴ Noctiluca endo-
symbionts also had carbon fixation rates between 25 and 300% 
higher in waters with low dissolved O2 concentrations (i.e., 
near hypoxic conditions) than in ambient O₂ concentrated 
water. These results point to Noctiluca having a competitive 
advantage over other (non-mixotrophic) marine organisms 
which cannot keep up with the trend toward low O₂ levels in 
the AS. 

However, there is no clear consensus regarding the specific 
environmental drivers for the annual blooms of green Noctiluca 
in the AS. For instance, a study conducted in the Northeastern 
AS (NEAS) found that the blooms of Noctiluca are not related 
to hypoxia, but are rather stimulated by intensified surface wa-
ter stratification due to warmer waters from climate change.¹⁵ 
The authors used in situ and satellite algorithm data to analyze 
bloom locations and cell abundance populations of Noctiluca 
and diatoms. In their analysis of water column environmental 
characteristics (temperature, salinity, dissolved O₂, chl-a), the 
authors found neither hypoxic nor anoxic waters in the sea, 
but rather comparatively high dissolved O₂ levels. This refut-
ed the link between Noctiluca and low O₂ levels, even saying 
that “the suggestion by Gomes et al. (2014) that this linkage 
[between cultural eutrophication and blooms of Noctiluca] also 
can extend far out into oceanic waters is questionable”. It may 
be noted that, unlike the contrasting studies, these findings 
were not based on Noctiluca with photo-physiological experi-
ments but casual presence or absence of Noctiluca at different 
locations measured from space and few shipboard measure-
ments. Noctiluca are free-floating organisms and can be easily 
transported by ocean currents to a different location from their 
point of origin. 

Another study conducted in the NEAS also refuted the pos-
sibility of Noctiluca being tied to hypoxia, as well as sewage/
anthropogenic outputs as a foundation for the blooms. The 
authors stated that convective mixing and stratification aris-
ing from climate change is the bigger and more likely issue 
than hypoxia, and hypoxia was found to be nonexistent in the 
sea.¹⁶ Contradicting methods and results of studies on Noc-
tiluca blooms prevent a full and ubiquitous understanding of 
overgrowth, specifically as they relate to causes and effects. 
These research gaps are not exclusive to Noctiluca; research 
has found that there are gaps in current knowledge about the 
overall effects of climate change and climate change-related 
pressures on marine ecosystems, most notably in responses to 
ocean acidification and O₂ levels.¹⁷

Despite the dispute over the origins of Noctiluca's domina-
tion, it is clear that its relatively recent abundance during the 
winter monsoons has led to a shift in the base of the food chain 
(traditionally dominated by diatoms) and further depletion 
of O₂ in the sea, through its rapid decay and decomposition 
by bacteria.¹ These studies also show that as the sea may be 
shifting towards scenarios that are often not to the aid of con-

ventional organisms, whatever they may be, green Noctiluca in-
stead proliferates as a mixotroph.

To help better understand the environmental drivers behind 
the massive blooms of Noctiluca, a study was conducted from 
the end of August 2019 to February 2020, using previously 
collected mentor-provided research data from Oman and 
student-done lab data and analysis at the Lamont-Doherty 
Earth Observatory. Its research questions were: what are the 
nitrogenous nutrient preferences that allow Noctiluca to sur-
vive for extended periods? Does mixotrophy offer Noctiluca 
a competitive advantage for growth and survival over other 
phytoplankton especially when nitrogenous nutrients are un-
available? The goal was a better understanding of the blooms 
and future consequences for the ecosystem. This would help 
solve the problem of dangerous HAB overgrowth disrupting 
marine food chains, threatening fisheries (which increases eco-
nomic pressures and food insecurity), and harming the water 
quality of oceanic ecosystems.

More specifically, this study aimed to examine how green 
Noctiluca is impacted by changes in nitrogen types, and which 
nitrogen type was preferred (new versus recycled/regenerated), 
because nitrogen pertains largely to other algae bloom growth 
and the changing of ecosystems.  Embedded in the broad pur-
pose of this study was to draw attention to the role of cultural 
eutrophication and whether NH₄ and urea from agricultural 
fertilizer runoff and sewage treatment plans could be contrib-
uting to Noctiluca bloom outbreaks. Concurrent with typical 
HAB behavior and research on other HABs, I hypothesized 
that Noctiluca grows faster in the presence of NH₄ and urea 
than in naturally occurring NaNO₃. I also hypothesized that 
in addition to the rapid growth of Noctiluca, its propensity to 
accumulate NH4 made its presence as blooms unfavorable for 
the growth of other phytoplankton.

Statement of Purpose/ Societal Relevance:
To further note the importance of the results of this study 

and the impact Noctiluca has, especially in a changing environ-
ment, the focus of this section will be the societal relevance and 
connections of these laboratory and field results to the world 
Noctiluca and HAB research. Firstly, one must take worldwide 
HABs into consideration, both including and asides from 
Noctiluca. Noctiluca predominates mainly in warm, tropical wa-
ters. Blooms of Noctiluca appear with an increasing presence in 
the Yellow Sea, East China Sea, and the Arabian Sea/Oman 
region, and interestingly enough save proven to be detrimental 
to ecosystem health in all three of these regions.

The East China Sea Noctiluca HABs, though not inherently 
toxic, release large amounts of NO₄ as they consume toxic al-
gae. High levels of NO₄ can be toxic to other phytoplankton. 
These blooms of Noctiluca can affect the waters as a traditional 
HAB does, and the reduced O₂ levels from aerobic respiration 
further threaten marine life. Although it is not certain, this 
phenomenon is believed to be linked to anthropogenic activi-
ties and outputs, as nutrients from sewage runoff fuel blooms 
further, similar to the growth patterns of Noctiluca in the AS.¹⁸ 
Similarly, the Yellow Sea faces blooms of Enteromorpha prolif-
era, where the algae are also not toxic, but the sheer size and 
development of the blooms over the sea is detrimental to eco-
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system health. This bloom is yet another example of sewage 
outputs and nutrient disruptions leading to negative impacts 
on a body of water and its surrounding area due to subse-
quent HAB ououtbreaks⁹ Perhaps more widely known are the 
blooms of Florida and Mexico, Massachusetts, and the Long 
Island Sound, composed of cyanobacteria and toxic dinoflagel-
lates. The blooms around the Florida/Gulf of Mexico region 
stem from anthropogenic septic tanks and fertilizer runoff; 
those in Massachusetts have sources such as warmer waters 
and disrupted nutrient levels. Similarly, the suffocating Long 
Island Sound “red tide” bloom is linked to warmer waters and 
increased nutrient concentrations, such as nitrogen, phospho-
rus, and silicate.²⁰

As discussed above, major HABs are linked to the same 
causes, what do all of these bloom examples mean for the 
world, and why do they matter? These HABs, much like green 
Noctiluca in the AS, often draw out the O₂ levels in the water 
and, because they live off of output nutrients, disrupt the nu-
trient levels further. In general, blooms are linked to low O₂ in 
the region, leading to the suffocation of marine animals and 
the detriment of other organisms such as lobsters, crabs, squids, 
and coccolithophores, especially paired with ocean acidifica-
tion.²¹ As aquatic species are put at risk, the humans in the 
surrounding areas suffer a loss in food sources and economic 
opportunity, especially in areas that heavily rely on the sea for 
tourism, fishing, or similar activities. HAB-contaminated wa-
ter can also lead to various illnesses and poisoning from toxins, 
limiting the amount of non-polluted water available, as rivers, 
lakes, streams, and ponds are already filled with chemical out-
puts.

These are only a few examples of algae blooms; HABS 
coat the surface layers of water globally, and while they have 
been noticed throughout history (dating to 1908 as previ-
ously stated), knowledge is even more imperative as existing 
nutrient ratios and climate conditions worsen. The described 
ecosystems suffer calamity from the blooms, and all of them 
are linked to some form of pollution/anthropogenic outputs 
and warmer waters. Knowledge on the formation and presence 
of some HAB blooms, the effects they have on us humans, 
and information on how to limit the recurrences of the blooms 
should be well spread to create a more informed and conscien-
tious society. This study was done to help increase research on 
the now annual blooms of Noctiluca, as contradicting research, 
as well as the ubiquity of Noctiluca and other HABs them-
selves, prevent consensus and provide concern for the future if 
not remedied.
�   Methods
Study Area:
Student laboratory work (“we”; “I”) was done in the Lam-

ont-Doherty Earth Observatory research unit of Columbia 
University, where two labs were used throughout the experi-
ment. One was for most of the experiment (incubating cells, 
counting cells, FIRe, data, and graph analysis), and the other 
was for more of the “prep” work (such as filtering and micro-
waving seawater). My mentor collected data from sampling in 
the field (off the coast of Oman) during the Jan-Feb Noctiluca 
bloom of 2018 which allowed me to compare my laboratory 

results with the field observations. These data included micro-
scopic counts of Noctiluca and other phytoplankton, nutrients 
(NH₄, urea, NaNO₃, phosphate), and chlorophyll.

The area sampled by researchers during the time of collection 
(23rd Jan-10th Feb 2018) is known for having stable waters, 
abundant nutrients, optimal growth temperatures for Noctiluca 
within the 5 months of Noctiluca blooms (roughly 26-27 oC), 
and good salinity because of the antecedent winter monsoonal 
period. Samples were gathered from the peak Noctiluca bloom, 
and Figure 3 shows the details of the collection. 3A shows the 
chlorophyll levels, and the red areas indicate a high level of 
chlorophyll, which determined where the researchers sampled. 
3B shows cyclonic eddies in the red swirls. As they move in a 
counterclockwise motion, this is a cyclonic eddy that brings 
up nitrogen-rich and low-oxygen waters, which prompted 
researchers to examine how the nutrients impact Noctiluca 
growth, which was then further proved by the lab results.

Cell Culture and Counts:
As an intern, I used lab-cultivated cells of Noctiluca previ-

ously collected from the Arabian Sea and placed them into 
4 media types, 3 of which were a form of nitrogen and 1 
was a control group. We used NH₄ chloride, sodium nitrate 
(NaNO₃), and urea as the tested variables, with urea and NH₄ 
as “regenerated” nitrogen types and NaNO₃ as “new” nitro-
gen; microwaved filtered seawater was the control to compare 
“normal” Noctiluca growth versus the nitrogen-impacted cells. 
CAUTION: Low concentrations of each of the hazardous 
chemicals (the tested/independent variables) were used, so 
there was no safety risk. Although, in the case of overexpo-
sure, irritation can occur to the eyes, skin, and respiratory 
system. NH₄ chloride can be the cause of all three, NaNO₃ 
for the eyes, and urea for the respiratory system. Chemicals 
were properly disposed of using mentor and SDS guidance, 
and nitrile gloves and standard laboratory attire (long pants, 
closed shoes, hair pulled back) were worn. Each nitrogen type 
(and the control) was used as a media in which the cells were 
allowed to grow for the duration of the experiment. The ex-
perimental flasks were labeled based on their nitrogen content, 
with three replicate treatments (3 separate flasks per nitrogen 
type) each labeled from A-C (Figure 4). The flasks were not 
hooked up to any gas chambers, as the only variable in the 
experiment was the nitrogen type that was in the media. In 
total, twelve bottles were filled with their respective 

Figure 3: Noctiluca blooms as viewed from space by the Ocean Color 
Satellites (a) Monthly composite- NASA MODIS-Aqua (ocean color 
satellite) and (b) Daily image- NOAA VIIRS.
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�   Results

Figure 5 depicts the cell counts from the field studies in 
Oman of populations of Noctiluca and other diatoms and di-
noflagellates, against the NaNO₃, phosphate, NH₄, and urea 
(in µm) of the area surrounding the blooms. The collection 
was from January 23 to February 10, 2018.

The field ecological studies undertaken along the coast of 
Oman revealed peaks of Noctiluca blooms (of 4 and 6-7 x 10³ 
cells per liter) when there was an increase in NH₄ and urea in 
the water column (around 30µm). We also see that after the 
demise of Noctiluca blooms, there is an increased presence of 
diatoms. Diatom presence was around 6 cells per liter (Feb-
ruary 6) after the demise of the 6 cells per liter Noctiluca peak, 
about 8 x 10³ cells per liter (February 8) after the demise of 
the 4 x 10³ cells per liter Noctiluca peak, and about 5 x 10³ cells 
per liter just around when Noctiluca existed at near 0 cells per 
liter levels (February 10). Other dinoflagellates (represented 
with the darker grey) do not seem to be particularly affected 
by the presence of Noctiluca or NH₄ and urea.

media and placed in an incubator maintained at around 27 
degrees Celsius with a 300 mE m-² s-¹, 14:10 (Light: Dark) 
cycle. When ready for analysis, we took cell counts and pho-
tosynthetic electron transport rates to assess the cell health 
and growth over four sampling days, and below are the details 
of the measurements.

For the lab experiments: Noctiluca was enumerated manually 
in a 5mL pipette with the naked eye on sampling days.

Field: Noctiluca cells were counted after being collected from 
the bloom.

Changes in Noctiluca and Protoeuglena photo-physiology 
using Fluorescence Induction and Relaxation (FIRe) 
measurements:

At the start and throughout the experiment, I measured 
the photo-physiology and growth rates of Noctiluca and the 
free-living endosymbionts. For Noctiluca, 5 cells were picked 
up carefully with a dropper, washed with filtered seawater, 
and then transferred into 3ml of media. In the case of P. nocti-
lucae, we used 3ml of only media from which all the Noctiluca 
cells were carefully removed. The FIRe provides a measure of 
bulk fluorescence (Fm) which can be related to the chloro-
phyll content of the Noctiluca cells or the endosymbionts that 
are released into the medium. Variable fluorescence (Fv/Fm) 
provides a measure of the health of the cells. 

After the samples were processed in the FIRe, the cells of 
Noctiluca and that of the P. noctilucae were filtered on What-
man brand glass filters separately. After filtration, the filters 
were carefully stored in labeled histocaps in a -80oC freezer 
until the time of analysis. When ready for analysis, the filters 
were placed in a small 5 ml tube that contained cold 90% ac-
etone to extract the chlorophyll from the filters. CAUTION: 
acetone can irritate the eyes, skin dryness or crack in the case 
of repeated exposure, drowsiness and dizziness from vapor 
exposure, and– in high concentrations– harm to the nervous 
system. Students took precautions by doing all the transfers 
of tilters into acetone in a fume hood and did not experience 
any of the symptoms of overexposure or irritation related to 
the acetone.

Figure 4: Experimental bottle setup of the cultures of Noctiluca; NH₄Cl 
represents NH₄ chloride, NaNO₃ is sodium nitrate, and urea is urea.

Figure 5: Noctiluca bloom peaks with increases of NH₄ and urea in the 
water column, and there was an increased diatom presence after Noctiluca’s 
demise.

Figure 6: Noctiluca cells released a substantial amount of NH₄ upon their 
demise.
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The chlorophyll-a (chl-a) content of Noctiluca about the 
nutrient concentrations of NH₄, NaNO₃, and urea by Noc-
tiluca (measured in µm), as well as the nutrient release in 
comparison to the unit chl levels of Noctiluca.

Figure 6 of the Noctiluca cells collected from the field bloom 
in Oman shows that the cells released a substantial amount of 
NH₄ (that accumulates in their central cytoplasm) upon their 
demise and decay. Before Noctiluca’s decay, released NH4 was 
as nearly as high as 160µm, whereas released urea and NaNO3 
were only at most near 40µm.

In the laboratory culture experiments, cells treated with 
urea generally had the highest growth, while NaNO₃ wit-
nessed the least. Urea-treated cells show a maximum growth 
of over 1.2 x 10³ cells per day, whereas NH4-treated cells and 
urea-treated cells only reached a maximum of about 0.8 and 
0.6 x 10³ cells per day, respectively. Though not included in 
the graph, the control group faltered on the last day (Figure 7).

Figure 8 shows that when grown in urea and NH3, the 
endosymbionts left the host Noctiluca cells and grew at a sig-
nificantly better rate than when grown in NaNO3. On day 
8, the relative fluorescence of Noctiluca reached 6 units when 
treated with urea, 4 units when treated with NH4, and not 
even 2 units when treated with NaNO3. When paired with 
Figure 8, we see that both the host and the endosymbionts 
have higher growth rates in the presence of urea and NH4.

�   Discussion and Conclusion
These experiments showed that 1) Noctiluca has a prefer-

ence for “regenerated nitrogen” (urea and NH4) in comparison 
to “new nitrogen” (nitrate) both in the lab and in the field, 
and 2), Noctiluca was able to grow and survive for extended 
periods, 3) green Noctiluca cells accumulated large amounts 
of NH4 within their symbiosome, which resulted in sharp 
increases in seawater NH4 concentrations (30 to 200 μM) fol-
lowing their demise. Our findings suggest that Noctiluca has a 
stronger preference for regenerated nitrogenous nutrients, i.e., 
urea and NH4 over NaNO3, in terms of its growth and NH4 
accumulation. 

Figure 5 suggests that the Noctiluca blooms are triggered by 
NH4 and urea and that diatoms and Noctiluca may live in an 
inverse relationship, where Noctiluca may be able to flourish 
during times of low diatom presence, and vice-versa is true 
for diatoms. When you pair Figure 6 with Figure 5, which 
showed that Noctiluca blooms are succeeded by diatoms, we 
can connect this to the stability of the water column and its 
relation to the nutrient outputs. If the water column is not 
stable (meaning there is more convective mixing), that would 
make the nutrients less concentrated in the area and therefore 
allow for the diatoms to flourish after Noctiluca’s demise. 

As for the laboratory results, Figure 7 depicts Noctiluca 
growth being most efficient in the urea and NH4 treatments, 
coincident with the growth responses of the endosymbiont P. 
noctilucae in Figure 8. What is important to note about Figure 
8 is that those endosymbionts measured were from the media, 
indicating that the endosymbionts may prefer the external 
conditions to what is provided inside of the host. Particularly 
surprising about this mixotroph and the results as a whole is 
the ability of Noctiluca to grow and survive for extended peri-
ods even in the absence of nitrogenous nutrients. It is possible 
that Noctiluca rejected the endosymbionts, though, consider-
ing the advantages P. noctilucae provides for the host Noctiluca, 
it may not be so.

These results also lend credence to the idea that urea and 
NH4 released from land-based activities by humans may be 
contributing to outbreaks of Noctiluca. Further studies will be 
needed to ascertain this hypothesis.

As mentioned previously, contradicting research is a com-
mon issue in marine and HAB research, so steps should be 
taken to limit the conflicting results from different studies, 
both through focused laboratory experiments on Noctiluca 
and other HABs. Having a plethora of “significant results” 
from multiple studies that lead science in miscellaneous di-
rections is no better than only a few elements of research. The 
short time frame of this laboratory work may provide a lim-
itation specifically for this research study. Moving forward, we 
would like to reassess the patterns noticed by including more 
sampling dates to assess patterns over a longer period—po-
tentially 2-3 months, like that around the duration of natural 
Noctiluca blooms—as well as evaluate the different methods 
used in HAB and Noctiluca research and see if implementing 
different methodologies to this study would lead to a sig-
nificantly different outcome. Additionally, the field and lab 
experiments’ observations and data provided valuable insight

Figure 7: The laboratory cell counts of Noctiluca, under each of the three, 
tested nitrogen variables (NH₄, NaNO₃, and urea) in cells per liter, over time 
(each of the sampling days).

Figure 8: The growth of the endosymbionts, Protoeuglena noctilucae, is 
measured by relative fluorescence, in each media type (the variable nitrogen 
types: NH₄, NaNO₃, and urea) over time (each of the sampling days).
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into Noctiluca and its endosymbionts, and how growth and 
physiological processes are affected by changing oceanic con-
ditions and nitrogenous levels, but stable isotopes should also 
be taken into consideration to examine more Noctiluca’s inter-
nal processes.

HABs coat the surface layers of water globally, and while 
their overgrowth has been observed throughout history, 
knowledge of their impacts on ecosystems is even more im-
perative as existing nutrient ratios and climate conditions 
worsen. The described ecosystems suffer calamity from the 
blooms, and all of them are linked to some form of pollution/
anthropogenic outputs and warmer waters. As for Noctiluca, 
the sources of the nutrients studied, including urea and NH4, 
could include anthropogenic activity, such as fertilizer runoff 
and effluents from wastewater and sewage treatment plants. 

The year-on-year increase in Noctiluca blooms in the AS 
appears to also be tied to climate change, because of the re-
lationship between the OMZ and water warming, then the 
OMZ and the nitrogen fluxes, and then the nitrogen chang-
es within Noctiluca’s responses. Knowledge on the formation 
and presence of some HAB blooms and the effects they have 
on us is well-studied and information should be well spread 
to limit the recurrences of the blooms. This is especially im-
portant for the populations around the AS, who need to be 
informed of the impact of their daily lives on the environ-
ment, and consequently themselves with the occurrence of 
Noctiluca. Together the scientific community, the public, and 
governmental agencies can develop plans to prevent further 
damage to the delicate balance of the Arabian Sea and local 
land ecosystems. 
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ABSTRACT: Identifying specific biomarkers associated with pancreatic ductal adenocarcinoma (PDAC) patients’ survival at 
an early stage is essential. After analyzing 1,206 pancreatic cancer patients’ genomic data provided by cBioPortal database, an open 
web-based platform for cancer genomics, fourteen genes were found to be significantly amplified in the deceased patient group 
compared to the living patient group. Among those fourteen genes, it was found that CFAP418-AS1 amplified patients (n= 9) 
are significantly associated with decreased median overall survival month (9.14 months) when compared with the median overall 
survival month (24.9 months) of CFAP418-AS1 non-amplified patients (n= 457). To determine how CFAP418-AS1 amplification 
decreased patients’ survival rates, an in vitro assay was performed to overexpress CFAP418-AS1 in ASPC1 pancreatic cancer 
cell line. In addition, Prestoblue assay indicated that overexpression of CFAP418-AS1 increased cell proliferation. Therefore, 
CFAP418-AS1 may function as an oncogene and decrease survival rates of pancreatic cancer patients by increasing cancer cell 
proliferation. Further investigation of the mechanisms affecting CFAP418-AS1 dysregulation will provide insights into the 
molecular differences underpinning pancreatic cancer’s survival rate.

 KEYWORDS: Biology; Cancer Biology; Genetics, CFAP418-AS1, Gene Amplification. 

�   Introduction
Pancreatic cancer is a relatively uncommon cancer; ap-

proximately 60,000 new diagnoses are expected in 2021 in 
the US.¹ However, the incidence of pancreatic cancer is in-
creasing about 0.7% per year, and it is expected to become 
the second-leading cause of cancer-associated mortality by 
2030.² The most common type of pancreatic cancer is pancre-
atic ductal adenocarcinoma (PDAC). This cancer is late stage, 
which is when pancreas cancer patients are often diagnosed.³

Pancreatic adenocarcinoma heterogeneity makes it difficult 
to predict patients’ survival rates due to poor tumor cellularity 
and genomic instability.⁴ To address this, a whole genome was 
analyzed from pancreatic tumors. In this research, cBioPortal, 
a web-based open-source cancer genomic database, was used 
to analyze the large-scale cancer genomics data.⁵

Lines of evidence have shown copy number variation 
(CNVs) of certain genes are involved in cancer progression.⁶ 
CNV is defined as an increasing or decreasing number of 
DNA segments (larger than 1kb) in the human genome.⁷ 
Currently, research focuses on somatic CNV in cancer, which 
provides a biological function and human disease on the ge-
nomic level. CNV is highly associated with the development 
and progression of many cancers by altering gene expression 
levels.⁸

CFAP418 Antisense RNA 1 (CFAP418-AS1) is a long 
noncoding RNA (lncRNA) gene of unknown function.⁹ ln-
cRNA regulates gene expression through interacting with 
nucleic acids and proteins in the cells.¹⁰ Therefore, lncRNAs 
have been shown to play an important role in many different 
types of cancers. For example, MALAT1 is overexpressed in 
various cancer cells, and knockdown potently reduces both 
proliferation and metastasis in vivo in mouse model assays.¹¹ 
On the other hand, lncRNAs may also function as a tumor 

suppressor. p53 mediates lncRNA-p21 to induce apoptosis in 
cancer cells.¹²

In this study, a meta-analysis of patient data from cBio-
Portal database was performed to find a novel genetic marker 
that predicts poor outcomes in pancreatic cancer patients. The 
amplification of CFAP418-AS1 was evaluated as a potential 
prognostic biomarker in pancreatic cancer. Herein, a possible 
role of CFAP418-AS1 as a prognostic biomarker in deceased 
patients was discovered. Furthermore, the role of CAFP418-
AS1 by ectopic overexpression in ASPC1 (human pancreatic 
cancer cell line) was investigated.
�   Methods
Patient survival Analysis with cBioPortal:
The cBioPortal provided visualization and analyzing tools 

for more than 6,000 tumor samples from 290 cancer studies 
in TCGA database. The database provided researchers with 
an opportunity to analyze genetic alterations across samples 
from other cancer studies with specific genes. CFAP418-AS1 
was searched in cBioPortal database; a total of 1,206 sam-
ples from 10 pancreatic cancer studies were obtained. Genetic 
alterations such as amplifications, deep deletions, and muta-
tions can be identified. Overall survival (OS) was calculated 
using cBioPortal’s survival tab.

Cell line and culture:
Human pancreatic cancer cell line ASPC1 was purchased 

from the Korean Cell Line Bank. ASPC1 cells were cultured 
with RPMI-1640 medium (Gibco) supplemented with 10% 
fetal bovine serum (Thermo Science) and 1% penicillin and 
streptomycin in a 5% CO2 atmosphere at 37°C.

cDNA synthesis:
Total cellular RNA was extracted with Total RNA extraction 

spin kit (Intron) and treated with DNase I (Invitrogen). 
According to the manufacturer’s protocol, the cDNA was 
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reverse transcribed from 1 μg of total RNA using oligo (dT) 
primers (Enzynomics)

Cloning CFAP418-AS1 overexpression vector :
The cDNA of CFAP418-AS1 was amplified with the 

forward primer 5′- ATAGAATTCGAGTGAAGAGGTG-
CCAGAAT -3′ with EcoRI restriction site, and the reverse 
primer 5′- CACTCCAGCCTGGGTGACAA -3′ with 
XhoI restriction site. After PCR purification (Bioneer), the 
amplified product was digested with EcoRI and XhoI restric-
tion enzyme. After PCR purification, the amplified DNA 
was cloned into pcDNA3 (addgene) vector. 

Cell transfection :
Lipofectamine 2000 (Invitrogen) was used to transfect 

pcDNA3-CFAP418-AS1 in ASPC1 cell line. Diluted Li-
pofectamine to the diluted DNA (1:1 ratio) was used to 
transfect the cells. After incubating for 15 min at room tem-
perature, DNA-lipid complexes were added to the cultured 
cells drop-wise. The cell culture media was replaced after 
three hours. Downstream experiments were performed 48 
hours post-transfection. 

Polymerase Chain Reaction :
20 μL of Polymerase Chain Reaction (PCR) was per-

formed with PCR-Premix (Bioneer). The primers were 
designed to amplify CAFP418-AS1 and GAPDH. The cy-
cles of 94°C for 15 s, 55°C to 60°C for 15 s, and 74°C for 30 
s were used to amplify the target gene. The forward prim-
er 5′- TGGCCATGAGGGATTCAAGG -3′ and reverse 
primer 5′- GAACACACTGTGCTGTCCCT -3′ yielded 
a 172-base pair (bp) product from CFAP418-AS1 using an 
annealing temperature 60°C. For GAPDH amplification, 
176 bp of amplified product was synthesized using forward 
primer 5′- TGGAGAAGGCTGGGGCTCAT -3′ and re-
verse primer 5′- GACCTTGGCCAGGGGTGCTA -3′.

Cell transfection :
RedSafe nucleic acid staining reagent (Intron) was used to 

stain 1.3% agarose gels. After samples were loaded, agarose 
gels were run at 100 volts for 25 min. The gel electrophoresis 
images were captured with a digital camera, and the Image J 
program was used to quantify band intensities. The relative 
intensities of CFAP418-AS1 bands were normalized by the 
GAPDH band.

Statistical analysis :
All statistical analysis was performed using Prism 7 pro-

gram. Unpaired t-test was used to calculate the statistical 
significance. p < 0.05 was considered statistically significant.
�   Results and Discussion

Meta-analysis of 1,206 pancreatic cancer patients’ genom-
ic data provided by cBioPortal database, 14 genes were found 
to be significantly amplified in deceased patient group com-
pared to living patient group (Table 1). Among 14 genes, ten 
genes were located on chromosome 8. Since amplification 
of CFAP418-AS was analyzed as one of the top significant 
alterations enriched in deceased pancreatic patient group, 
CFAP418-AS was the focus of amplification for downstream 
analysis. 

To determine if the amplification of CFAP418 can be 
predictive for pancreatic cancer patient survival, 466 patient 
samples were analyzed using cBioPortal to validate the gas-
tric cancer survival biomarker candidates. The patient samples 
were divided into two groups according to the amplification 
status of CFAP418-AS. After performing the patient sur-
vival analysis using Kaplan-Meier Plot, two patient cohorts 
(amplified vs. non-amplified of CFAP418-AS) were com-
pared. As expected, patients with CFAP418-AS amplification 
showed a statistically significant decrease in overall survival (p 
= 1.639e-6) (Figure 1). Overall, CFAP418-AS amplification 
is significantly associated with a low survival rate of pancreatic 
patients.

Table 1: The list of amplified genes that are enriched in deceased pancreatic 
patient’s group. 

Figure 1: Kaplan-Meier survival plot of patients with pancreatic 
cancer, assessing overall survival percentage in regard to CFAP418-AS 
amplification. The patient samples were split into two groups according 
to CFAP418-AS amplified status (n= 9) and non-amplified (n= 457). The 
overall survival curve of gastric cancer patients between two groups was 
analyzed by Kaplan–Meier survival plot (p=1.639e-6).
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CFAP418-AS gene (2659bp) was cloned into pcDNA3 
plasmid to investigate the functional role of CFAP418-AS 
gene in pancreatic cancer. pcDNA3 is a mammalian expression 
vector with the CMV promoter. It is a widely used vector for 
overexpressing the specific gene of interest. The human gene 
CFAP418-AS was successfully cloned into pcDNA3 plasmid 
(Figure 2).  

Four different conditions were used to verify the overex-
pression of CFAP418-AS gene on ASPC1 cells: no treatment 
(negative control), transfection reagent only, pcDNA3 + 
transfection reagent, pcDNA3-CFAP418-AS + transfection 
reagent. Overexpression of CFAP418 was expected only in 
pcDNA3-CFAP418-AS transfected samples. After DNA 
transfection on ASPC1 cells, RNA was extracted, and cDNA 
was synthesized by RT-PCR. cDNA was amplified with spe-
cific primer pairs that target CFAP418-AS and GAPDH 
genes by PCR. Then agarose gel electrophoresis was performed 
to check the amplified DNA. Agarose gel data indicates that 
CFAP418-AS was amplified only in pcDNA3-CFAP418-AS 
transfected cells showing a band on CFAP418-AS (Figure 
3).  GAPDH band showed a similar intensity of bands on all 
four conditions, indicating a similar total RNA and cDNA 

was used for each condition. Overall, pcDNA3-CFAP418-AS 
successfully overexpressed CFAP418-AS.

Cell proliferation is how quickly a cancer cell replicates its 
DNA and divides into two cells.¹³ Therefore, an increase in 
cell proliferation is associated with faster-growing tumors 
and is more aggressive. Prestoblue assay was performed to in-
vestigate the effect of overexpression of CAFAP418-AS on 
pancreatic cancer cell proliferation. pcDNA3-CFAP418-AS 
transfected cells showed the highest cancer cell proliferation 
(Figure 4). When the proliferation of pcDNA3 transfected 
cells was compared to the pcDNA3-CFAP418-AS transfect-
ed cells, the cell proliferation increased to about 120%. This 
result indicated that CFAP418-AS overexpression may posi-
tively regulate pancreatic cancer proliferation.
�   Conclusion
Antisense gene expression can be regulated either coordi-

nately or independently of their neighboring genes.¹⁴ Also, 
antisense transcripts can regulate the expression of their 
target genes from transcription and translation to RNA deg-
radation.¹⁵ CFAP418-AS gene is an antisense gene that may 
regulate CFAP418 gene expression level. CFAP418 encodes 
a protein of unknown function. CFAP418 is ubiquitously ex-
pressed in many organs such as the brain, heart, retina, and 
pancreas.⁹ This study found that amplification of CFAP418-
AS gene is significantly associated with decreased pancreatic 
patients’ survival. Also, this in vitro experiment showed that 
overexpression of CFAP418-AS may enhance pancreatic 
cancer progression. In conclusion, this study indicates that 
CFAP418 amplification or overexpression can be used as a 
biomarker that predicts poor prognosis in pancreatic cancer. 
Also, this study can be used to develop a novel cancer treat-
ment. However, further study is needed to investigate the 
detailed molecular mechanism of how CFAP418-AS func-
tions as an oncogene in pancreatic cancer.
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ABSTRACT: Lung cancers are the most prevalent cancer type with the lowest 5-year survival rate. Biases in lung cancer 
screening contribute to the inaccurate estimation of patient surviving days, demanding an objective model of survival estimation. 
This paper offers a novel two-phase approach to the modeling of lung cancer patient survival featuring a newly established 
VB-based Cancer Data Analysis Software Application. Given patient data gathered from the NIH’s SEER Program, the author-
developed software first analyzed the impacts of 24 individual genetic, diagnostic, and treatment variables on survival. In the 
next phase, the software successfully integrated 7 diagnostic and 6 treatment-related factors to estimate diagnostic and treatment 
effectiveness factors- representing the weights of various treatment and diagnostic factors on surviving days. In the final phase, 
coefficients were tested on sample sizes of 12,000 to 20,000 respiratory cancer patients for survival estimation. Percent error 
between estimated and actual survival was calculated, along with Spearman Rank correlations for significance testing. Results 
indicated that the software was most reliable for the following diagnostic factors: Metastases in the Lung, Metastases in Bone, 
number of Positive Lymph Nodes, and the control (No diagnostic variables). This VB-based software can be utilized to determine 
the ideal treatment combination that provides the most accurate diagnosis of surviving days by diagnostic variable. Through 
consideration of strict numerical data and complexity in treatment, results are ensured to be representative of the patient’s true 
situation and not error-prone subjective observations.

 KEYWORDS: Biomedical and Health Sciences; Other; Oncology; Lung cancer survival; Mathematical Modeling. 

�   Introduction
Lung Cancer Prevalence:
Lung cancer is the deadliest and third most common can-

cer in the United States.¹ The National Institutes of Health 
report that roughly 22% of all cancer-related deaths in 2021 
were attributed to the lung and bronchus, the highest per-
centage of deaths reported by any single cancer type (Figure 
1).¹  Alarmingly, lung cancers have displayed a 22% five-year 
survival rate, extremely low compared to more optimistic 
rates such as that of breast cancer (90%).² Elderly individuals 
typically possess this cancer, and treatments usually involve 
combinations of chemotherapy, radiation therapy, surgery, 
and targeted therapy drugs, among other treatments.³ Lung 
cancer's widespread prevalence and alarming survival rate de-
mand a need for further research into the existing prognosis 
models for respiratory cancer patients and the exploration of 
individualized treatment options to maximize patient survival 
time.

Pitfalls of TNM Staging:
Currently, the eighth edition of the American Joint Com-

mittee on Cancer’s (AJCC) TNM system is widely used 
among healthcare practitioners to predict the stage of malig-
nant tumors, focusing on the importance of tumor size, lymph 
node involvement, and metastases in prognosis.⁴ This system 
is summarized in Figure 2. 

Figure 1: This figure from the National Cancer Institute depicts the 
percentages of total cancer deaths in the U.S. attributed to each cancer type 
in 2021, with respiratory cancers represented by the red section. 

Figure 2: This figure provides an overview of the 8th edition of the Tumor, 
Metastases, and Lymph Node (TNM) System used for lung cancer diagnosis 
and established by the AJCC; retrieved from Radiology Assistant.5
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The AJCC highlighted numerous changes to the TNM 
system to promote accurate prognosis in its 8th edition, 
including dividing the T1 category into 3 subcategories 
(T1A-T1C) and adjusting and subdividing tumor sizes in the 
T2, T3, and T4 categories.⁶ These efforts were successful, as 
supported by a study published in the Journal of Thoracic 
Disease. Yun et al. concluded that the latest edition had 
increased prognostic validity compared to its predecessor, 
the 7th edition, due to stratification.⁷ However, studies 
such as Hattori et al.’s note persistent barriers including 
clinicopathological issues in the T category, and the overall 
lack of consideration of prognostic indicators at the molecular 
level, specifically driver oncogene and immune status in the 
evaluation of the system’s applications in Non-Small Lung 
cancer prognosis.⁸ Further, Zurrida, and Veronesi proposed 
the need for updated definitions for the T, N, and M 
categories as well as placeholders to specify the molecular 
characteristics of the tumor to incorporate more precise 
pathological information.⁹ Thus, the persistent shortcomings 
of the TNM system and lack of histological indicators 
demand supplement tools for a reliable prognostic system to 
be established for lung cancer patients.

Paired with the lack of individualized prognosis, biases 
in the lung cancer screening process also contribute to 
inaccurate survival estimation. In their comparative study, 
Ge et al. found evidence of lead-time bias in lung cancer 
screening in the form of overestimated survival times for 
patients who previously had cancer although they posed 
no clinical advantage.¹⁰ Lead-time biases in this context 
refer to the detection of lung cancer before the emergence 
of symptoms during the cancer screening stage, though the 
course of the disease is unaltered. As a result, the extreme 
increase in 5-year survival rates due to earlier diagnosis when 
survival is unaffected is an illusion contributing to this form 
of bias. Thus, the possession of no “clinical advantage” in 
the context of Ge et al.’s study is interpreted as no relative 
increase in surviving days.  Additionally, length biases were 
noted in an article for the Journal of the American College of 
Radiology, where Gill et al. proposed the possibility for lung 
cancer screening to underestimate survival based on relatively 
harmless tumors posing no threat to survival.¹¹ Despite the 
persistence of over-and under-diagnosis ultimately leading 
to overtreatment, many patients are still not informed of 
these risks. A study by Wegwarth et al. discovered that fewer 
than 10% of lung cancer patients in the study responded 
that their doctor informed them of respective risks of 
overdiagnosis and/or overtreatment.¹² Moreover, due to the 
TNM system's non-holistic criteria for the classification of 
tumor stage and screening biases, health practitioners tend 
to either overestimate or underestimate lung cancer patient 
survival. Lambden et al. discovered that physicians' estimates 
favored overestimations of survival much more frequently as 
the patient's death came nearer by a median of 4.4 months 
when the patients had 0-3 months left to live.¹³ On the 
contrary, physicians underestimated survival by a median of 
12 months when the patient survived longer (>12 months).¹³ 
Consequently, there exists a need to objectively predict 

lung cancer survival to the maximum accuracy through 
consideration of individual diagnostic factors and treatments 
in supplementation to predetermined prognosis models

Existing Studies and Limitations:
Now more prevalent than ever, Machine and Deep learning 

models are at the forefront of studies aiming to model lung 
cancer survival through consideration of diverse patient vari-
ables. A study by Lynch et al. utilized Supervised Machine 
Learning Classification techniques to predict lung cancer 
survival, incorporating Linear Regression, Decision Trees, 
Gradient Boosting Machines, Support Vector Machines, and 
more.¹⁴ Another study published in 2020 implemented Deep 
Learning for the development of a model used to determine 
non-small cell lung cancer survival among roughly 18,000 pa-
tients.¹⁵ Further, a study published in the International Journal 
of Medical Informatics in February of 2021 was able to pre-
dict lung cancer survival with 71% accuracy utilizing Deep 
Learning, outperforming other models.¹⁶ Other studies have 
maintained the use of traditional regression models such as 
the Cox proportional hazards and the Kaplan Meier models 
in their statistical analyses. However, little to of such studies 
have employed a traditional mathematical modeling structure 
for cancer survival estimation. Typically, mathematical model-
ing is viewed as an "outdated" approach to the complex data 
analyses that cancer diagnoses warrant. However, mathemat-
ical models are complementary to newer Machine Learning 
approaches as they address the latter’s key limitations. In the 
case of Lynch et al.'s study, survival was only estimated accu-
rately for patients who lived for 6 months or less with models 
struggling to estimate survival for patients living 35 months or 
more.¹⁴ Moreover, the standard error was inflated in this study 
in question due to large errors. Most importantly, Lynch et al. 
state that the Machine Learning techniques studied were sim-
ilar in performance to the Cox proportional hazards models, 
implying that traditional methods should not be overlooked 
and should rather be used in collaboration with newer models. 
Studies with ML also lack proper data interpretation, which 
is feasible through mathematical modeling. Comparing the 
use of this approach to newer deep learning models can help 
further the understanding of why specific variables impact sur-
vival more than others, which is otherwise undiscovered with 
ML/DL. Another key limitation of the current literature is 
within the analysis of treatment information. Most studies 
examined did not consider multiple treatment combinations, 
or the diversity of treatment options a patient may undergo 
in each period. This overlooks the actual situation of many 
cancer patients, as authors assume that patients undergo a sin-
gle treatment such as Chemotherapy alongside a diagnostic 
or social variable. Thus, biases are introduced when not ac-
counting for the percentage of patients who undergo multiple 
treatments simultaneously.
�   Methods
Research Design:
This study employed a purely quantitative approach fea-

turing an applied multivariate analysis implementing matrix 
algebra to estimate treatment and diagnostic variable effective-
ness factors, as well as subsequent surviving days. For the data
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that may have prevented a linear association between variables 
and surviving days. Further, to be included in each analysis, 
patients needed to have non-null values for all six treatments 
and the variable in question. Despite data collection spanning 
the years 1975-2017, only data from 2004 and later was uti-
lized to ensure accurate collection mechanisms and to include 
variables with the prefix “CS” (Stage-related variables) that 
were only collected starting from the year 2004. Overall, nearly 
3 million cancer patients were filtered to sample sizes of 25-
100K patients (which varied among diagnostic variables). As 
a critical part of the procedure, mean values of surviving days 
were taken for patients who underwent similar treatments. 
This served as an attempt to normalize the patient data to 
avoid the possibility of non-linear phenomena (i.e., two pa-
tients with similar treatment options and drastically different 
surviving days). Sample sizes of patients were randomly select-
ed through a module developed in the SQL Server. A database 
in SQL labeled “Respiratory Cancer Data” was thus created, 
storing the filtered and reformatted variable data, de-identified 
patient IDs, and actual surviving days for all patients (refor-
matted from the original month format). Moreover, Visual 
Basic was utilized to implement the Cancer Data Analysis 
Control Panel display's back-end code for loading and analyz-
ing data. Primary programming languages included the Visual 
Basic Language, Java, and MATLAB. Modules were devel-
oped to evaluate single variable effects on survival, followed 
by software-generated box plots displaying means of surviv-
ing days for each variable's possible values (see Figure 7). This 
single-variable analysis was followed by a differential analysis 
segment implemented to calculate diagnostic and treatment 
effectiveness factors provided for each of the seven diagnostic 
variables. For this, a mathematical model was implemented as 
seen in Figure 3. For each of the seven diagnostic variables, 
the mathematical equation below was implemented to obtain 
treatment and diagnostic coefficients (stored in Vector X) by 
multiplying the inverse of the patient data (represented by 
Matrix A) by the actual number of surviving days for each 
patient (represented by vector Bactual). Specifically, Matrix A 
stored the two-dimensional patient data (diagnostic and treat-
ment information in the columns and patient IDs in the rows). 
To obtain the inverse of Matrix A, a pseudo-inverse was taken 
using a third-party Visual Studio plugin. The ultimate objec-
tive of estimating the coefficients was to later implement
the calculated treatment and diagnostic effectiveness factors in 
survival estimation.

Supplementing the differential analysis, modules were writ-
ten to display bar charts visualizing the calculated coefficients 
following the pop-up of text (see Figure 8). In the survival 
estimation phase of software development, new functions 
were developed in the Visual Basic platform. Seven diagnostic 
variables were chosen for analysis due to their primary role 
in cancer prognosis under the TNM System. Similar to the 
first phase, a control group was utilized where no diagnostic 
variable was involved, and the same six treatment variables 
persisted from the first phase. Moreover, calculated treatment 
effectiveness factors were obtained and loaded into a new data 
table using the Microsoft SQL server and presented in Vector 
X. This time, to-be estimated surviving days were stored in a 
bestimate-Vector. Unlike in Phase 1, the pool of patients was 
reduced to 10,000-20,000 patients depending on data avail-
ability for each diagnostic variable since mean surviving days 
were taken from patients with similar treatment combinations 
as opposed to similar individual treatments. This choice was 
undertaken to eventually determine which combinations could 
provide the most accurate surviving days. Hence, the normal-
ization of matrices based on a non-linear system allowed for 
the manipulation of the same mathematical equation for more 
accurate survival estimation as demonstrated in Figure 4.

Back-end code was then implemented for the Cancer Data 
Analysis Software to develop bar graphs following each vari-
able analysis, displaying the treatment combinations on the 
x-axis and the survival estimation error (in days) on the y-ax-
is. The sample size of that variable was noted in a legend at 
the top right. These graphs were developed to display which 
treatment combinations produced the least estimation error. 
Percent error and median calculations were then conducted 
between estimated and actual surviving days. To determine 
the significance between estimated and actual survival, the 
Spearman Ranks Correlation test was utilized. This non-para-
metric test was chosen because of the traditionally non-normal 
distribution of data and is most like the parametric Pearson 
Correlation test.

Figure 3: This figure displays the mathematical modeling structure 
implemented in the “Differential Analysis” component of Phase 1 of 
the study. On the left-hand side of the equation Vector X represents the 
calculated diagnostic and treatment coefficients whereas on the right-hand 
side Matrix A represents patient data and Vector Bactual represents actual 
surviving days of patients.

Figure 4: This figure displays the matrix algebra unique to this year’s 
segment in estimating survival utilizing previously calculated diagnostic and 
treatment effectiveness factors (in the x-Vector).
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Materials and Risk Assessment:
To conduct this study, lung cancer patient data were re-

trieved from the National Institute of Health’s Surveillance, 
Epidemiology, and End Results Program. The program 
contains population and incidence cancer information for a 
variety of cancer types and includes 70+ social, diagnostic, 
and treatment variables. After registering through a cancer 
researcher SEER account and signing appropriate confiden-
tiality and risk assessments, raw patient data was accessible. 
However, treatment information was only obtained through 
signing an additional form for access to SEER's specialized 
treatment database. By signing the SEER forms acknowledg-
ing patient confidentiality and safety measures, the ethicality 
of this study was ensured. Furthermore, access to a computer 
to develop the Cancer Data Analysis Control Panel with Vi-
sual Basic Studio and Microsoft SQL to analyze the raw data 
was also necessary. To maintain safety, the 20-20-20 rule for 
safe computer use was followed. No further risks were pre-
sented in this study.

Seer Program and Participant Information:
TRepresentative of the United States’ population diag-

nosed with cancer, the NIH’s Surveillance, Epidemiology, and 
End Results Program collects cancer survival data from ap-
proximately 35% of the U.S population and mimics the racial 
and socioeconomic diversity of the nation.¹⁹ The 19 regis-
tries nationwide are comparable to the larger U.S. population 
in poverty and education levels, with percentages of SEER 
patients with less than a high school diploma and those 
below poverty similar to those of the general population.¹⁹ 
However, SEER participants contain a slightly greater per-
centage of foreign-born individuals compared to the general 
population.¹⁹ The program has since expanded its registries 
for coverage of Hispanics, urban African Americans, Asian 
and Pacific Islanders in Southern California and the Great-
er Bay Area, rural African Americans in Georgia, Arizona 
Indians, and Alaska natives.19 Key limitations of other can-
cer patient databases such as the Society of General Internal 
Medicine’s National Cancer Database are that cohorts are not 
population-based; rather, they are identified from hospitals.²⁰ 
On the contrary, SEER data is known as the “gold standard 
in data quality” among most U.S. registries and holds itself 
to strict data quality and collection policies.²¹ By using the 
most representative data for cancer analysis, it can be ensured 
that conclusions apply to all respiratory cancer patients from 
across diverse regions in the United States.

Variables and Hypothesis:
The independent variables in the first phase of the study 

included 24 various social, diagnostic, and treatment variables, 
including actual surviving days. The four social variables listed 
were selected due to having the most complete data for the 
time frame of analysis: marital status, age at diagnosis, race, 
and gender. Thirteen diagnostic variables selected under the 
same reasoning included Metastases at Diagnosis, Primary 
Site, Laterality, Number of Positive Lymph Nodes, Tumor 
Size, and more. Moreover, six treatment variables included 
Surgery conducted at Primary Site, Chemotherapy, Radiation 
therapy, Intraoperative Radiation , Radiation before Surgery, 

and Radiation after Surgery. These therapies were the only 
treatment-related variables available in the specialized Radi-
ation/Chemotherapy database, with data for newer therapies 
like immunotherapy or targeted therapies limited in the scope 
of analysis, and thus unused. The control group was the anal-
ysis of patients without any diagnostic variable, providing a 
baseline for comparisons among variables. In the differential 
analysis component of the first phase and survival estima-
tion in the second phase, seven diagnostic variables and six 
treatment variables were analyzed, including control of no 
diagnostic variables. Diagnostic variables included Positive 
Lymph Nodes, Metastases in Lung, Metastases at Bone, Me-
tastases in all Organs, Primary Site, Tumor Size, and Total 
Number of In-Situ tumors. The advantage posed by focusing 
on a limited scope of diagnostic variables included a more 
thorough and reasonable analysis of significance in the re-
lationship between estimated and actual survival for each 
variable (quality over quantity). Moreover, diagnostic variables 
were continuous (as in 3 mm for tumor size), whereas treat-
ment variables were discrete (as in Yes/No for chemotherapy). 
Consequently, whether or not the patient received treatment 
or not as indicated by either a "0" or "1". Actual survival was 
measured in days, converted from the original month form 
provided by SEER. Within the single-variable and differ-
ential analyses in Phase 1, the dependent variable was the 
number of actual surviving days. As for survival estimation in 
Phase 2, the dependent variable was the estimated number of 
surviving days after matrix multiplication. Moreover, attrition 
and confounding variables were risks to the internal valid-
ity of this study, since it was not guaranteed by SEER that 
all data collected was accurately measured. In the first phase 
(including single-variable and differential analyses), it was hy-
pothesized that the number of surviving days of a respiratory 
cancer patient was dependent upon the social, genetic, and 
diagnostic variables and that the normalized mathematical 
modeling system would produce a linear relationship between 
surviving days and variable quantities. In the second phase, 
it was predicted that given effectiveness factors, there would 
be a near-zero percent change between estimated and actual 
survival and that the relationship between the two measures 
would be significant for all diagnostic variables.

Data Analysis:
Percent error calculations were conducted between estimat-

ed and actual survival data for each variable, along with mean 
calculations of the estimated surviving days for each variable. 
Patterns in mean calculations among diagnostic variables 
were later compared to the results of prior studies in the field.

Figure 5: This figure depicts the equation for the calculation of a Spearman 
Ranks Coefficient (noted as ρ or 𝑟𝑠), retrieved from Statistics How To.

¹ According to the Mayo Clinic, Intraoperative Radiation therapy (IORT) is an intensive radiation treatment administered during surgery, providing direct radiation 
to a specific area.
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�   Results

Data Collection:

After running the software, diagnostic and treatment co-
efficients shown in Table 1 were obtained, representing the 
weights of each diagnostic variable and six other treatments 
on surviving days. Interpretation of the meaning of the in-
tegers representing the coefficients was not possible at this 
stage of the study, solely because the calculation of coefficients 
was an intermediate step in the ultimate goal of estimating 
survival using the coefficients. As seen in the chart, there 
were instances of negative coefficients for certain diagnostic/
treatment pairs. As such, interpreting the coefficients as “more 
impactful” if they were greater would not be logical. Hence, 
the presence of negative coefficients inexplainable in mathe-
matics proves the non-linearity of the system.

In the second phase, lung cancer treatment combina-
tions for a total of 7 diagnostic variables were analyzed by 
the Survival Estimation feature of the Cancer Data Analysis 
Software to obtain estimates of surviving days. Upon analysis, 
the number of unique treatment scenarios generated var-
ied from 4 to 17 distinct combinations. After running each 
variable's analysis, the Cancer Data Analysis Control Pan-
el displayed the mean estimated as well as actual surviving 
days for each unique treatment scenario based upon 10,000 
to 20,000 patient samples (depending on the amount of data 
provided for each variable in question). The screenshot below 
displays the user interface of the Cancer Data Analysis Con-
trol Panel running a Comparative Analysis of Surviving Days 
for Treatment Factors vs. Metastases at Diagnosis at Bone.

Figure 6: Screenshots of the Cancer Analysis Software Control Panel, 
demonstrating where to navigate to run a single-variable analysis (top image), 
a differential analysis (middle image), and a survival estimation (bottom 
image).

Figure 8: The following is a screenshot of the software’s display when a 
differential analysis is conducted with the Metastases at Diagnosis variable. 
The images depict a graph and resulting status box containing sample and 
mean diagnostic and treatment coefficients.

Table 1: This chart organizes calculated treatment effectiveness factors 
by diagnostic variable (columns) and treatments (rows) as a result of the 
differential analysis portion of Phase 1 of the study.

Figure 7: The first two graphs (a.) and (b.) are box plots (with mean 
and median actual surviving days) displayed by the Cancer Data Analysis 
Software under the single-variable analysis of the first phase. Only graphs for 
two diagnostic variables are featured (Combined Metastases at Diagnosis for 
Lung and Positive Lymph Nodes respectively). The final graph (c.) shows 
a multiple-variable analysis under the first phase, where six treatments are 
analyzed in respect to the Metastases at Diagnosis variable.
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The Software Control Panel also displayed the resulting 
graph shown in Figure 10 below, popping up immediately 
after the text in Figure 9 was displayed. The surviving day es-
timation error is represented by the y-axis, whereas the unique 
treatment combinations are shown on the x-axis. In the case 
of Figure 10, there were thirteen unique combinations for the 
Metastases at Diagnosis at Bone variable.

Of all diagnostic variables, metastases at diagnosis in all or-
gans provided the greatest diversity in treatment information, 
while Tumor Size and Total Malignant Tumors provided the 
least number of treatment combinations. The few treatment 
combinations found for the latter two indicate that there 
was a lack of patient data for those variables. Certain outliers 
were found in the data (such as the 936% error for a certain 
treatment combination in Metastases in all Organs) and were 
predominantly found in the General radiation, Intraopera-
tive radiation, and Chemotherapy treatment combination. As 
such, that combination was omitted from the analysis. For 
this reason, median calculations were used to approximate the 

center of error in estimation over the mean due to outliers in 
data. Despite its lack of data, the Primary Site variable had 
the most accurate estimations with a median of 10.16% er-
ror. A close second, the Metastases at Bone variable, which 
had a greater quantity of data, had a median of 13.12% error. 
The least accurate estimations were found in the Metastases 
at the Lung variable, which had a median of 39.4% error. In a 
further statistical analysis, estimated and actual surviving days 
of each variable were plotted in a linear regression model to 
determine if a positive linear trend existed. Residual models 
did not conform to parametric conditions, as visible in Figure 
11 (b.)

Data Interpretation:
In terms of the Spearman Ranks Coefficient test, the stron-

gest correlation between the ordinal variables (estimated and 
actual survival) was attributed to Metastases at Lung, which 
showed a significant degree of linear association, rs=.88 with 
a p-value of .00016 for a one-tailed test (ps> 0). Given an 
alpha level (α) of .05, there was very strong evidence to reject 
the null hypothesis (p=0). Quite strong but not as strong as 
for Lung, the Metastases at Bone’s ordinal variables showed 
a significant degree of linear association, rs=.86, p=.0002. For 
no diagnostic variable analyzed, there was also a significant 
degree of linear association, rs=.601, p<.05, (p=.019). The 
Lymph Nodes diagnostic variable also had a significant de-
gree of linear association, rs=.59, p=.02, so the null hypothesis 
was rejected in this scenario as well. However, not all variables 
reflected significant trends between estimated and actual sur-
vival despite being positively associated with each other. The 
Primary Site diagnostic variable displayed a non-significant 
degree of linear association, rs= .7, p=.094, and since .094>.05 
the null hypothesis failed to be rejected. Similarly, the Tumor 
Size diagnostic variable had a non-significant degree of linear 
association, rs=.8, p=.1, so the null hypothesis failed to be re-
jected. Finally, the greatest non-significance between ordinal 
variables was attributed to the number of Malignant/In-Situ 
Tumors, rs=.2, p=.4. Thus, these results indicated that the as-
sociation between the estimated and actual survival for these 
variables was not considered to be statistically significant for 
α=.05. Additionally, after median calculations of estimated 
and actual surviving days for each diagnostic variable, it was 
found that Metastases at Bone had the least median estimated 
and actual survival (201 and 220 days respectively). This is 

Figure 9: Three screenshots above and to the left depict the Cancer 
Data Analysis Control Panel’s display for a Metastases at Bone Survival 
Estimation analysis, with (a.), (b.), and (c.) demonstrating three treatment 
scenarios out of 13 possible combinations for this variable with displayed 
estimated surviving days, actual recorded surviving days, and the error.

Figure 10: Accompanying the analysis in Figure 9 is this software-
generated graph of treatment combinations (T1...T22) and estimated error in 
surviving days for CS Metastases at Diagnosis at Bone (Sample size=15,000 
patients).

Table 2: Lung Cancer Survival Day Error Rates for Treatment 
Combination Based on Diagnostic Variable. Highlighted are the treatment 
combinations producing the least percent error for each variable..

Figure 11: (a.) Least Squares Regression Model for No Diagnostic 
Variable shows positive trend between actual and estimated survival. (b.) 
Corresponding residual plot indicates non-normality of data, thus reliance on 
non-parametric Spearman Ranks test is needed for significance analysis.

ijhighschoolresearch.org



	 41	 DOI: 10.36838/v4i6.7

to a 2017 Danish population-based cohort study conducted 
on patients with various primary cancers, which found that 
one-year survival after bone metastasis diagnosis was lowest 
in patients with lung cancer.²² Moreover, the fact that Metas-
tases in Lung had the past accurate estimations in Table 2 is 
understood in the context that the lung is the origin of lung 
cancer, so the patient likely had existing lung metastases serv-
ing as a confounding variable in survival estimation.
�   Discussion
Based on the results from the Spearman Ranks Test mea-

suring the reliability of the association between estimated and 
actual surviving days, the original hypotheses were support-
ed by the control, as well as the Lymph Nodes, Metastases 
at Bone, and Metastases at Lung variables. This indicates 
that the relationship between actual and estimated survival 
days was significant and likely to persist in future trials when 
considering these factors. Thus, it can be concluded that the 
lowest (highlighted) error rates shown in Table 1 for each of 
the variables will most likely repeat if additional lung cancer 
patient samples were added. For example, the control group’s 
passing of the Spearman Ranks test indicates that the low-
est error in surviving days matching the best combination 
of General Radiation and Intraoperative Radiation in Ta-
ble 1 will persist in new samples. As such, this specific set 
of treatments should be implemented in the place of gen-
eral “combinations of ” chemotherapy, radiation, and surgery 
described by the CDC as current methods to combat lung 
cancer. As for Lymph Nodes, treatments have traditional-
ly involved radiation to the chest, as well as chemoradiation 
for patients with limited-stage small-cell lung cancer. In line 
with the current therapeutic approach, chemotherapy should 
be paired with general radiation and intraoperative radi-
ation conducted before and after surgery to yield the most 
accurate surviving days. For Metastases at Bone, which also 
passed the Spearman Ranks Test, the combination of all radi-
ation-related treatments will most likely lead to more accurate 
estimations of survival by the software in future trials. Thus, 
multiple forms of radiation should replace current methods 
of surgery, radiotherapy, and bisphosphonates used to treat 
bone metastases. Similarly, for Metastases in Lung, all radia-
tion-related variables and chemotherapy were included in the 
best treatment combination. As such, they should be used in 
conjugation to improve patient survival. In current literature, 
the best treatments for lung metastases include chemotherapy, 
immunotherapy, or radiation therapy, with “a combination of 
these” ideal according to the American Cancer Society. How-
ever, results illustrate that the combination of chemotherapy 
and general radiation with more sophisticated forms of ra-
diation like intraoperative radiation at specific times (before 
and after surgery) will encompass a more holistic approach 
to therapy. The significant inferential test result obtained by 
the Metastases at the Lung variable is also understood in the 
context of lung metastases occurring at the site of cancer. 
Hence, the relationship between actual and estimated survival 
for lung cancer considering this variable will be more reliable.

However, since the Primary Site, Tumor Size, and Malig-
nant Tumor variables did not pass the Spearman Ranks test, 

they are not reliable indicators of accurate survival estima-
tion. However, there were key limitations that could have 
reduced the accuracy of the results. Most directly related to 
the non-significance of these variables is the lack of patient 
data. A prominent pattern among these three variables is the 
lack of unique treatment combinations in Table 1. As such, 
it is understood that a lack of unique patient data covering 
all treatment combinations resulted in the non-significant 
Spearman results for these variables. A key limitation impact-
ing all diagnostic variables, however, is the non-linearity of 
the data. Due to the non-linear nature of cancer prognosis 
and confounders, survival estimation cannot be perfectly lin-
early associated with patient variable data. Although matrices 
were normalized as part of the procedure to “linearize” the 
data through retrieval of mean surviving days for patients 
with similar treatment conditions, this process was not able 
to completely linearize the data due to confounding variables 
unaccounted for by the SEER data. Previous studies that have 
estimated cancer survival rates in conjunction with patient 
variables such as those studies by respective authors She et al., 
Lai et al., and Burki et al. have utilized machine learning or 
deep learning algorithms to account for this limitation. How-
ever, due to the lack of patient data, Machine Learning was 
not feasible for this study. Finally, inherent biases in SEER 
data collection were implied through the signing of the SEER 
Data Use Agreement form.

Thus, the original hypotheses about the single-variable, dif-
ferential analysis, and survival estimation portions of the study 
were partially true. Reflecting on the single-variable analysis 
prediction, it was true that the number of surviving days of a 
respiratory cancer patient was determined by the various so-
cial, genetical, and diagnostic variables- evident by the variety 
of means and medians in the two box plot examples provided 
in Figure 7 for the Lymph Nodes and Metastases at Lung 
variables. However, in terms of the differential analysis, the 
mathematical model did not reflect a linear system despite 
normalization due to the presence of negative treatment and 
diagnostic coefficients as seen in Table 1, as well as the reasons 
provided in the previous paragraph. As for survival estimation, 
the percent change between estimated and actual survival was 
not quite zero according to Table 2. However, in the case of 
the least error combination for the Lymph Nodes variables, 
the error came close at 0.62%.
�   Conclusion
In synopsis, the Cancer Data Analysis Software developed 

as part of this study serves as a valuable tool to healthcare 
professionals for the prognosis and assignment of lung cancer 
treatment by issuing a personalized, least-error treatment plan 
for patients after considering unique diagnostic variables and 
combined treatment options. Stemming from the significant 
relationships between actual and estimated survival for certain 
diagnostic variables supported by the Spearman Ranks and 
p-score significance tests, patients exhibiting these variables 
can be assured that the least error treatment combination will 
provide the most accurate surviving days- thus prolonging 
survival.  A “personalized outlook” was established through 
consideration of unique diagnostic and treatment variables 
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of existing SEER patients, including but not limited to di-
agnosis-related variables such as Lymph nodes, metastases, 
and tumor size, and specific treatments like Radiation Before 
Surgery. However, it is acknowledged that outlook cannot be 
completely personalized since survival estimation only focused 
on diagnostic and treatment-related variables, excluding the 
social/genetic variables originally used in the single-variable 
analysis. Nonetheless, through consideration of complex treat-
ment combinations representing the true situation of many 
lung cancer patients, estimates are personalized in that they 
are not limited to analysis of a single therapy (not a likely sce-
nario for many patients). This software, paired with the TNM 
system and existing screening processes, can give doctors the 
leverage needed to provide a well-rounded approach to prog-
nosis through statistical analysis-driven validation. Moreover, 
the quality of life of lung cancer patients will be improved as 
patients are no longer dependent on doctors’ potentially sub-
jective prognoses fueling the risk of overdiagnosis. Specifically, 
by knowing which treatment combination best prolongs sur-
vival, patients can be informed of which costly treatments to 
avoid in the light of “overtreatment” concerns discussed by Dr. 
Martin Makary, a professor of Surgery at Johns Hopkins Uni-
versity School of Medicine in Baltimore.²³ This study holds 
especially great value for patients with early-stage lung cancer 
as a study conducted by the Fox Chase Cancer Research team 
at Temple Health, Philadelphia found that individuals with 
early-stage lung cancer and small tumors were typically over-
treated.²⁴ Finally, the researcher hopes that the Cancer Data 
Analysis Software Application will become an open-source 
resource for other cancer researchers to utilize for their analy-
ses, allowing for the choice of a particular diagnostic variable 
and relevant analysis type (single variable analysis, differential 
analysis, or survival estimation).

Future Study:
To improve this year’s research, incorporating additional 

variable data such as genetic data in the form of molecular 
subtype or health condition, lung cancer type (non-small cell 
vs. small cell), and stage of the tumor could provide a more 
holistic view of most effective treatment options while re-
ducing the presence of confounding variables. Additionally, 
through gathering a greater sample pool for variables limited 
in data such as Primary Site and Total Malignant/In-Situ Tu-
mors, the number and types of treatment combinations across 
all diagnostic variables can be made homogenous. This would 
allow Spearman Correlation tests to not only be conducted 
for each diagnostic variable type, but also each treatment 
combination, leading to a complex understanding of which 
variable and treatment combinations respectively would be 
most impactful on survival. Moreover, through a more effec-
tive linearization method, the software will be able to make 
more accurate predictions. In the future, the building of new 
software modules within the Cancer Data Analysis Software 
for the analysis of Colon cancer and Pancreatic cancer, which 
correspond to 22% and 9% of total cancer deaths in 2021 re-
spectively, could allow for more statistical analyses not only 
within but between cancer types, contributing to a more com-
plex understanding of cancer survival prognosis.
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ABSTRACT: This paper discusses the complicated and intertwined factors and controversies surrounding neurodiversity, with 
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�   Introduction
Neurodiversity has become a hot topic in recent years and 

has stirred up a great number of controversies. The term “neu-
rodiversity” was first introduced by Judy Singer in 1998 as part 
of the autism rights movement.¹ It implies that neurologi-
cal differences and the resulting behavior should be treated 
and respected as forms of natural human variation.² In other 
words, although some conditions might appear to be deficits 
and “inconvenient” to have because they make it harder for 
individuals to fit into the norms of society, these conditions 
should not be treated as “abnormalities” or illnesses that need 
to be cured. Researchers have further found various strengths, 
or natural talents, associated with having these neurological 
conditions. Specifically for individuals with Autism Spectrum 
Disorder (ASD), which contributes to a large portion of the 
neurodiverse population and seems to attract the most atten-
tion in research, talents in music, math, memory, and spatial 
skills are among the many strengths that have been commonly 
found.³ However, many ASD individuals are unable to utilize 
their special strengths due to a variety of reasons, and it is cer-
tainly a loss not only to them but also to our society as a whole. 
As a result, this paper not only explains the less-apparent sides 
of ASD, such as some of the common strengths that tend to 
come with it and controversial topics surrounding it but also 
proposes the development of education and communication 
tools to help patients and families make well-informed deci-
sions together with their clinicians.
�   Discussion
I. Complicated Nature of “Neurodiversity”:
Neorodiversity is a very complicated topic from many 

aspects.
A. A Diversity of Models
There are multiple models that view the nature of neuro-

diverse conditions from very different perspectives. The most 
prominent framework for understanding autism, historically, 
is a medical model where ASD is treated as a disability. While 
the medical model takes a more traditional view to see ASD 

as deficits to be treated and corrected, a strength-based model 
focuses on developing such individuals’ areas of strength. It 
considers a more comprehensive panel of criteria, such as tal-
ent in music or even other daily tasks the individuals are better 
at, that could help them excel and have a sense of accom-
plishment. In turn, these strengths can be used to motivate 
them to work harder on other necessary skills and aspects.⁴ 
In addition, there is a social model of disability that sees the 
challenges of these individuals as the responsibility of society 
as a whole. In other words, society fails to see these variations 
in brain functions as normal in humans and does not provide 
enough flexibility and space for these variations.⁵ Whether it 
is the medical, social, or strength-based model, they are each 
with a very different perspective, and the treatment decisions 
based on the different models will likely be very different.

B. Identity-First vs Person-First Language
Besides the different models mentioned above, there are 

also controversies in terms of how to refer to these individuals. 
While self-advocates usually prefer being addressed in identi-
ty-first language (“autistic individual”), the person-first ways, 
such as “individuals with autism,” are usually preferred by ad-
vocates for them such as parents.² One of the reasons that 
many self-advocates prefer identity-first language is because 
they feel this identity should be something to be celebrat-
ed. One analogy that is often heard among those in favor of 
identity-first language is, as a proud American, people would 
say that they are American citizens, instead of people with 
American citizenship, and therefore, instead of individuals 
with autism, they would like to identify themselves as autis-
tic individuals. For the purpose of this paper, person-first and 
identity-first language will be used alternatively to represent 
views from both groups.

C. “High” vs “Low” Functioning Autism
Furthermore, there is also controversy regarding the labels 

of “high functioning” and “low functioning” autism. Usually, 
so-called high functioning refers to people who are not cogni-
tively compromised and have a normal Intelligence Quotient 
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(IQ) range of 70 or above.² This group usually exhibits be-
havior that is closer to the “normal,” or the neurotypical, 
majority. The other group, the low-functioning ones, has 
an IQ range of 70 or lower. However, questions arise about 
whether IQ testing is even an appropriate measure to deter-
mine intelligence levels for ASD individuals. For example, for 
non-verbal, occasionally also referred to as non-speaking to 
emphasize impairment over being non-functional, individu-
als on the spectrum, sometimes even the verbal ones, such 
testing designed for the neurotypical majority could end up 
being a very biased way of measuring their cognitive ability.6 
In other words, non-verbal ASD individuals can score very 
low on IQ testing due to their inability to communicate, not 
actually due to their low intelligence levels. As a result, giving 
the high and low functioning labels is not only controversial 
but could be a very poor indicator of intelligence in the au-
tistic population

D. Asperger’s Syndrome in ASD Diagnosis
Moreover, Asperger’s Syndrome, which used to be a sepa-

rate diagnosis from ASD, has now been part of the spectrum 
since the release of the DSM-5 in 2013.² Individuals with 
Asperger’s, although experiencing various challenges due to 
the neurological differences, are usually said to be “high-func-
tioning,” and sometimes even “twice-exceptional” with IQ 
measured over the levels 120 or even much higher. From 
the perspective of the medical model, although Asperger’s’ 
patients experience the same social and communication defi-
cits, some argue that including it in ASD misrepresents the 
condition because the level of "deficits” or “disability” associ-
ated with Asperger’s is usually much lower than others in the 
spectrum.² Some go further saying such misrepresentation 
jeopardizes other ASD patients’ chance of getting disability 
benefits or accommodations because it gives the general pub-
lic the wrong image that all individuals on the spectrum are 
savants since some individuals with Asperger’s are especially 
talented in certain ways, such as memory and math.³ An ex-
ample that is often referred to is Barry Levinston’s 1988 film, 
Rain Man, and for the general public who are less experi-
enced with this group of the population, this might become 
the only source of information and impression they have for 
people on the spectrum. Whether or not Asperger’s should 
be included in the spectrum diagnosis is beyond the scope of 
this paper, but this controversy further highlights the com-
plex nature of ASD.

E. Altered Perceptions Over Time
It is also interesting to note that while previous research 

has estimated that 70-80% of ASD individuals were cogni-
tively impaired with IQ levels below 70,⁷,⁸ more recent 2014 
CDC studies indicate only 31% are estimated to have such 
impairments.⁹ One reason for the discrepancy could be due 
to the inclusion of Asperger’s in the ASD diagnosis, which 
increases the number of normal to high IQ patients. Another 
reason may be that with more research and knowledge in the 
field, many of the originally “less obvious” cases with less no-
ticeable symptoms are now being correctly diagnosed. Now 
that individuals with fewer cognitive impairments are being 
correctly diagnosed with ASD, the prevalence of impairment

in the population has reduced. This trend certainly helps 
reduce the overall stigmatization of ASD, where now a sig-
nificantly lower portion of diagnosed patients are being 
labeled as cognitively impaired. On the other hand, it again 
brings up concerns about its impacts on patients’ chance of 
obtaining disability benefits, because ASD could then be per-
ceived by the general public as just a relatively minor variation 
in terms of communication and social skills

II. Factors and Considerations in Treatment Planning:
As can be seen, there are many controversies around the 

ASD condition. However, even more arise regarding the best 
practices of assessment and intervention for these patients.

A. Intervention Needs Dependent on the Nature of the 
Behavior

First, it is worthwhile noticing that even strength-based 
and social-model advocates would agree that certain ASD 
behaviors undoubtedly need interventions.¹⁰ The most obvi-
ous cases are individuals with self-inflicted injuries or physical 
aggression towards others. For the cognitively affected and 
even some of those with more typical cognitive abilities, it is 
usually the consensus to emphasize the importance for them 
to develop the necessary life skills to help themselves with self-
care and to achieve as close to independence as possible.⁸,¹¹ 
However, in terms of certain social behavior, it is now divided 
whether certain behavior previously considered “socially inap-
propriate” should now be taken as acceptable through more 
awareness in the general public.¹² The most obvious example is 
stimming, which often involves repetitive physical movements 
or sounds, for ASD individuals. Individuals on the spectrum 
stim for purposes such as releasing sensory overload so they 
can calm themselves down and perform better.¹³ While such 
behavior does not harm anyone, it is often perceived as sim-
ply weird or “inappropriate” because it is not done by others. 
Then questions arise as to whether such behavior needs to 
be corrected for autistic individuals to be more easily accept-
ed in society.¹⁰,¹³ Because correcting such harmless behavior 
is counter-productive to sensory overload, researchers have 
found it unnecessary and even harmful to try to correct it.¹³

B. Extent of Being Beneficial and Practical in Inclusion
Nevertheless, whether it is practical not to treat some rel-

atively non-harmful behaviors is sometimes not a simple 
question. ASD itself is complicated, not to mention that it also 
often comes with other conditions such as ADHD, OCD, and 
Tourette's.¹⁴,¹⁵ Different conditions indeed bring different 
possible strengths to the individual, and the goal of neurodi-
versity advocacy is often for society to have enough awareness 
to accommodate their various special needs so that these in-
dividuals will get a chance to develop and make use of their 
strengths.¹² However, today’s society is not as accommodating 
as it ideally should be, and therefore, whether ASD individuals 
should “fix” some of their neurodiverse behavior so that they 
can get a better chance to fit in and use their strengths in this 
society has become a question of debate. 

For example, while it would be ideal for the individual to get 
a customized 1-on-1 education to develop those strengths, it 
is often not the most budget-friendly. Including students with 
special needs in regular classrooms, or called “inclusive 
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classrooms,” is the more common approach to developing 
higher-level skills because these skills, especially academic 
ones, are taught in those classrooms. While teachers in inclu-
sive classrooms can be trained to use tools and strategies such 
as assistive technology, seating arrangements, buddy systems, 
and modified lesson plans, to make the class more inclusive,  
children with autism might still have a hard time paying at-
tention and learning in such a classroom setting, and some 
autistic behavior, such as difficulties taking turns and tenden-
cies to speak loudly or off-topic, might make it impractical 
for them to be included in such a classroom as they may “in-
terfere with instruction or attempts at inclusion.”¹⁶ Also, even 
if under a preferred case where a teacher is trained to handle 
students with various conditions in an inclusive environment, 
a limited budget might not always allow the class size to be 
small enough for such a teacher to implement all the necessary 
accommodations while taking care of a large classroom of stu-
dents. Sometimes it works when the budget allows a trained 
aide to be with the special-education student in the regular 
classroom. However, this may or may not be enough because 
such a student may require a structured approach with “ex-
plicit teaching” and an “experienced, interdisciplinary team of 
providers.”¹⁴ 

Therefore, it is often not practical to expect that students 
with special needs can completely “be themselves” while the 
teacher can also keep a sizable classroom of students in a proper 
environment for learning without frequent disruptions. Under 
such circumstances, a dilemma arises as to whether students 
with such conditions should learn to fit into the norm so that 
they can be “included” in a regular/inclusive classroom setting 
to learn more and to develop their strengths, or if they should 
be allowed to be themselves and be separated in special-edu-
cation classrooms that often have lower academic expectations.

C. The Two Sides of Masking Behavior
Another relevant issue is masking, which is when ASD indi-

viduals copy the behavior of neurotypicals to make themselves 
appear to be more “normal.” It is not unusual for ASD indi-
viduals to learn to mask, or camouflage, their conditions, either 
knowingly or unknowingly to themselves.¹⁷ Some might be 
aware of their atypical thoughts and behavior and intentionally 
learn to hide them by pretending to behave like the neurotyp-
ical. Others naturally learn to copy others’ behaviors to act to 
the norm, even though such actions might not make sense to 
themselves or sometimes are even so unnatural to the point 
that it becomes psychologically painful in the long term.¹⁷ 
Masking behavior does make autistic individuals appear to 
be more normal and often helps them fit in socially. Howev-
er, these experiences can be “exhausting, isolating, damaging 
for their mental and physical health, identity, and acceptance 
of self, creating unreal perceptions and expectations of their 
abilities for others, and in some cases led to a delay in formal 
diagnosis or a mental health crisis.”¹⁷

Although due to the long-term stress and the various neg-
ative psychological impacts of “pretending,” masking is not 
recommended by many professionals, the group of ASD in-
dividuals who learn to mask tend to possess higher cognitive 
ability and feel they have more involvement or “access” to the 

social world.¹⁷ Without such higher cognitive ability, it would 
not have been possible for them to figure out the difference 
and to copy the atypical behavior and responses in the first 
place. Also, they tend to be the group who will have a higher 
chance to live independently, feel a sense of achievement, and 
have relatively “normal” or even “successful” lives, whether it 
is due to their higher cognitive ability or as a result of their 
success from looking “normal” to fit in.¹⁷ Ideally, society should 
learn to accept a diverse range of behavior due to neurologi-
cal differences, but in an imperfect world, it is sometimes still 
a dilemma whether they should be encouraged to mask their 
conditions at the cost of long-term mental well-being.

D. Issues with Diagnosing “Twice Exceptionality”
There is also a group of especially high IQ ASD individuals 

who are often called “twice-exceptional,” people who are 
special both in terms of “deficits” and talents. Depending on 
how visible the autistic traits are, they tend to go undiagnosed 
for ASD and unidentified for being gifted.¹⁸,¹⁹ First, their 
exceptionally high IQ, typically greater than 130, often makes 
their challenges less visible.¹⁸ One might think that this is not 
a big deal because the person acts just like the rest of the ones 
around, but in reality, it is often frustrating. For example, such 
an individual might constantly feel that they are talented or 
very capable of outsmarting their peers but get frustrated at 
the fact that they are never able to demonstrate that in reality 
because their talents are “crippled” or limited by their ASD 
challenges such as social or communication skills that make 
those advantages impossible to be seen or identified. On the 
other hand, not being identified for their ASD challenges 
because of their especially high cognitive abilities also places 
such individuals in constant confusion as to why the world 
around them seems to operate in ways that do not make sense 
to them. As mentioned above, although individuals with 
ASD might not understand certain things that neurotypical 
individuals understand and do naturally, some of them learn 
to mimic the behavior of neurotypicals well enough that they 
end up undiagnosed. There are many such cases when ASD 
individuals are finally diagnosed with ASD later in life, they 
experience tremendous relief because they can finally find out 
why they have been feeling that way all their lives.¹ As a result, 
while such individuals might appear to function adequately 
alongside their neurotypical peers, it is important that both 
the ASD and the giftedness are identified. Moreover, as a 
note, currently twice exceptionality is based on higher IQs, 
but there are also ASD individuals who either possess natural 
strengths in areas not measurable by IQs or are limited 
by their symptoms such as their verbal abilities that make 
them unable to demonstrate such high IQ levels, further 
complicating the assessment of twice exceptionality and their 
subsequent treatment and development plans.⁶

E. Dilemmas in Allocating Resources
Although many ASD individuals possess natural talents 

in certain areas, dividing resources such as time and budget 
between working on ASD symptoms and developing the 
strengths is often a real challenge. For example, it might be 
very important for speech therapy to take place regularly for a 
non-verbal ASD individual, but it will also be a waste if such 
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an individual's time is mostly devoted to therapy and not to 
his exceptional music or math talent that could potentially 
bring much higher self-esteem and even a successful career. 
On the other hand, if time and resources are devoted to 
developing music or math talent, the individual might lose the 
opportunity to spend enough time to be able to communicate 
better to live a relatively independent life.

F. Facing Multiple Conditions
Having multiple conditions, whether directly related to ASD 

in nature or other unrelated physical or psychological condi-
tions, also impacts treatment planning. Besides having multiple 
neurological conditions and/or being cognitively compromised, 
other physical or psychological challenges are also commonly 
found among ASD individuals. As mentioned in section II.B, 
some ASD individuals have other neurological conditions such 
as ADHD and Tourette's Syndrome and/or medical challenges 
such as other chromosome abnormalities.¹⁴ Studies have also 
shown that they also tend to develop other psychological disor-
ders such as depression and anxiety due to the constant stress, 
either from having to mask their behavior to fit in or from nev-
er being able to feel accepted or having a sense of belonging in 
community.²⁰, ²¹ In addition, these individuals also tend to have 
more medical conditions related to gastrointestinal issues, sleep 
disorders, and seizures.²² These additional conditions certainly 
make intervention decisions a more complicated process.

G. Environmental Factors
Environmental factors such as resources available to the in-

dividual can play an important role in interventions as well.²³ 
Family support, financial stability, state or public education 
funding, as well as available specialized physicians nearby also 
contribute to what and how interventions will take place. For 
immigrant families, finding specialists and therapists who can 
speak their language and communicate in a more culturally 
sensitive context will be important. Family status, such as do-
mestic conflicts, as well as support from extended families and 
grandparents also play a factor in determining the frequency 
and the extent of the intervention. Moreover, if a parent or 
a sibling also has special needs, or if there are new additions 
to a family, it will also affect how much focus could be placed 
on the particular ASD individual. Furthermore, the particu-
lar county’s funding for intervention programs, as well as the 
school district’s commitment to special education, all play vital 
roles in interventions. As a note, since COVID-19, many ser-
vices are available online through telehealth platforms such as 
Zoom, making many previously inaccessible services and ther-
apists available to patients not in the same geographic area.²⁴ 
Although it is unclear whether the use of telehealth platforms 
will continue to be a trend after the pandemic, it has certainly 
opened the doors for seeking professional services that were 
physically out of reach.

H. Changed Priorities Over Time
Finally, it is critical to assess treatment progress regularly and 

use that as a factor in future treatment planning. Sometimes 
progress such as the ability to retain previously learned skills 
should be used to determine which types of interventions are 
appropriate. Reaching a certain goal might not mean a shift of 
focus should be implemented. The same treatment plan and 

goal could still be considered of higher priority especially if it 
involves great effort and time to achieve the level of success. An 
example could be academic performance in a certain subject. 
Reaching a certain grade level in a particular subject might not 
mean the effort should stop there. On the contrary, consistent 
effort should be made to ensure success in the long run, and 
the positive experience will likely foster higher self-esteem and 
motivate the individual to make more effort either in the same 
or other areas. As another example, certain unwanted behav-
ior such as aggression toward others might be regarded as an 
important milestone in intervention, but even if it has been 
stopped earlier in the treatment, such concepts should continue 
to be reinforced during the intervention as prevention. 

As can be seen, there are a variety of factors unique to each 
patient that could affect treatment planning and prioritization. 
Although some factors might play a more significant role in 
one patient’s situation over another’s, not having a compre-
hensive view when making the planning decisions could very 
possibly jeopardize the best interest of the patient and the 
overall outcome.

III. Controversies in Treatment Methods:
Early diagnosis and intervention are said to be critical to 

ASD patients.²⁵ However, sometimes symptoms, especially in 
the less severe and thus less obvious cases, can be overlooked 
before a child is sent to preschool, and special education pro-
grams might not be available until the child is in a public school 
system. Once a child is identified as in the spectrum, a variety 
of interventions can be done. They may include play-based 
therapies to learn things such as recognizing facial expressions, 
speech therapy, group sessions to develop social skills, and 
some might involve medications as well as physical therapy for 
related motor skill development. However, there are also con-
troversies surrounding the treatment approaches themselves.

Some of the traditionally and commonly used therapies are 
being reconsidered. For example, while Applied Behavioral 
Analysis (ABA) therapy has been very popular for correcting 
autistic behavior over the past decades, some researchers and 
advocates criticize the way the treatment is done as abusive and 
oftentimes similar to treating humans like animals.²⁶ Some 
ABA therapy does involve forms of punishment as negative 
reinforcement to produce desired behavior, and these oppo-
nents argue that humans should not be forced into producing 
behavior to suit society’s expectations. There is also a study that 
shows that ABA participants often develop Post Traumatic 
Stress Disorder well into their adulthood.²⁷ However, depend-
ing on how such therapies are conducted, there are also ABA 
therapists that use strictly positive reinforcement to produce 
desired results. Therefore, it is probably not the name of the 
therapy, but exactly how it is done under different circumstanc-
es that matters.

In addition, although ASD is found to have strong genet-
ic links because they tend to run in families, the real causes 
are still quite unclear.⁸,¹⁴ There are always forms of alternative 
treatment plans that some feel helpful but are never medical-
ly proven to be effective. Some of those alternative treatments 
could simply be unhelpful for most people (such as a glu-
ten-free diet), but others could be potentially harmful to the 
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“higher functioning” ASD cases.¹⁴,¹⁵ Because most symptoms 
of autism cannot be changed with psychotherapy, it is an of-
ten-overlooked component of the treatment plan.¹⁵ Parents are 
also likely to regard psychotherapy as something unnecessary 
because it does not usually solve any of the core symptoms of 
autism or eliminate any visible “problems.”¹⁵ However, as dis-
cussed before, many high-functioning autistic individuals are 
more prone to mental health issues such as depression and 
anxiety.²¹,³² As a result, it is often in the best interest of the 
patients to have such psychotherapy, even though it does not 
make their autism symptoms “better.”²¹,³²

C. When Parents’ Interests Need to be Prioritized
Questions arise whether or not a parents’ interest should 

ever be considered before the child’s best interest. In general, 
the autistic individual’s best interest should always be the pri-
ority. However, there are certainly circumstances under which 
the parents’ best interest should be placed higher. For example, 
studies have shown that parents are often at “increased risk 
for depression or stress-related illness as a result of the unique 
problems inherent in living with a child with a serious dis-
ability.”¹⁴,³³ One might argue that parents’ mental health issues 
should be separated from the child’s issues, instead mixing the 
parents’ needs with the child’s treatment needs. In a perfect 
world, that should probably be the case. However, sometimes 
it would be more practical to target a particular behavior that 
severely impacts parents’ well-being, especially when a par-
ent is unable or unwilling to seek additional medical help for 
themselves in the midst of the child’s demanding treatment 
needs. After all, because parent involvement is oftentimes 
critical in the treatment process, the well-being of the parent 
directly makes a difference in the effectiveness of the treatment 
plans. Therefore, sometimes it might make sense to consider 
parent-preferred “behavioral improvement” a priority, at least 
temporarily, as it could possibly reduce stress and depression 
symptoms for the parents, making it possible for parents to be 
available and helpful during the course of the treatment.

V. Future Research: A More Systematic and Objective 
Approach for Setting Up Intervention Priorities: 

When planning treatment for autistic patients, even for 
some autistic adults, parents’ preference often plays an import-
ant role in determining what interventions will be conducted 
and the details like how and when they will be conducted. 
It is for obvious reasons, such as parents being the ones that 
spend the most time with these ASD patients, and since these 
patients might not be able to express their preferences, par-
ents naturally become their spokesperson. In addition, parents 
are also the transportation providers for appointments and 
therapies, not to mention they often also need to continue 
to reinforce what has been learned during therapy sessions 
at home. Therefore, their opinions on intervention are often 
highly valued in the decision-making process. However, this 
paper challenges this intuitive approach which relies heavi-
ly on parents’ preferences, and specifically on the assumption 
that parents are equipped to make the best choice for their 
autistic child.

As discussed, ASD is an overwhelmingly complex issue 
from many perspectives, so even though parents seem to be 

the ones that know their child best, they might not see the 
whole picture and have comprehensive knowledge of the field 
when they make intervention decisions for their child. As a 
result, this paper proposes the use of a more systematic and 
objective approach with parent education (patient education 
as well, if the patient is old enough and cognitively able to 
understand the content) as the first steps to generate inter-
vention and treatment priorities. Future research should aim 
for developing parent education, in a format and language 
that is designed to be easily understandable to non-profes-
sionals, as well as tools designed to help draw out treatment 
priorities based on objective criteria, so that treatment plan-
ning will no longer be based on parents’ intuition or major 
complaints. Of course, once the parents are presented with the 
result and explanations of such objective assessment that relies 
on research-based criteria instead of parents’ intuition, com-
munication should be done between the clinician, the parents, 
and if possible, the patients, so that then their informed pref-
erence will still be taken into consideration for setting up the 
actual treatment plan. A more comprehensive and objective 
approach that still involves the parents and the patients but 
equips them with enough knowledge to make informed deci-
sions, will likely help pinpoint the most critical areas to work 
on, making the treatments more likely to benefit the patients.

VI. Recommendations for Improved Communication and 
Decision Making in Treatment Planning: 

This paper would like to propose two specific ideas for 
future research that could help simplify the process of com-
municating such complicated issues surrounding ASD to 
parents and patients without much background knowledge.

A. Education Program for Parents and Patientss
An education program should be developed to explain the 

controversies and complexity of the issue surrounding ASD 
to parents and patients. There should be a basic and an elabo-
rated version of the program, with the shorter version ranging 
from 2-4 hours that cover the most important issues, such as 
the basics of neurodiversity and strength-based approach, bal-
ancing between tackling parents’ major complaints vs issues 
that benefit the patients directly, parents and patients’ psycho-
logical health, and commonly discussed questions at different 
life stages. Such a program aims to give parents and patients a 
science-based quick overview of what is important but might 
not be very intuitive to them, for example, when focusing on 
what bothers them the most might not benefit the patient 
the most. Also, a longer program that aims to provide more 
knowledge and resources on a continuous basis for parents 
and patients should be made available, especially to those who 
are able to invest time to better equip themselves with higher 
levels of knowledge to make more informed decisions in their 
future treatment plan modifications. This could also have a 
ripple effect in the community, as some parents may have the 
time to pursue more in-depth education and can share advice 
and resources with other families. Given the complexity of 
autism and recent advances in research, there is so much po-
tential to develop resources based on the data that exist and 
the importance of passing this knowledge to 
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the decision makers (e.g., parents) in a structured format that 
is easy to understand.

Depending on available funding and practicality, such a 
program can be potentially made into quite a few different 
formats. It could be a series of sessions offered by clinicians to 
their own patients’ parents, community workshops organized 
by practitioners in the same geographical area with or without 
a live discussion and support component, or even Zoom class-
es hosted by trained professionals across a large geographical 
area that can be made readily available to parents of newly 
diagnosed ASD patients. If resources are limited, a program 
as simple as a link to a series of online videos provided to the 
parents could also work, although it might not be as effective 
as having direct guidance from a live professional who would 
be able to address questions. Bear in mind, however, that de-
livering such education to the parents in a timely manner 
before determining a treatment plan should be an important 
goal of the program.

B. Detailed Categorization of Patients’ Profile
Since the term “on the spectrum” is such a broad term that 

covers a huge variety of complicated symptoms, not to men-
tion other commonly seen issues surrounding it, it will be 
helpful for some kind of a category code system to be devel-
oped to help parents and patients get a more concrete sense of 
their overall situation. First, a chart with letters and numbers 
with the corresponding levels of conditions for each factor de-
scribed should be established. For example, a series of letters 
and numbers could be used to represent not only where on 
the “spectrum” the patient is in terms of related criteria such 
as verbal and cognitive abilities and areas of strengths, but 
also other factors such as mental health issues, other learn-
ing differences, medical conditions, and physical disabilities. 
A patient’s combined condition could be summarized with 
a series of letters and numbers such as “KEDSTVA235Z…” 
In addition, each combination of long codes (“KEDST-
VA235Z…”) should be identified as a category; for example, 
“KEDSTVA235Z…” could be classified as the Type 17 cate-
gory. Although this approach does not intend to replace more 
personalized evaluations of the patient’s overall conditions, 
a quick categorization not only makes the abstract term “on 
the spectrum” more concrete and gives the patient a unique 
profile, but it also in a way highlights all the important fac-
tors for the physician, parents, and patients to consider during 
the process of identifying such a code and category, ensuring 
that none of those important factors will be overlooked in the 
treatment decision process. Furthermore, once such a category 
code system is established, one potential benefit is that it may 
help parents find specific resources or communities for sup-
port. More importantly, it will make comparing cases easier in 
research, and more focused research could be done for differ-
ent categories of patients, which will potentially help develop 
useful patterns in future treatment priorities.

Please note that this paper does not propose that an objec-
tive assessment should replace parents’ opinions completely, 
but simply strongly suggests that parents should make many 
better-informed decisions together with the patients and the 
clinicians, rather than basing their decisions on what seems 

to bother them the most. After such an educational program 
and assessment tool are developed and used, clinicians should 
continue to take parents’ support as a priority, especially given 
the success of interventions still often depends largely on their 
involvement.  
�   Conclusion
Families and clinicians often have the best intentions in 

mind when dealing with ASD treatment planning. Howev-
er, due to the complicated nature of neurodiversity, especially 
issues related to autism, the best intentions do not always 
translate into treatment priorities that are the best for the pa-
tient when decision makers are not aware of all the relevant 
factors. Therefore, it is critical for an education program to 
be developed to make sure that such messages are passed to 
them before they make the treatment choices with their clini-
cians. However, since parents are unlikely to be professionals 
in the field, an education program with an easy-to-understand 
language and format, as well as an appropriate length, should 
be the key to the success of such a program. In addition, this 
paper also suggests that some type of systematic evaluation of 
a patient’s unique situation should be developed, such as one 
with codes and categories, so that the seemingly complicated 
factors can be better summarized into a simpler format, not 
only for the families to better understand their overall situa-
tions and get the appropriate support but also for developing 
future research in treatment planning for different types of 
patients with similar needs.
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ABSTRACT: On-skin flexible electrodes are critical components of future wearables for electrophysiological (EP) signal 
monitoring. High electrical conductivity, flexibility, and adhesion to the skin are some of the key requirements for such electrodes. 
In this research project, we successfully developed a novel on-skin flexible electrode prototype by combining highly conductive 
silver (Ag) nanowire (NW) with highly flexible and tacky silicone adhesive film through a novel and simple transfer process. Due 
to the superior electrical conductivity of silver, AgNWs provide the electrode with high conductivity. The silicone adhesive film 
offers outstanding adhesion to skin and stretchability to ensure low skin contact impedance and comfort for users. We developed 
one fast and potentially scalable process to fabricate an AgNW-based flexible electrode prototype by effectively transferring a thin 
layer of AgNWs onto the surface of silicone adhesive film. The fabricated electrode prototype met all the electrical and mechanical 
requirements and demonstrated feasibility as a potential electrode for future wearable EP monitoring devices.

 KEYWORDS: Materials; Nanomaterials; Silver Nanowire; Flexible On-skin Electrodes; Electrophysiological Monitoring.

�   Introduction
Most human body movements are driven by low-level 

electrical potentials (electrophysiological signals). Electrodes 
must be used to capture and monitor these electrophysiolog-
ical signals. Conventional Ag/AgCl (silver/silver chloride) 
electrodes have many limitations including potential skin irri-
tation caused by the gel used and poor signal quality collection 
during motion due to the rigid nature of the electrode.¹ 

Flexible on-skin electrodes have attracted great attention in 
the past several years.²-⁵ The electrodes can be used to monitor 
how well the heart’s electrical signals are doing, track down 
abnormal heartbeats, and detect any possible problems. Much 
research has been done in the past years to develop various 
types of on-skin electrodes such as thin metal film electrodes, 
nano carbon (such as carbon nanotube) based electrodes, and 
metallic nanomaterial-based electrodes.⁶ But all these elec-
trodes require complicated fabrication processes such as metal 
sputtering, use of organic solvents, etc.

This research aimed to create an on-skin electrode that will 
be able to replace conventional Ag/AgCl electrodes using sil-
ver nanowire through a simple and effective transfer process. 
The electrode must have high conductivity to ensure that the 
data and accuracy of the testing are maximized. The on-skin 
electrodes also must be comfortable and have a stretchability 
of more than 15% which is the stretchability of human skin.⁶

Essentially, the objective of the project was to use silver 
nanowire to develop a soft, self-adhering, stretchable, and 
conductive on-skin electrode for electrophysiological moni-
toring and human-machine interfaces.
�   Methods
Materials:
Silver nanowire (45nm in diameter and 20µm in length) 

isopropanol (AgNW-IPA) solution (0.67 weight %) was from 
the Shenzhen Institute of Electronic Materials (SIEM). The 
filtration paper (125 mm diameter) was from Whatman. The 

silicone adhesive is a standard 2-component heat-curable 
silicone adhesive from Henkel. The water-soluble polyvinyl 
alcohol (PVA) film (35U) is from Suzhou Jiang Sheng Gar-
ment Accessories. The glass slides (76x22x2 mm) were from 
Sangon Biotech. The copper foil tape was from 3M China.

Apparatus:
The spray bottle (SLF-22) was from Cangzhou Victo-

ry Medical Packaging. LCR meter (VC4091A) was from 
Shenzhen Victor instrument Co. Ltd. ECG (Electrocardio-
gram) lab tester was from Fudan University. The tensile tester 
(68TM-5) with AVE2 and surface tackiness tester (KJ-6032) 
were from Instron and Kejian Instruments, respectively.

AgNW Electrode Fabrication Process:
Three different processes were explored to fabricate the 

AgNW on-skin electrodes. The first method was to directly 
spray the AgNW-IPA from a spray bottle onto a flat piece 
of polyvinyl alcohol film (PVA) which is water-soluble. The 
spraying was repeated 5 times to ensure there were enough 
nanowires to form a continuous layer. A sufficient time 
(roughly one minute) was given to allow the IPA to dry out 
before the next spraying. A liquid silicone adhesive was then 
dispensed onto the surface of the PVA with the AgNW layer 
facing up. After the liquid silicone adhesive was solidified in a 
heating oven for 10 minutes at 100°C, a silicone-AgNW-PVA 
stack was then put into hot water (90°C) for 6 hours to dis-
solve the PVA layer and expose the silver nanowires on top of 
the silicon film.

The second method was to spray the AgNW-IPA direct-
ly onto the glass slides which were pre-cleaned by IPA. The 
spraying was repeated 5 times to ensure there were enough 
nanowires to form a continuous layer. The liquid silicone was 
then dispensed to the glass slide with the AgNW facing up 
and cured the same way as in the first process. Then the sili-
cone film was detached from the glass slide very gently.
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The third method (as shown in Figure 1) was to spray 
the AgNW-IPA directly onto a filter paper with a mask 
which was used to define the final AgNW layer pattern. 
The spraying was repeated 5 times. After the masks were re-
moved, a piece of pre-solidified silicone film (roughly 30mm 
*30mm*2mm) was placed firmly onto the AgNW pattern on 
the filter paper. The silicone film was gently hand-pressed for 
a few seconds to ensure uniform contact between the AgNW 
layer and the silicon film surface. Then the silicone film was 
slowly and carefully peeled off to transfer the AgNW pattern 
off the filter paper.

�   Results and Discussion
AgNW Electrode Prototype Fabrication:
The first method was tested in which a water-soluble 

PVA film (~40µm thick) was used to transfer the nanowire. 
When PVA film is dissolved in hot water, the transfer of the 
AgNW layer on the silicon film surface should be exposed. 
Surprisingly, even though the PVA film was dissolved by 
the hot water, the formed electrode (silicone film/AgNW 
layer) did not show high surface electrical conductivity (the 
measured surface resistance was on the level of mega ohms).

The nanowire was sprayed directly onto the glass slides in 
the second testing method. Similar to the first method, the 
silicone film/AgNW layer after being detached from glass 
slides did not show high surface electrical conductivity (the 
measured surface resistance was on the mega ohms level too). 
In addition, detaching silicone film from the glass turned 
out to be quite challenging due to the high tackiness of the 
silicone adhesive film.

Due to the extremely high surface reactivity of nanowires, 
the nanowires are preferentially covered by polymeric resins. 
We believed that the liquid silicone probably fully covered 
and embedded the nanowires and left minimum nanowires 
exposed on the silicone surface, causing low surface electrical 
conductivity.

In the third process, the nanowire solution was sprayed 
directly onto filtration papers with masks which were used to 
define the patterns of the final electrodes. Unlike the first two 
methods, this method turned out to be very effective. Due 
to the porous nature of the filter paper, detaching or peeling 
off the silicone film from the filtration paper was very easy, 
and the majority of the nanowire stayed with the silicone film 
(Figure 2a). The fabricated AgNW electrode prototypes are 
about 30mm x 30mm x 2mm in dimensions (Figure 2b).

The SEM (scanning electron microscope), SU3800 from 
Hitachi, was employed to observe the silver nanowires on the 
electrodes. From SEM photos in Figure 3(a), the nanowires 
formed a continuous layer on the surface of the silicone film. 
From Figure 3(b), it can be seen that the nanowires partially 
penetrate the silicon film surface, which will ensure the 
nanowires will not fall off during future use. More future 
work should be conducted to study the correlation between 
surface tackiness of silicone and AgNW penetration into 
the silicone surface so that the AgNW penetration could be 
better controlled.

Electrical and Mechanical Performance of AgNW Electrode 
Prototype:

The electrical impedance of the AgNW electrode prototype 
was measured by placing two pieces of copper foil tape (30mm 
apart), which act as the connecting leads for the LCR meter, 
on the forearm skin, which was cleaned using alcohol wipes, 
and then aligning and attaching two AgNW electrodes onto 
the forearm (Figure 4).

The electrical impedance under frequencies ranging from 
100Hz to 10,000Hz was collected for the AgNW electrode 
prototype and the standard Ag/AgCl electrode (as shown in 
Figure 5). As seen in the figure, the electrical impedance of the 
developed AgNW electrode is similar to or slightly lower than 
that of the standard electrode. This shows that the electrical 
performance of the developed AgNW electrode prototype is 
acceptable.

Figure 1: Schematic process flow of AgNW transfer.

Figure 2: AgNW transfer process (a) and fabricated AgNW electrode 
prototypes (b).

Figure 3: SEM photos of the transferred AgNWs on the surface of the 
electrodes at 500 magnification (a) and 5000 magnification (b).
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Mechanical Performance of the AgNW Electrode Prototypes:
The elongation of the silicone material was tested by following 
ASTM D638.⁷ The silicone film was cut into dog bone shape 
with specific dimensions, and it was tested using an Instron 
tester (Figure 6a). Figure 6b is the force-strain data collected 
from four specimens.  As seen in Table 1, the average elonga-
tion (stretchability) of the silicone material is around 184.95%, 
which well exceeds the 15% elongation requirement (Figure 
6; Table 1).

The surface tackiness of the silicone film was studied using 
rolling ball surface tack testing (comply with GB/T 4852-
2002)⁸ where a small stainless-steel ball was placed on the top 
of the piece of silicone film which rests on a platform with a 
30-degree slope. It was found that the silicon film has a surface 
tackiness of ball 12 at a 30-degree slope which is very high 
compared to those of other regular adhesive materials (Figure 
7).

Feasibility Demonstration of the AgNW Electrode 
Prototypes:

A lab electrocardiogram (ECG) setup was used to demon-
strate the feasibility of the AgNW electrode prototype we 
developed. Two AgNW electrodes were attached to two fore-
arms, and one was placed on the skin of one side of the waist 
as the reference electrode.

The collected ECG graph below (Figure 8) shows a clear 
rhythm and a relatively high signal-to-noise ratio (SNR). 
This study indicates that the developed AgNW electrode 
prototypes are acceptable for collecting ECG data and could 
be a potential electrode for future wearable electrophysiolog-
ical monitoring.

�   Conclusion
We developed a simple and novel process to effectively 

transfer AgNW onto a highly tacky silicone surface to form 
a self-adhering flexible on-skin electrode. The electrical and 
mechanical performance all meet or exceed the requirements 
in comparison to conventional Ag/AgCl electrodes. The 
proof of the concept of using fabricated AgNW electrode 

Figure 7: Surface tackiness testing of silicone film.

Figure 4: Electrical Impedance Testing of AgNW Electrodes.

Figure 5: Electrical impedance (Z) with frequency for conventional Ag/
AgCl electrode and AgNW electrodes.

Figure 6: Dog-done shaped silicone film on an Instron tensile tester (a) and 
force and strain data of the silicone material (b).

Table 1. Tensile strength and elongation of the silicone material.

Figure 8: ECG testing set up (a) and graph data collected using the 
AgNW electrode prototype (b).

	 ijhighschoolresearch.org



	 54	DOI: 10.36838/v4i6.9

prototypes for electrophysiological monitoring was confirmed 
by the lab-scale ECG testing.
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ABSTRACT: Alzheimer’s Disease (AD) is classified as the most common neurodegenerative disease that triggers and furthers 
the onset of neuronal cell death as a consequence of hallmark pathological changes. Since there is yet no cure for dementias such 
as Alzheimer’s Disease, there is perpetual cognitive function and developmental decline in diseased patients. The hallmarks of 
AD include abnormal amyloid-β plaques, neurofibrillary tangles, and neuroinflammation. While these neuronal processes are 
interlinked, it is not entirely understood how they are related or regulate each other. This review will focus on the association 
of neuronal processes and Alzheimer’s Disease pathology - more specifically the influence of amyloid-β peptide aggregation 
on tau tangles, and microglial inflammation. In this paper, the interaction between amyloid-β and tau tangles including how 
this interaction leads to proinflammatory patterns, which results in neuroinflammation observed in Alzheimer’s Disease, was 
analyzed. In context, evidence for induction and progression of tau hyperphosphorylation and neuroinflammation were observed 
through analysis of iPSC neurons. In examining the pathological hallmarks for Alzheimer’s Disease, neuronal abnormalities and 
dysfunctions have been analyzed with the intent of uncovering new potential therapeutic approaches for rescuing degenerative 
cell function and structure.

 KEYWORDS: Cellular and Molecular Biology; Neurobiology; Alzheimer’s Disease; Hallmarks.  

�   Introduction
Alzheimer’s Disease (AD) is a specific dementia that ac-

counts for 60–80% of all dementia cases and affects 33.9 
million people worldwide - a number that is expected to triple 
in the next 40 years.¹ AD is characterized as loss of cognitive 
function, such as thinking, remembering, reasoning, and be-
havioral abilities that affects patients’ daily lives. Late-onset 
Alzheimer’s Disease (LOAD), the most common form, is 
present with an onset of ~65 years of age, while early-onset 
Alzheimer’s Disease (EOAD) is present in the younger pop-
ulation, with the age of onset between 35 through 60 years 
of age.² Although the age of onset can vary, according to the 
current criteria, the process to diagnose a patient is common 
and widely accepted. Diagnosis is only determined with vary-
ing degrees of certainty as possible or probable Alzheimer’s 
Disease when all other causes have been excluded. However, 
currently, an unambiguous detection of AD depends on ver-
ification of typical Alzheimer’s Disease pathological changes 
in brain tissue by autopsy reports and post-mortem analysis. 
As the disease progresses, patients develop increasingly se-
vere disabilities and become completely dependent on patient 
care at later stages of disease.³ The accumulation of hallmark 
AD pathology, first identified in the medial temporal lobe 
and hippocampus regions, ultimately triggers the clinical 
symptoms of dementia and short-term memory loss. Early 
stages of dementia also include subtle cognitive impairment 
and health issues, such as anxiety and delusions, which then 
develop in the lateral and parietal lobe, furthering cognitive 
impairment. These include failing to recall personal history, 
poor recognition and direction sense, and withdrawing so-
cially. As it proliferates into the frontal lobe, occipital lobe, 
and cerebellum, patients fail to perform rudimentary skills, 

lose vision and sense of direction, and become unable to com-
municate.³,⁴ This progression is due to cell death, the loss of 
neurons and neuronal connections, which is influenced by the 
pathological hallmarks of Alzheimer’s Disease. These include 
amyloid-β peptide aggregation, neurofibrillary tangles, and 
neuroinflammation. Investigating and targeting the primary 
cause of Alzheimer’s Disease may provide a foundation to 
tackle a defective component before it damages the nervous 
system. 

Amyloid-β and Alzheimer’s Disease Pathology:
A prominent hallmark pathology and primary indicator of 

Alzheimer’s disease is the extracellular plaque deposits of the 
β-amyloid peptide. As suggested by the Amyloid-Cascade 
hypothesis, β-amyloid is the main cause of Alzheimer’s and 
the misfolding of the extracellular Aβ protein accumulated 
in senile plaques causes memory loss and confusion, result-
ing in personality changes and cognitive decline over time.⁵ 
Dysfunction in the mechanisms of Aβ production, specifical-
ly APP (β-amyloid precursor protein) proteolysis, has been 
linked to plaque formation.⁶ APP is a type-I oriented mem-
brane protein that plays a vital role in biological transport, 
such as neuronal development, signaling, and intracellular 
transport.⁷ APP is processed through two principal pathways: 
the amyloidogenic pathway and the non-amyloidogenic path-
way.⁸ In the non-amyloidogenic pathway, APP is cleaved by 
the protease enzyme α-secretase. This processing produces a 
partial APP CTF, which lacks the amino terminal of the Aβ 
domain, thus creating a non-toxic byproduct. On the other 
hand, the amyloidogenic pathway produces the two forms of 
the amyloid-β peptide, Aβ40 and Aβ42, through cleavage of 
APP using β-secretase and γ-secretase.⁹ A defect in the APP 
processing system or in the APP itself will yield accumulation 
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of amyloid-β. A mutation in APP, such as the duplication of 
chromosome 21 or duplication of the APP gene, accelerates 
generation of amyloid-β after being cleaved by β-secretase 
1 (BACE1) and γ-secretase, therefore, furthering the pro-
gression of Alzheimer’s Disease at a younger age. Similarly, a 
mutation in the genes that constitute the γ-secretase catalyt-
ic subunit, presenilin 1 (PSEN1) and presenilin 2 (PSEN2), 
alters gamma secretase function which leads to dysfunction 
in the proteolysis of APP and production of amyloid-β.⁷ 
Whereas Aβ40 accounts for approximately 90% of amy-
loid-β production, the Aβ42 product is more hydrophobic 
and is suggested to be involved in amyloid-β aggregation 
when mutated, leading to amyloid plaque deposition in the 
AD brain.⁹,¹⁰ As accepted and useful as the Amyloid Cascade 
Hypothesis may seem, there are growing amounts of research 
findings that contradict this theory. Current research suggests 
that individuals with substantial plaque aggregation can have 
normal cognition.¹¹ Research has also shown after Alzhei-
mer’s Disease onset, immunoclearing of senile plaques may 
not always improve cognition, although Alzheimer’s Disease 
itself is based on plaques and plaque deposits.⁵ This seems to 
indicate that amyloid-β deposits alone are not always suffi-
cient to cause dementia.¹¹-¹³

Neurof ibrillary Tangles and Alzheimer’s Disease Pathology:
Neuropathological studies of Alzheimer’s Disease link 

clinical symptoms to accumulation of neurofibrillary tangles 
(NFTs), which are constituted by aggregates of hyperphos-
phorylated tau protein. Abnormal NFTs accumulation 
occurs within the neuronal cell bodies, including limbic and 
association cortices, which undergo degeneration during the 
course of AD.¹⁴ These are present in the regions responsible 
for various cognitive domains that are impaired in AD, with 
the density of tau correlating with the region experiencing 
cognitive decline.¹⁵ Each of these fibrillary lesions contains 
microtubule associated protein tau (MAPT), which is char-
acterized as a paired helical filament structure (PHFs), and in 
a decreased amount, straight filaments.¹⁶ Neuronal tau assists 
tubule networking by assembling and stabilizing microtubules 
through binding to microtubule filaments, in turn improving 
cytoskeleton structure and allowing neurite extension.¹⁷ Tau 
is modified post-translationally through phosphorylation, 
which inhibits its binding to microtubules and could ulti-
mately lead to tau hyperphosphorylation when all potential 
sites are fully phosphorylated. Upregulated phosphorylation 
at specific microtubule associated proteins (MAP), howev-
er, promotes tau self-aggregation into filaments.¹⁸ Thus, 
tau hyperphosphorylation impairs microtubular structure 
and tau itself becomes destabilized. This destabilization 
generates dystrophic neurites, triggers formation of neuro-
fibrillary tangles and neuropil threads, which are enlarged 
filament-containing dendrites, axons, and terminals.¹⁸,¹⁹ Ab-
normally hyperphosphorylated tau, a key component of PHFs 
in Alzheimer’s Disease, gains a toxic ability to sequester reg-
ular tau and other MAPs, causing microtubule disassembly.¹⁸ 
NFTs, as the most mature form of hyperphosphorylated tau, 
leads to neurofibrillary degeneration, which degrades neurons 
and dendrites to influence the onset of AD.¹⁹ 

Neuroinflammation and Alzheimer’s Disease Pathology:
Alongside amyloid-β plaques and neurofibrillary tangles, 

neuroinflammation plays a significant role in AD pathology. 
The term “neuroinflammation” suggests an inflammatory re-
sponse in the central nervous system (CNS) when there is an 
insufficiency in eliminating the foreign intruder. Inflammation 
is, therefore, intended for neuroprotection, but overexpression 
promotes tissue damage and neurodegeneration pathology.²⁰ 
Neuroinflammation was originally observed near aggregated 
amyloid-β peptides in autopsy reports of neuropathological 
disorders, including AD.²¹ Glial cells in the CNS, specifical-
ly astrocytes and microglia, are involved in the inflammatory 
response.  Astrocytes are a type of macroglia that are vital for 
mediating glutamate levels, providing structural support for 
the blood brain barrier (BBB), and releasing pro-inflamma-
tory cytokines, such as TNFα, to moderate extravasation from 
blood to the CNS parenchyma. These reactive astrocytes lead 
to degradation of synapses.²² Microglia are macrophages that 
are vital for neuronal plasticity, neurogenesis, regeneration, 
and defense. They have the potential to phagocytose neuro-
toxic components, secrete cytotoxic entities, and produce and 
provide antigens.²³ In the absence of invasive pathogens, mi-
croglia remain in an inactive state during which they scan and 
monitor the parenchyma of the brain sporadically, without 
disruption of neuronal activity and other glial cells. When any 
potential damage is detected, microglia activate and transform 
into mobile amoeboids in order to reach the defective mod-
ule.²⁴ These glial cells release cytokines and neurotoxins for a 
sustained period of time, sometimes up to hours, further wors-
ening pathology in the CNS.²⁵ Neurotrophic factors secreted 
by activated neurons, cytokines, are linked to inhibition of the 
expression of Class II Major Histocompatibility Complex 
(MHC II) in regards to microglial cells.²⁶ Thus, the anti-in-
flammatory phenotype transforms into a pro-inflamsmatory 
combative phenotype. This stimulation begins a chronic in-
flammatory response, resulting in behavioral changes, neuronal 
death, and rapid progression of Alzheimer’s Disease.²⁷
�   Discussion
Amyloid-β and Tau During Alzheimer’s Disease 

Progression:
To investigate the interaction between tau and amyloid-β, 

it is relevant to understand the effects of hyperphosphorylated 
tau and amyloid-β during Alzheimer’s Disease progression. 
Chen and colleagues performed an analysis on 82 patients in 
the following treatment groups: mild cognitive impairment 
(MCI), Alzheimer’s Disease, and healthy controls.²⁷ This 
model displayed significant changes in amyloid-β biomarkers, 
Aβ42 and Aβ40, and tau biomarkers t-tau (total tau) and p-tau 
(phosphorylated tau) over the course of a 3-year study period. 
T-tau and p-tau are suggested to be released during neuro-
nal degradation, with p-tau correlating with NFTs and t-tau 
correlating with impaired axonal transport. While the Aβ42 
levels represented through Aβ42-related biomarkers changed 
as a function of time in patients with stable AD, tau-related 
biomarkers changed linearly as a function of clinical diag-
nostic classifications over the AD cognitive spectrum. These 
findings associate amyloid-β and tau with ongoing indepen-
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dent progression in etiological processes.²⁸ It is important 
to recognize that the trials that were done cannot quantify 
levels of amyloid-β and tau, and thus, only correlations and 
associations can be observed. Growing research suggests that 
Aβ and tau change in a sequential, dynamic and temporarily 
overlapping manner.²⁹,³⁰ Furthermore, a neuropsychological 
cohort study with a MCI group showed, at baseline, a nega-
tive correlation of Aβ42 with global cognition. In the second 
year, Aβ42 and phosphorylated tau correlated negatively with 
memory, function, and cognition, while in the third year the 
amyloid-β biomarkers displayed positive correlation with epi-
sodic memory, semantic memory, and attention, and Aβ42 and 
hyperphosphorylated tau represented a positive correlation 
with all cognitive functions. Therefore, there is negative asso-
ciation of Aβ42 with cognitive function during the first- and 
second-year trials, and a positive association in the third tri-
al. This displays that cognitive impairment in the early stages 
better fits with hyperphosphorylated tau increase than with 
amyloid-β. Yet, amyloid-β is more expressive in the Alzhei-
mer’s Disease group (including stable AD subjects and MCI 
that progressed to AD subjects).²⁸ Given the strong correla-
tion between hyperphosphorylated tau accumulation, rather 
than amyloid-β, and early stages of AD, it is unclear whether 
the overlapping processes and hyperphosphorylated tau in-
teractions within the brain parenchyma and destabilization 
of the cytoskeleton caused further expression in amyloid-β 
seen in Stage 3 of the study. Altogether, this data suggests that 
hyperphosphorylated tau is a better indicator of Alzheimer’s 
Disease, and there are possible implications on amyloid-β 
production. It is important to note that Chen and collabo-
rators were measuring biomarkers from blood samples, and 
researchers are currently uncertain of how hallmarks, such as 
amyloid-β aggregation and tau, correlate with AD in plasma.

To confirm and further explore the idea of tau and amy-
loid-β interactions, Barthélemy and colleagues analyzed tau 
and amyloid-β pathophysiology throughout AD development, 
which was measured using clinical assessments, cerebral spinal 
fluid (CSF), and brain imaging techniques. Through observa-
tions of a study cohort consisting of non-familial at-risk and 
symptomatic participants, tau isoforms were compared to the 
stages and proliferation of amyloid plaques using mass spec-
trometry methods. When amyloid plaques are initiated, there 
is an increase in levels of tau phosphorylation sites, pT217 and 
pT181. As neuronal degradation begins to occur, dictated upon 
decreased cortical metabolic activity, levels of the pT205 phos-
phorylation site and tau isoform, t-tau, begin to increase as 
well. Based on clinical and cortical atrophy decline, tau-PET 
tangles (NFTs) evolve, although pT217 and pT181 decrease. 
It is evident that tau sequentially changes with disease stage, 
amyloid plaques, and cortical atrophy. This confirms that the 
hyperphosphorylation of tau is dynamic and, in early stages, 
depends on the proportion of mutated amyloid-β present, and 
later, on the degree of cognitive decline.  This also demon-
strates tau isoforms are contingent upon aggregated amyloid 
plaques, therefore providing a possible link between amy-
loid-β and tau. Additionally, given the predictability of tau as 
stages progress, abnormal production or alterations to tau may

be used to identify early stages of AD. Then, to assess wheth-
er amyloid-β aggregation in varying cortices is associated 
with tau phosphorylation, Barthélemy and colleagues used 
cross-sectional correlations, based on bivariate regressions, 
between phosphorylation sites for p-tau and cortical regions 
of amyloid plaque accumulation through PiB-PET SUVR, 
which is a protein that binds to amyloid-β and can be detect-
ed through PET imaging.  The results demonstrate a positive 
correlation between pT217/T217, pT181/T181 and pT205/ 
T205 phosphorylation and PiBPET SUVR, although pS202/
S202 was negatively correlated with the amyloid plaque bio-
marker.³³ This data signifies that although tau is the most 
accurate marker for AD, amyloid-β initiation occurred first. 
The variable levels of correlation further the hypothesis of tau 
influencing aggregation of amyloid-β, with different cortical 
metabolic activities and presence triggering positive and neg-
ative correlations.

Effect of Tau on Amyloid-β Pathology:
To understand if there is an effect of tau expression on 

amyloid-β production, Pickett and collaborators performed 
recent research on pathology and behavior in context of AD 
using transgenic mice models APP/PS1+Tau mice and three 
control genotypes: control (MAPT -/-), APP/PS1 only 
(MAPTnull x APP/PS1), and human tau only (MAPTnull x 
rTg21221). APP/PS1+Tau mice contained APP, PSEN1, and 
Tau, while the MAPT -/- mice lacked the MAPT gene due 
to double knockout. In APP/PS1+Tau mice and APP/PS1 
mice, onset of amyloid senile plaques appeared in cortex and 
hippocampus after six months, with plaque burden positively 
correlating with age. Plaque deposition was observed through 
the pan-Aß antibody and stained with 0.05% thioflavine S 
in 50% ethanol.³¹ Remarkably, lower plaque deposits were 
identified in APP/PS1+Tau mice, rather than in APP/
PS1 mice, which is unusual compared to previous studies 
in which larger plaques were identified.³² Although both 
mice were expressing the APP/PS1 transgene, senile plaque 
deposits differed. In a post-mortem analysis of mice of the 
same cohort that were being tested, percentage accumulation 
of amyloid-β in pre- and post-synaptic terminals in APP/
PS1 and APP/PS1+Tau mice were higher than the controls, 
although the amyloid-β levels in these mice showed similar 
percentages of amyloid-β concentration. There was also no 
effect on amyloid-β aggregates in synapses when lowering tau 
levels. Tau was also not detected in mice that didn’t express 
tau (controls and APP/PS1). Furthermore, in contrast with 
amyloid-β, the percentage of tau near synapses did not vary 
significantly, but the number of synapses with tau notably 
changed.³¹ Damaged synapses are a strong pathological 
indication and driver of cognitive decline within Alzheimer’s 
Disease.³⁰,³² These findings suggest that tau and amyloid-β 
was observed in both pre and post synapses and supports 
the hypothesis of the interaction of tau and amyloid-β 
in dysfunction and cognitive impairment. Yet, decreasing 
hyperphosphorylated tau displayed no effect on amyloid-β 
generation, implying that hyperphosphorylated tau does 
not factor in on mutated amyloid-β, although lower plaque 
deposits were identified in mice with tau (MAPTnull x rTg
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21221). This suggests that hyperphosphorylated tau does not 
affect amyloid-β initiation and progression. It also suggests 
the possibility of either tau function in mice varying from the 
function of tau in the human nervous system, or the temporal 
and spatial expression generated through Ca2+/calmodulin-
dependent protein inaccurately depicting the endogenous 
tau. Additionally, deregulation of tau levels in APP/PS1+Tau 
mice did not alter amyloid-β aggregation. Yet, APP/PS1+Tau 
mice contained decreased amyloid plaque depositions in 
comparison to APP/PS1 mice, thus suggesting that while 
stabilized tau does not impact amyloid plaque levels, tau after 
hyperphosphorylation influences amyloid-β progression.

Effect of Neuroinflammation on Amyloid-β Pathology:
The first signs of neuroinflammation stimulating Alzheimer’s 

Disease was noticed when microglia upregulation was seen 
in post-mortem analysis of patients with neuropathological 
disorders.³⁴-³⁶ These early studies observed microglial 
activation near amyloid-β aggregation sites, leading them to 
believe neuroinflammation amplified cognitive decline and 
onset of AD.²¹ Multiple studies have already determined 
that anti-inflammatory microglia promote Aβ clearance 
to halt progression of AD, although continuous microglial 
accumulation will release cytotoxins, such as proinflammatory 
cytokines, reactive oxygen species (ROS), chemokine, and 
complement proteins. Microglia and astrocytes will then 
experience loss of function and BBB structural integrity, and 
the toxic molecules secreted will upregulate Aβ production, 
while a lowered expression of degradative enzymes decreases 
Aβ clearance.³⁷

To further analyze the effects of neuroinflammation 
on amyloid-β pathology in AD, Marsh and colleagues 
backcrossed 5xfAD mice onto a Rag2-/-/Il2rγ-/- double-
knockout to create mice that lacked immune system cells, 
specifically, T cells, B cells, and natural killer (NK) cells. 
These mice, Rag-5xfAD, and wild-type mice, Rag-WT, were 
corresponded with immune-competent Alzheimer’s Disease 
transgenic and wild-type mice, WT-5xfAD and WT-WT.  
Then they performed a highly sensitive multiplex ELISA, a 
protein measurement technique, to detect amyloid-β levels. 
Marsh and colleagues found that all amyloid-β species in 
Rag-5xfAD half-brains were increased twofold in comparison 
to WT-5xfAD half-brains. Rag-5xfAD mice also displayed 
a highly significant increase of plaque volume. Marsh and 
collaborators then had to determine if this substantial increase 
of amyloid-β was prompted by increased Aβ production or 
decreased clearance. Thus, they analyzed a Western blot of 
the protein level of APP and Presenilin 1. Rag-5xfAD and 
WT-5XfAD mice displayed an expected increase in APP and 
Presenilin 1 in comparison to wild-type controls, yet there 
was no difference in protein expression between Rag-5xfAD 
and WT-5xfAD. Then, they performed a hierarchical cluster 
analysis of microglial- enriched genes that were recognized 
from a recently published online RNA-seq database. Those 
genes strongly implied microglial dysfunction, which brings 
up the question if alterations in microglial number and 
formation could be the reason for increased amyloid peptides. 
Using immunohistochemical and unbiased IMARIS 3D 

rendering of microglia, Marsh and colleagues were able to 
quantify and model the microglial process. Their findings 
were that WT-5xfAD mice displayed increased microglia 
cells and decreased microglial branching processing in 
comparison to WT-WT mice, suggesting an activated 
phenotype. Additionally, Rag-5xfAD mice displayed a 
substantial increase in microglial number and decreased 
branching and process length when compared to WT-
5xfAD mice. Surprisingly, Rag-WT microglia had a longer 
process and a smaller increase in branching on average, when 
compared to WT-WT microglia.³⁹ All this data suggests that 
the loss of immune cells modulates microglial phenotypes 
and processes. Differentiation between Rag-5xfAD and WT-
5xfAD suggests that microglia in Rag-5xfAD mice are further 
or alternatively activated. It also appears that the observed 
elevations of senile plaque load in Rag-5xfAD are not due 
to increased or abnormal APP production and/or processing, 
but rather are likely mediated because of altered Aβ clearance, 
which is the primary function of microglia. Thus, it can be 
concluded that defective microglial activation and processing 
leads to aggregation of amyloid plaques. 

Amyloid-β and Tau with Neuroinflammation
It is crucial to investigate the correlation between tau, 

amyloid-β, and pro-inflammatory patterns regarding the 
stages of AD pathology. To do so, Dani and colleagues 
used a cohort study of 26 patients with varying degrees of 
Alzheimer’s Disease and mild cognitive impairment (MCI). 
They examined PET imaging of tau, amyloid-β, and 
microglia using biomarkers, 18F-AV-1451 (tau biomarker) 
and 11C-PK11195 (microglia biomarker) and analyzed 
it through Z-score mapping. Z-score mapping is used to 
statistically compare data points by measuring standard 
deviations above or below the mean. As expected, in amyloid-
positive individuals, there was a high positive correlation with 
microglia, and higher correlation coefficients were identified 
in the MCI group, rather than the AD group. When those 
same individuals were tested for tau correlations, there were 
strong positive correlations with microglia, especially in the 
temporal lobe of AD subjects. Then, they observed tau in 
amyloid-negative individuals (AD without appearance of 
senile plaques). Tau aggregation and microglial activation 
were positively correlated, yet the correlation coefficients were 
smaller and the Z-score was lower in comparison to amyloid-
positive patients. Microglial activation, amyloid-β deposition, 
and tau aggregation displayed a strong positive correlation in 
the temporal lobe.³⁸ This data supports amyloid-β uptake by 
microglia as being a probable stimulus of pro-inflammatory 
patterns. The positive correlation of microglia and tau also 
suggests an association between the two processes, although 
what is specifically being influenced cannot be determined 
without further testing and a meta-cohort study. It is 
important to recognize, however, that the strongest positive 
correlation between the two was seen in the temporal lobe, 
which is where tau aggregation increases aggressively during 
the Braak stages. This could suggest tau’s rapid increase is due 
to neuroinflammatory patterns, which is influenced by aggre- 
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gation of amyloid-β in early stages, or that neuroinflammatory 
patterns occur because of the sudden aggregation of tau and 
amyloid-β exacerbates the effect.

Given microglial activation is stimulated by amyloid-β, 
it is important to analyze the correlation between 
neuroinflammation and amyloid-β and tau pathology to 
understand AD. Prokop and colleagues recently established 
a cohort of 66 patients with varying stages of Alzheimer’s 
Disease progression, primary age-related tauopathy (PART), 
and pathological aging conditions. They initially analyzed 
tau’s effect on microglia activation with insignificant 
deposits of amyloid-β in the temporal lobe. Although PART 
patients displayed high levels of NFTs and neuropil threads 
with no simultaneous amyloid-β progression, there was a 
negligible increase of activated microglia in AD patients. 
On the other hand, patients with severe AD displayed high 
levels of plaques, tau, and activated microglia in respect 
to the controls. Then, Prokop and collaborators analyzed 
neuroinflammation in twelve pathological aging cases, or 
those with the presence of senile plaques and nearly no tau 
indications. Comparatively, microglial activation in PART 
cases was still significantly low, and severe AD cases again 
showed a major increase in neuroinflammation. Yet it is 
important to consider that in both groups, subjects presented 
overall higher averages than the controls, suggesting 
amyloid-β and tau pathology is not exclusively due to ageing. 
Since amyloid-β pathology appeared to have a significant 
influence on microglia activation, it was also observed that 
higher microglia levels related with amyloid-β plaques 
through PHF-1 immunohistochemical staining. Moreover, a 
detailed computer-assisted image analysis was performed to 
correlate the percentage of area covered by plaque deposits 
and progression of anatomical progression of AD, in which 
there was an increased aggregation of amyloid-β deposits. 
Although, the area covered by hyperphosphorylated tau 
increased with disease progression, there were comparatively 
lower amounts of hyperphosphorylated tau observed in all 
brain cortices.⁴⁰ This data shows that tau pathology alone 
cannot induce substantial pro-inflammatory patterns, and 
concurrent amyloid-β is necessary. Similarly, this data 
suggests it can be confirmed that amyloid-β pathology alone 
can trigger severe neuroinflammation, with tau exacerbating 
that effect.
�   Conclusion
Alzheimer’s Disease is recognized by the exacerbation of 

amyloid-β peptides, hyperphosphorylated tau, and neuroin-
flammation. Over the years, studies have associated these 
hallmark pathologies, although the exact interactions are un-
clear. Analysis of AD pathology literature suggests amyloid-β 
has a strong correlation with tau hyperphosphorylation, al-
though a meta-analysis must be done to confirm findings of 
studies in AD patients. Tau, which becomes hyperphosphory-
lated, is the greatest and most influential on cognitive decline. 
Cognitive decline translates to a rapid progression of AD pa-
thology. Amyloid-β, additionally, has the potential to provoke 
pro-inflammatory patterns. Tau, however, cannot trigger neu-

roinflammation alone, and co-occurrent amyloid-β pathology 
is necessary for substantial microglia activation. Inflamed 
microglia can lead to cognitive decline, which will lead to a 
more rapid progression of AD. Additionally, pro-inflamma-
tory patterns display causation of the spread of tau, similar to 
the pathology seen in Braak stages. Yet, a thorough analysis 
must be done to fully confirm neuroinflammation can cause 
hyperphosphorylation of tau, which then leads to cognitive 
decline that furthers the development of AD. These interac-
tions shed light on progression of Alzheimer’s Disease, and 
specifically targeting these hallmarks using multiple strategies 
to downregulate all other hallmarks will provide potential 
therapies. Future studies should specifically aim to target tau 
phosphorylation sites, to decelerate production of abnormal 
tau, while concurrently targeting APP and its processing to 
inhibit mutated amyloid-β. This literature review analyzed 
and suggested how specific pathological hallmarks interact 
within the brain to worsen Alzheimer’s Disease symptoms. 
There will likely be more potential in therapies if they target 
two pathological hallmarks, instead of only focusing on one. 
This also narrows the possible pathways to test and expands 
current knowledge about AD pathology.
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ABSTRACT: Space is enormous and observing the astronomical phenomena in outer space is not easy. Gravitational lensing is 
a phenomenon where the bending of space-time deviates the light passing nearby from its original path. Thereby, it is hypothesized, 
that one may use a water-based model that mimics this extravagant phenomenon. A layer of water on a smooth surface with a 
hydrophobic region mimics the way the light bends around a black hole. Here, the water layer is equivalent to the space-time 
consortium and the hydrophobic region is equivalent to the event horizon. Based on the model proposed here, it can be concluded 
that the size or length of the virtual image is directly proportional to the size of the black hole in the ‘not aligned’ case and inversely 
proportional to the ‘aligned’ case. As the study progressed, it was noticed that the virtual image formed at different positions also 
followed the pattern of magnetic field lines around a bar magnet. The proposed model makes visualization of the space-time 
consortium concept easier in that it captures the ‘event horizon’ and ‘ergosphere’ while it derives its proof from the phenomenon 
of gravitational lensing (Figure 1).

 KEYWORDS: Physics; Astrophysics; Gravitational lensing; Space-time consortium; Event horizon; Ergosphere. 

�   Introduction
The famous physicist Albert Einstein helped develop the 

idea of space-time as part of his theory of relativity.¹ When 
people talk about space-time, they often describe it as re-
sembling a sheet of rubber. This, too, comes from Einstein, 
who realized as he developed his theory of general relativity 
that the force of gravity was due to curves in the fabric of 
space-time. Objects like the Earth, the Sun, and other massive 
celestial bodies create distortions in space-time that cause it 
to bend. These curves, in turn, constrict the ways in which 
everything in the universe moves, because objects must follow 
paths along this warped curvature. Motion due to gravity is 
actually motion along the twists and turns of space-time.²

As the light emitted by distant galaxies passes by massive 
objects in the universe, the gravitational pull from these ob-

jects can distort or bend the light (Figure 2). This is called 
‘gravitational lensing’. Strong gravitational lensing can actual-
ly result in such strongly bent light that multiple images of the 
light-emitting galaxy are formed. Weak gravitational lensing 
results in galaxies appearing distorted, stretched, or magni-
fied. Although difficult to measure for an individual galaxy, 
galaxies clustered close together will exhibit similar lensing 
patterns.³

Analyzing the nature of gravitational lensing patterns tells 
astronomers about the way dark matter is distributed within 
galaxies and their distance from Earth. This method provides 
a probe for investigating both the development of structure in 
the universe and the expansion of the universe. It is apparently 
impossible to visualize the phenomenon of gravitational lens-
ing or bending of light in the vast universe.⁴-⁷ 

Figure 1: The image of the non-aligned situation of the proposed model is discussed in detail in the results and 
discussion section.
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�   Method
A thin layer of water on a smooth surface (bathroom tile 

in this study) with a small dried circular region is created 
either by dropping a soapy solution (due to surface tension) 
or sweeping a part of the water layer with a soft hand. The 
hydrophobic area (HA) thus created is equivalent to the 
‘event horizon’, which when hit by the reflection of the light 
source mimics the phenomena of gravitational lensing. The 
circular area around HA is the ergosphere equivalent. Figure 
3 represents the cross-sectional view of the model depicting 
space-time curvature around the black hole and Figure 4 
shows the correlation with the proposed model.  

The light source used in the experiment is a standard 10W, 
240V/50 Hz LED and 54 cm in length and is at a height of 
215 cm. 

The distance from the base of the wall on which the light 
source is fixed to the center of the tile on which the experiment 

is set up is 46 cm (Figure 5). The dimensions mentioned here 
are not limited to conducting this experiment.

The observer must position themself in such a way that the 
circumference of the ergosphere (Figure 4) is just on the tip of 
the reflected light source and just starts to distort the shape 
of the reflected light source as in Figure 6a. The length of the 
virtual image formed opposite to the reflected light source was 
measured and the observation was recorded. The above-men-
tioned procedure is good to study the aligned case, however, 
the observer can position themselves based on the case inter-
ested in (not aligned case as in Figure 7a or overlapping the 
reflected light source case as in Figure 8a). 

To prove that the unique effects observed in the case of 
heavier bodies are different from that of the lighter objects, 
another experiment was conducted by replacing the hydro-
phobic area with a lighter object (LO) like a tiny ball of fiber 
heavy enough to keep a depression on the water layer (Figure 
9a). The observer must position themself in the same way as 
mentioned above to experience the difference. 

To experience the resemblance between the virtual image 
and the magnetic field lines, an experiment was conducted 
with a colored tip of the reflected light source wherein the 
bending of the virtual image is following the same pattern as 
observed in the case of a magnetic field around a bar magnet 
(Figure 14 a-g).
�   Results and Discussion 
As previously known, due to the presence of massive 

celestial objects, the light deviates from its path. Einstein 
proposed the space-time consortium to visualize this effect 
in which space is imagined as it is placed on a piece of fabric. 
The curving of space-time depends on the mass of the object.

The different situations this proposed model correlates 
with are as follows:

A) Virtual image opposite to the reflected light source (in case 
of heavier celestial objects)

1.	 Hydrophobic area aligned with the reflected light 
source

2. 	 Hydrophobic area not aligned with the reflected light 
source

3.	 Hydrophobic area overlapping the reflected light 
source

Figure 2: An image depicting similarity with the proposed model. (A 
simulated black hole of ten solar masses as seen from a distance of 600 km 
with the Milky Way in the background). Courtesy: https://theconversation.
com/explainer-black-holes-7431.

Figure 3: Cross sectional view of the model.

Figure 4: Defining the regions of black hole. Courtesy: https://qph.
fs.quoracdn.net/main-qimg-f5e156aa5952733ce726a1f8db60c807-c

Figure 5: Sketch showing the experimental setup
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B) Virtual image not opposite to the reflected light source (in 
case of lighter celestial objects 

2.	 Lighter object (dirt particle in this experiment) not 
aligned with the reflected light source

3.	 Lighter object (dirt particle in this experiment) over-
lapping the reflected light source

A1: Hydrophobic area aligned with the reflected light source:
When the hydrophobic area of the model is aligned with the 

reflected light source then a virtual image is observed opposite 
to the reflected light (Figure 6a), also depicted diagrammati-
cally in Figure 6b. 

It is observed that the length of the virtual image (L) is in-
versely proportional to the size of the HA (S) as mentioned 
in Table 1.

Length = L
Size = S       
L α 1/S
A2: Hydrophobic area not aligned with the reflected light 

source:
In case the reflected light source is not aligned, then the vir-

tual image is observed as a curved line opposite to the reflected 
light source (Figures 7a and 7b).

It is observed that the length of an arc of the virtual image 
is directly proportional to the size of the hydrophobic area (S).

A3: Hydrophobic area overlapping the reflected light source:
If the HA appears to overlap the reflected light source, then 

the light around the HA shows a combination of effects aris-
ing from both the aligned and not-aligned situations on either 
side (Figures 8a and 8b).

B1: Lighter object (dirt particle in this experiment) aligned 
with the reflected light source:

It was observed that the virtual image of the reflected light 
source is on the same side of the light source (Figures 9a and 
9b) in the aligned case. 

B2: Lighter object (dirt particle in this experiment) not 
aligned with the reflected light source:

It was observed that the virtual image of the reflected light 
source is on the same side of the light source (Figures 10a and 
10b) in the not aligned case.

Figure 6a. 

Figure 6b: Diagrammatic representation of Figure 6a.

Figure 7a. 

Figure 7b: Diagrammatic representation of Figure 7a.

Figure 8a. 

Figure 8b: Diagrammatic representation of Figure 8a.

Figure 9a. 

Figure 9b: Diagrammatic representation of Figure 9a.

Figure 10a. 

Figure 10b: Diagrammatic representation of Figure 10a.
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B3: Lighter object (dirt particle in this experiment) overlap-
ping the reflected light source:

In case the lighter object overlaps the reflected light source 
based on our view, the object blocks the source of light, and it 
appears that the light source is broken into two parts (Figures 
11a and 11b).

Virtual image and its resemblance with magnetic f ield lines:

As observed in Figure 12, the curve of the virtual image 
resembles the shape of the magnetic field lines around a bar 
magnet (Figure 13).

Figure 14 depicts the pattern observed with the colored tip 
experiment with different viewing angles and shows the re-
semblance with the magnetic field lines. .

Data Figures:
The data shown in Table 1 and the graphical representation 

(Figure 15) show the relationship between the size of the HA 
(event horizon) and the length of the virtual image in case of 
reflected light in the aligned case. As predicted, the virtual 
image is inversely proportional to the diameter of HA.

�   Conclusion
The proposed model has a similarity with the space-time 

fabric model with the upper layer of water mimicking the fab-
ric due to the phenomenon of surface tension. The model can 
help beginners interested in astrophysics and astronomy to 
study the concept of ‘gravitational lensing’. The observations 
made in this study are in line with the animated simulation 
of gravitational lensing caused by a black hole going past a 
background galaxy.⁸ Of the various possibilities, when a hy-
drophobic area (HA) mimicking the event horizon is aligned 
with the light source then the virtual image is observed op

Figure 15: Graphical representation of the relationship of the size of the 
HA and the length of the virtual image in case of reflected light in aligned 
case.

Figure 11a. 

Figure 11b: Diagrammatic representation of Figure 11a.

Figure 12. 

Figure 13. 

Figure 14 (a-g).

Table 1: Data presenting the Relationship between the size of the HA and 
the length of the virtual image in case of reflected light in an aligned case.
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posite to the HA. The length of the virtual image formed op-
posite to the HA is inversely proportional to the size of the 
HA. When the HA is not aligned with the light source then 
an arc is observed opposite to it (Figure 7a) and in this case, 
the length of an arc is directly proportional to the size of the 
hydrophobic area.

The colored film experiment further shows that the virtual 
image of light is formed opposite to the light source (Figure 
14). In the case of the lighter object (LO), the virtual image 
of the reflection of light is on the same side of the light source 
(Figures 9a and Figure 10a). In case the HA is overlapping the 
reflected light source, it shows the combination of effects aris-
ing from both the aligned and not aligned cases (Figure 8a), 
whereas in the case of lighter objects (LO), the reflected light 
is blocked (Figure 11a). It is also observed that the pattern of 
virtual images corresponds to the magnetic field lines of the 
bar magnet and hence hypothesizing it to be having some sort 
of relationship. 
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ABSTRACT: This paper attempts to solve the issue of teachers’ inability to monitor students’ attention effectively in the virtual 
classroom setting which was changed by COVID-19. To solve this issue, this research designs and implements software that can 
monitor students’ postures by using gyroscope sensors and detect students’ presence in the class by using webcams. The gyroscope 
sensor and the webcam send sampled data to the web server where the attention is categorized (as “Out of class,” “Present,” 
“Concentrating,” “Participating”) using the algorithm based on the inclination of the upper body and the location and size of 
the face detected on the camera. The categorized conjectured attention is shown on the teacher’s monitor via a website. After 
the design and the implementation, this paper runs a mock virtual class with the use of the developed application to verify its 
effectiveness of the developed application. The results show that an application like this can be used to track students’ conjectured 
attention in a virtual classroom setting and assist teachers in the virtual setting.

KEYWORDS: Systems software; Application; Remote Schooling; Face detection; Posture Monitor; Python.

�   Introduction
A. Background:
COVID-19 has been the single most impactful event in the 

21st century. With the new social distancing policies, people 
had to quarantine themselves in their respective places. Thus, 
workplaces and schools were forcibly moved to the remote 
environment in the comfort of people’s rooms. Even as the 
pandemic lengthens and the policy gets more lenient, some 
people still stay at home and conduct their activities virtually. 

And this is the same for the students. According to the 
study by Burbio, 52 percent of students in the USA planned 
to do virtual classes, 19 percent are doing hybrid, and only 
25 percent plan to do offline lessons in the fall semester of 
2020 with the assumption that the situation will be constantly 
changing.¹ With 2022 approaching, many students are still 
taking classes online from the comfort of their rooms and the 
situation will not change for many for some time. 

Even though remote activities were inevitable for many 
students around the nation, they came with their own set 
of problems, especially for both the students and teachers in 
the remote class setting. Some problems for students include 
bad posture and losing focus in the remote class setting while 
teachers cannot notice and manage students losing focus in 
the class along with bad posture. 

Indeed, one of the problems that students face is bad posture 
resulting from prolonged sitting. Even before the pandem-
ic, students on average spent 10 hours in a chair.² However, 
with the lockdown caused by COVID-19, students were ex-
pected to spend even longer times in chairs. With prolonged 
sitting in chairs, students are bound to acquire bad posture 
that negatively affects their health. According to Ma, even if a 
person sits in a correct position, in the beginning, most people 
soon revert to a position where the center of mass is shift-
ed to one side of the body within seconds.² The position in 
which the center of mass is shifted to one side can affect one’s 
health negatively by changing the shape of the spine from an 

S-shape to a C-shape. The C-shape may press the nerves in 
the back and cause a herniated disc.² Not only the back can 
be affected but also the cervical spine can be affected by the 
neck pressing it due to VDT syndrome from the prolonged 
problematic posture.³ As such, bad posture has a negative in-
fluence on health. Yet, this problem is exacerbated by students’ 
prolonged sitting on chairs in a remote class setting.

Poor posture caused by using a computer for a prolonged 
time promotes the poor performance of the users as well. Ac-
cording to Straker, when the shoulder flexion is greater than 
30 degrees, which means that the shoulder is leaning forward 
30 degrees, subjects showed poorer performance on visual 
display unit work. Along with poorer performance, there was 
greater muscle discomfort for the subjects.⁴ Therefore, stu-
dents will eventually lose their good posture from prolonged 
sitting at a computer every day and thus perform poorly in 
their academic careers due to discomfort and muscle fatigue. 

In addition, students can lose focus on important tasks of 
the day due to a phenomenon called “zoom fatigue.” Zoom 
fatigue is an arising phenomenon among the virtual platform 
users that describes, “the tiredness, worry, or burnout asso-
ciated with overusing virtual platforms of communication.”⁵ 
As many students are overusing virtual platforms every day, 
many students are feeling burnout from video calling with 
their teachers, friends, and more. According to Harvard Busi-
ness Review, virtual platforms are more taxing than physical 
activities due to a few reasons: more factors of distraction, lack 
of points of focus, and temptation of multitasking.⁶ These 
factors make remote students put more energy into focusing 
on remote classes; therefore, remote classes exhaust the stu-
dents at the end of the day more than face-to-face classes do. 
With greater fatigue every day, students may lose focus on 
their academic work. Thus, students can perform even worse 
in their virtual school than they would have done in the phys-
ical school.
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For people who must use computers for multiple hours a 
day, these problems are inevitable, yet it is hard to fix since 
no one can directly notice these problems and tell the person 
over the screen. Normally, fixing students’ posture and guiding 
them back into focus on the lesson would be the teacher’s 
job. Normally, teachers can usually scan the classroom and 
immediately find who is not focusing and can guide them 
back to the lesson of the day. However, this job is much 
harder now. The average number of students in a class in the 
US is 24.3.⁷ In a virtual class, the teacher must scroll through 
small windows of students while they are teaching to ensure 
that the students are participating in the class. In addition, 
the teacher cannot tell exactly if a student is focusing on 
the class or just doing something else on the computer. If 
the teacher cannot monitor students effectively as they do 
physically, students’ postures will eventually become poorer 
students, and they will lose concentration and perform poorly, 
academically.⁸ Consequently, if teachers were to be able to 
monitor students better, they would be able to emulate their 
immediate scanning of students in the live classroom and 
prevent students from performing poorly.

B. Research Question
Based on the discussion above, the following question can 

be asked: “Is there a way for a teacher to effectively monitor 
students’ attentions in a virtual classroom setting?” 

C. Background Research
Students’ attention in virtual classrooms is an understudied 

topic. Yet, there is a need in allowing teachers to observe the 
status of all students all at once on a single display to replicate 
the teacher’s scanning of the class.

The student’s attention in the class can be measured 
through blinking eyes, eye movement, brain waves⁹, and 
screen gaze.¹⁰ However, these data alone cannot determine 
what kind of attention these indicators show.¹¹ Thus, we 
believe that measuring sitting posture and analyzing the 
data to determine whether the student is watching a virtual 
class will be more useful value for monitoring the student’s 
attention.¹¹ To develop such a system, the researcher has 
considered previous literature on how students’ attentions and 
posture can be monitored using camera screens and sensors in 
the new virtual setting. 

One way to monitor student posture in a virtual setting 
is through a gyroscope sensor. According to the literature, 
there have been experiments that involve fixing posture 
using gyroscope sensors, accelerometers, or pressure sensors. 
According to Hong, gyroscope sensors can be used to 
determine the neck’s inclination for cervical hyperlordosis.³ 
According to Ma, an accelerometer, which is very similar to 
gyroscope sensors, can be put adjacent to cervical vertebrae to 
determine the change in the vertebrae as the posture changes. 
There also have been experiments using pressure sensors to 
log the change in the weight distribution when a person is 
sitting as posture changes.²,¹² 

Since this study needs to monitor students’ screen gaze, 
the degree of bowing the neck should be evaluated. Thus, 
gyroscope sensors¹³, which is a useful tool to measure the 
inclination of the neck, are optimal to be used. 

Another important tool used to monitor students is image 
processing algorithms. Because a camera is often a require-
ment in a virtual classroom, facial recognition algorithms¹⁴ can 
be used to determine if the person is within the camera’s sight 
during the virtual class. Nowadays, there are many facial rec-
ognition algorithms available.
�   Methods
A. System Design:
a. System Overview
The system that I develop includes the following items: 

MPU6050 gyroscope sensor, Logitech C920 Webcam, Rasp-
berry Pi 4 B, an application developed using Python, and a 
website and monitoring server based on Python, HTML, and 
JavaScript. In this paper, this system will only be tested on me 
at my home during a mock virtual class setting (Figures 1- 2). 

b. Face detection  Module Design
The first major component of the system is the facial de-

tection module to identify the student’s face during the virtual 
class. This system uses a separate web camera (Logitech C920 
webcam) on the computer since Zoom prioritizes the use of 
the built-in camera for its use so this system could not ac-
cess the camera while the Zoom class was functioning. The 
face detection software was programmed as a Raspberry Pi¹⁵ 
that receives the image from the camera and computes the 
coordinates in the camera’s FOV of the person’s face by using 
OpenCV Image Processing Library’s Face Detection Algo-
rithm.¹⁶ 

To appropriately evaluate the student’s attention, I have 
done the following experiments. The experiment consisted of 
determining the location of the face concerning the camera’s 
field of view, horizontal (Figures 3-4) and vertical angle (Fig-

Figure 1: The completed image of the system developed.

Figure 2: The diagram of the system planned to be developed.
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ures 5-6) that the camera and the face look out on, and the 
distance of the face (Figure 7) that can be detected from the 
camera using the face detection algorithm. These experiments 
set basic standards for the algorithm that determines good be-
havior

c. Posture Monitor Module Design:
The second major component of the system is the 3-axis 

MPU6050 gyroscope sensor attached to the student’s body 
to compute the orientation of the upper body (Figure 8). It 
is attached between numbers 5 and 6 of the cervical spines 
based on previous literature.³ The BF-axis of the gyroscope 
faces the student’s screen while the IR axis faces perpendicular 
to the screen. Because the sensor is small, it doesn’t impact the 
student’s posture and doesn’t give discomfort. Raspberry Pi re-
ceives the computed value from the gyroscope sensor.

Because there was no data related to healthy posture based 
on the measurements from the gyroscope, the researcher has 
conducted experiments to determine the measurements of 
posture using the gyroscope. For this experiment, the research-
er has defined eight postures using three standards based on 
the gyroscope’s measurable range, healthy posture, and facial 
detection within the field of view of the camera.

Figure 9 shows various backward and forwards (BF) in-
clining postures when the student looks into the camera. The 
inclination of the posture is measured by the BF-axis of the 
gyroscope. The range of accepted inclination for the BF-axis is 
determined by the maximum range in which the face detection 
program detects the student’s face. In posture BF-a, the stu-
dent faces the front and leans backward. In posture BF-c, the 
student faces the front and leans forward. In posture BF-b, the 
student faces the front and does not lean forward at all.

Figure 10 shows five different postures when the student is 
leaning either right or left (LR) while facing the front. These 
postures are all determined by the inclination on the LR-ax-
is of the gyroscope. The maximum/minimum inclination is 
determined by the inclination when the student puts his/her 
head down on either side of the desk, when the student rests 
his/her chin on their hand, and when the student does not lean 
at all. Based on these standards, in posture LR-a, the student 
puts their head down on the right side of the desk. In pos-
ture LR-b, the student rests on the chin on the right hand. In 
posture LR-c, the student does not lead anywhere. In posture 
LR-d, the student rests their chin on the left hand. In posture 
LR-e, the student puts their head down on the left side of the 
desk.  

d. Alghorithm Implementation
Using the data from the design process of the modules, I 

have implemented an algorithm to compute the attention of 
a student based on the posture for a prolonged time.

B. Software Impelementation:
Figure 11 shows the comprehensive configuration of the 

developed software using the modules and algorithms design-

Figure 3: Various Cases of Facial Detection in the horizontal direction at 
the front-facing position.

Figure 9: Various backward and forward (BF) inclining postures when the 
student looks onto the camera.

Figure 10: Five different postures when the student is leaning either right 
or left (LR) while facing front.

Figure 4: Various Cases of Facial Detection at different horizontal angles 
of facing positions.

Figure 5: Various Cases of Facial Detection in the vertical direction at the 
front-facing position.

Figure 6: Various Cases of Facial Detection at different vertical angles of 
facing positions.

Figure 7: Various Cases of Facial Detection at different distances from the 
camera (50 cm, 1 m, and 2 m from the camera respectively).

Figure 8: Gyroscope sensor attached to the student’s body.
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ed in earlier steps. On the student’s side, Raspberry Pi runs 
the posture monitor and the face detector. These modules 
gather images and detect values from the sensors and convert 
them to use information such as the student’s current posture 
and the face’s coordinates in the camera’s FOV (Field of view) 
and send the data out to the Attention Monitoring Server. In 
the Attention Monitoring Server, the program computes the 
student’s attention using the quantified data on the student’s 
posture and face using its evaluation algorithm and displays 
the result on its web page. The teacher can directly see the al-
gorithm’s evaluation of the student’s current attention on the 
Attention Monitoring Web Page. 

C. Application Testing:
The developed application is tested in a mock virtual class 

setting to ensure that the application properly collects data, 
computes results, and sends the result to the teacher’s web-
page. The application is also designed to ensure that various 
postures are categorized as intended and sends that data to 
the teacher’s webpage. This simulation method verifies the 
results by comparing the recorded class and the result sent to 
the teacher. 

The simulation consists of a 34-minute virtual Zoom class 
between the student (researcher) and the teacher (advisor). 
For the test, the application described in Figure 11 was set up. 
During the mock class, the application monitors and evalu-
ates students’ attention and provides the result to the teacher. 
All the evaluated attention scores and the mock virtual class 
are recorded cumulatively. After the mock virtual class, the re-
searcher compared and verified the students’ posture recorded 
on Zoom and the evaluated attention score.
�   Results and Discussion
A. Computation of Reference Value:
The reference value to evaluate students’ current attention 

has been computed using the following method.
a. Face Detection:
The conditions for facial detection are as follows. The cam-

era needs to see the major features of the face and thus the 
face detection algorithm detects the face within the field of 
view of the camera. In addition, the detected image size needs 
to be composed of more than 11.5 percent of the total size of 
the image since the face detection algorithm can detect the 
student’s face up to 10m from the camera as the student may 
abuse that feature. The percentage is calculated using the field 
of view of the camera. Assuming that the student can max-
imally sit 1m from the camera and the field of view of the 
camera is 90 degrees, the researcher was able to find the pe-
rimeter that the web camera views is π/2m horizontally. Then 
the researcher calculated the ratio of the perimeter and the 

average width of a person’s face, 0.18m. This results in 0.115, 
which shows that the face should occupy at least 11.5 percent 
of the screen width to assume that the student is within 1m 
from the camera.

b. Range of Inclination of Good Posture:
The following Figure 12 is the result of the experiment to 

acquire reference values for inclinations of good posture on a 
vertical axis (axis facing the camera’s FOV). In posture BF-
a, the furthest the student can lean backward is 45° degrees. 
In posture BF -b, the student sitting without any leaning on 
either side produces a value of about -25°~15°. In posture BF 
-c, the furthest the student can be forward is about -55°. 

The following Figure 13 is the result of the experiment to 
acquire reference values for the inclination of good posture 
on the horizontal axis (axis parallel to the camera’s FOV). In 
posture LR-a, the inclination of the student lying on the left 
side of the table on the arm is lower than -30°. In posture 
LR-b, the inclination of the student having their chin on the 
right hand is -30°~-15°. In posture LR-c, the inclination of 
the student sitting straight is -15°~ 15°. In posture LR-d, the 
inclination of the student having their chin on the left hand is 
15°~ 30°. In posture LR-e, the inclination of the student lying 
on the right side of the table on their arm is higher than 30°.  
Based on the result, the reference range of good posture on 
the vertical axis is set as -30° ~ 30°.

The reference range for both axes is shown in the following 
chart. The good range of inclination for the vertical axis is 
-50°~30°and the good range of inclination for the horizontal 
axis is -30°~30° (Table 1)

B. Algorithm Based on Reference Value:
Based on the reference values that were computed in the 

above section, an algorithm has been built to determine a stu-
dent’s current attention status in four levels: “Out of class”,  

Figure 12: The result of the experiment to acquire reference values for 
inclinations of good posture on a vertical axis (axis facing the camera).

Figure 11: Diagram of software.

Figure 13: The result of the experiment to acquire reference values for 
the inclination of good posture on the horizontal axis (axis parallel to the 
camera’s FOV).

Table 1: Reference “Participating” range.
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“Present”, “Concentrating”, and “Participating.” The algo-
rithm runs based on a scoring system over a prolonged time. 
The algorithm takes account of time because a person’s posture 
is constantly changing. For example, a student may drop their 
pencil or must look behind because someone calls the person. 
These actions do not necessarily mean that the student is not 
paying attention but may be deemed as bad conjectured at-
tention consequently. The student starts with a score of thirty 
at the beginning of monitoring. Then, the sensors sample the 
student’s face location and the angle of the gyroscope. These 
values are used to compute the student’s attention status.

If the posture determined is within the range mentioned 
in Table 1, the student gets one point. If the student’s face 
is detected and the size of the detection is more than 11.5 
percent of the camera’s screen, the student gets another point. 
Every second, the student’s facial detection and posture are 
evaluated and given points from zero to two. The given point 
is recorded for thirty seconds and is updated every second. 
The score from the last thirty seconds is used to determine 
the four levels of student’s attention status using the following 
variables: 

CS: Current Status (0~3, 4 levels of status)
SWS: Short-term window size, 5 seconds
LWS: Long-term window size, 30 seconds
SS: Short-term score, 0 ~ 10 points, cumulative score for 

the last 5 seconds
LS: Long-term score, 0 ~ 60points, cumulative score for the 

last 30 seconds
SC: Short term criteria, SWS x 2 = 10 points
LC: Long term criteria, LWS + 1 = 31 points
Then, the score is used to determine the four levels of at-

tention as listed in the following:
Level 3: Participating (CS = 3)
Level 2: Concentrating (CS = 2)
Level 1: Present (CS = 1)
Level 0: Out of Class (CS = 0)
The following Figure 14 is the algorithm that uses the vari-

ables listed above to compute the student’s attention. It was 
made using Python.

C. Application Testing by Mock Virtual Class Simulation:

The developed application collected monitoring data for 
thirty-four minutes of a mock virtual class. The following 
Figure 15 shows the change in students’ attention scores over 
34 minutes on the top with the bottom figure zoomed in to 
show 5 minutes. 

Figure 16 shows the image of the student around thirty-one 

minutes from the beginning of the class (Box B in Figure 
15 lower part) which the graph shows as Level 0: “Out of 
class” attention level. As shown in the image, the student’s 
major facial features were out of the camera’s FOV, so the 
face detection module failed to detect the face and the posture 
inclination was not within the reference “participating” range 
(see Table 1).

Figure 14: Pseudocode of the algorithm.

Figure 15: Change of Attention Score over time for 34 minutes of the 
mock virtual class.

Figure 16: The student’s posture and recorded image when the application 
determined the attention as “Out of Class.”

Figure 17: The student’s posture and recorded image when the application 
determined the attention as “Out of Class.”
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�   Conclusion
In this paper, an application that uses data from a gyroscope 

sensor module and an image processing module has been de-
veloped to assist educators in evaluating students’ attention. 
In addition, a mock virtual class has been conducted to verify 
that meaningful data can be collected and sent to the educator. 

If the developed application is applied in a real virtual class 
setting, teachers will be able to use less time and effort on 
monitoring students and thus will be able to focus more on 
teaching. Moreover, the teacher can give feedback to students 
based on the developed application so the students can take 
virtual classes more effectively. In doing so, this application 
can be proved to be a convenient tool for both students and 
teachers and promote quality of education in a virtual class 
setting. 

The current research has multiple problems. Therefore, in 
future studies, we will do the following. 

To begin with, a current indication of engagement is not 
direct or a clear reflection of student engagement. Thus, in the 
follow-up study, to secure representativeness of the reference 
value, more trials of the experiment with a greater number of 
subjects will be performed, deriving the reference value.

Second, although the focus of the study was to promote 
student attention in the virtual classroom setting, it only suc-
ceeded in evaluating student attention and not fully achieving 
promoting student participation. In future studies, beyond 
providing one-way information to inform teachers of the 
students' attention status, the system will be modified and de-
veloped so the application can give automatic feedback which 
will induce students' attention. Also, a two-way information 
exchange system that enables interaction with teachers will 
be added to facilitate the teacher’s management of students.

Thirdly, it is true that evaluation of a student’s attention 
is only based on face detection and posture detection can 
be ambiguous. Thus, in future studies, more criteria, such as 
the movement of eyeballs and perspective, the vibration of 
heartbeat, and more will be added to make the evaluation of 
student attention in a virtual classroom even more clear. 

Last, of all, the posture monitor module used in this paper 
did not produce the most accurate evaluation of the student’s 
posture because of a lack of ergonomic research. Therefore, 
a module that can accurately evaluate one’s posture must be 
developed in future studies. 
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ABSTRACT: Exoplanet detection typically relies on expensive space-based or large ground-based telescopes. A large 
problem is a lack of telescope time for detection. A network of amateur telescopes, with measuring devices comprised of low-
cost spectroscopes and smartphones, was combined with an automated data analysis process involving a custom YOLOv3 AI to 
collect, clean, and prepare the data. The detection process implemented Doppler spectroscopy and transit photometry, and these 
two methods were cross-correlated for higher accuracy. In addition, they were used to calculate a variety of orbital parameters 
and predict exoplanet habitability. This system was then used to evaluate five-star systems, including stars both with and without 
exoplanets. The AI was 87.63% accurate at identifying stellar spectral lines compared to generally accepted spectra for the stars in 
question, which shows the high practicality of this system, and a comparison of the calculated values with the generally accepted 
ones using Spearman’s Rho test shows the high accuracy of the system overall, with a p-value of 0.043. Now that this method has 
been shown to be usable and relatively accurate, this method can be applied to myriad astronomical tasks, such as mapping the 
spectral classes of star clusters, or scanning for Near-Earth Objects..

KEYWORDS: Astronomy; Astrophysics; Exoplanets; Artificial Intelligence; Crowdsourcing; Doppler Spectroscopy; Transit 
Photometry.

�   Introduction
This project attempts to address the fundamental issue 

in exoplanet discovery: a lack of telescope and observato-
ry time.¹,² There are an unknown large number of stars that 
could potentially have exoplanets that have not been investi-
gated for them, and a crowdsourced network would increase 
the number of telescopes capable of detecting exoplanets. Ex-
oplanet detection is important to provide a better picture of 
other planets, enable us to understand many aspects of plane-
tary systems, help fight climate change, and aid in the search 
for extraterrestrial life.³,⁴ 

While the ability of increased exoplanet detection to im-
prove understanding of planetary systems is immediately clear, 
its benefits in terms of fighting climate change and aiding the 
search for extraterrestrial life is less immediately clear. Exo-
planet detection can help with climate change by increasing 
the number of exoplanets available for more detailed follow 
up studies using precision spectroscopy and photometry to 
quantify atmospheric dynamics, greenhouse gas concentra-
tions, and temperature profiles in exoplanetary atmospheres.¹,⁴ 
Having more varied atmospheric data can provide informa-
tion on potential feedback loops or climatological interactions 
that only activate past a certain temperature threshold, allow-
ing for climate modelling to be improved, and maybe even a 
solution to be discovered.⁴ Exoplanet detection can also help 
with the search for extraterrestrial life by improving targeting 
techniques as it is believed that a rocky body with liquid water 
is a prerequisite for the formation of life.¹,³ It could also help 
find potential alien megastructures such as a Dyson sphere 
or swarm, suggested to explain abnormal dimming in KIC 
8462852 and other irregularly variable stars.⁵ 

Currently, most detection of exoplanets is done through 
two approaches: radial velocity and transit photometry.¹,⁶ Ra-
dial velocity techniques involve measuring a star’s spectrum 
over time to detect the shift in wavelength generated by the 
planet’s pull on the star, and calculate the radial velocity and 
period from this, which allows for many other orbital param-
eters to be ascertained (with the notable exception of mass, 
which can only be calculated as the quantity (mass) sin³(incli-
nation).¹ Some recent advances in radial velocity techniques 
involve precision spectroscopy, allowing for smaller exoplanets 
to be detected and for exoplanetary atmospheric wind speed 
to be determined.⁷

Transit photometry involves the measurement of the star’s 
flux over time, and exoplanets are detected through period-
ic decreases in flux during transits.¹ Some new approaches 
include “backyard” transit photometry with mirror rigs and 
CCDs, as well as atmospheric composition measurements.¹,⁸,⁹

This project also suggests stars for further investigation after 
already having detected a potential indication of an exoplan-
et’s presence and determined approximate orbital parameters, 
allowing for a much more effective use of professional re-
sources. While there are existing methods allowing people to 
conduct transit photometry surveys at home, these are often 
highly complex, and there are not presently any methods of 
conducting radial velocity surveys at home.⁸,⁹ This project 
improves upon this by vastly simplifying the process through 
automation, improving the measurements’ accuracy by hav-
ing more measurements taken from across the network, and 
by cross-correlating with independent radial velocity mea-
surements. It would also improve upon existing professional 
methods by reducing time and cost. 
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�   Methods

2.1. Data Gathering and AI Data Analysis:
Take the images of the Star's Spectrum
At the beginning of each night the experiment was run, 

once it was dark, an f/10 Schmidt-Cassegrain 150 mm diame-
ter telescope with a 9 mm Plossl eyepiece was aligned to a star 
with known apparent magnitude near the star being investi-
gated for calibration, with the entirety of the star’s Airy disk 
visible in the eyepiece, and no other light sources visible. The 
high-precision visible-light prism spectroscope was mounted 
to the telescope, and a phone was mounted to the spectroscope 
with its camera aligned with the spectroscope’s eyepiece, as il-
lustrated in Figure 2. A reference photo was taken with the 
phone camera, recording the spectrum and the intensity of the 
light. The same process was then used to align the telescope 
to the star being investigated, with the telescope’s auto-track-
ing feature enabled to keep the telescope pointed at the star 
under investigation, and a time-lapse phone camera app set 
up to take a picture of that star’s spectrum every 15 seconds 
with 6-second-long exposures. The spectra were collected by 
each telescope in the B and V bands and then the spectra in 
the network were then collected via web upload for AI data 
analysis (Figure 1).  

The Recognizer AI Locates the Spectral Lines and Calculates 
the Flux:

The spectral images of the star being investigated were then 
loaded into the AI spectrum recognizer. The AI recognized 
the reference marks, the numbers 4, 5, and 6 and the lines 
between them printed in the spectroscope and used those to 
determine the location and strength of the spectral lines by 
looking at the relative brightness of different areas of the im-
age, as shown in Figure 3. It measured brightness via a direct 
average of the luminosity of the pixels in the image of the star, 
adding up the R, G, and B values for each pixel, and averaging 
over the entire frame. This allowed for an effective calculation 
of the star’s relative luminosity in arbitrary units since all of 
the light from the star (and no other significant light) is being 
converted in a predictable manner into the brightness measure. 
The AI was created in Python using TensorFlow. It was fine-
tuned for accuracy and trained on different data sets of images 
of the spectra of different star classes, and of different stars of 
the same class, respectively. The spectral recognizer AI used 
YOLOv3 (You Only Look Once) object detection, which 
works by using a deep convolutional neural network that splits 
up an image into grid cells and labels the object it thinks is 
within that grid cell to predict where the spectrum is, was built 
with Keras and TensorFlow in Python 3. The YOLO algo-
rithm was useful for this project since it can operate effectively 
on a small, noisy data set, and does not require a large amount 
of processing power. The AI was trained on data with a seed 
from manually analyzed data, which was used to bootstrap to 
a large enough dataset to train, calibrate, and refine the AI on. 
All data were gathered from across the network using a Google 
Form for the images, time and location they were taken, and 
the star’s name. From there, the data were manually verified in 
order to ensure accuracy. The AI had an accuracy of 87.63%, 
as measured by the number of correctly predicted data points 
divided by the total number of data points in a testing dataset. 
Manual analysis was used to determine what the correct data 
value was, to the nearest nanometer. All training and testing 

Figure 1: Flowchart showing the overall layout of the methodology.

Figure 2: Image of telescope with the spectrometer attached.

Figure 3: Image of the interior of the spectrometer, with the sections the 
AI has recognized as the spectrum for Aldebaran and the reference markers 
identified in white boxes, as well as a series of calculated values. Note that 
brightness of the image is significantly enhanced for visibility. This was a 
calibration photo taken during the study and is meant to demonstrate the 
appearance of the raw data.
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datasets used were created by the author using photos taken 
with the same process but not used in the rest of the study.

The Spectra Are Adjusted for Atmospheric Reddening:
After the AI identified the spectral lines, an adjustment 

was done for atmospheric reddening by taking the observed 
magnitude (strength) of the spectral lines and subtracting the 
first order extinction coefficient multiplied by the airmass. The 
first order extinction coefficient is 0.4 for the B (Blue) band 
(400-500 nm) and 0.2 for the V (Visible) band (500-700 nm), 
while the airmass is the cosecant of the zenith distance, or the 
angle between the star and the zenith. This angle was calcu-
lated as 90 minus the altitude, which was determined via a 
conversion from the star’s right ascension and declination.¹⁰,¹² 
This formula was used as it is a fairly standard way of adjust-
ing for atmospheric extinction that does not require additional 
measurements, measurement which cannot be taken using at-
home equipment.

Identify the Spectral Lines:
Once the spectra were adjusted for atmospheric reddening, 

the identifier compared the locations and relative strengths of 
the adjusted spectral lines with all possible combinations of 
the relative distance between various spectral lines, account-
ing for all possible effects of line-broadening on the spectrum. 
After the closest spectrum was determined through a pairwise 
correlation test, the identifier output the star’s predicted un-
shifted spectrum. 

Convert the Shift into Radial Velocity:
The converter then converted the distance between the un-

shifted spectrum and the shifted spectrum (redshift) into the 
radial velocity using the standard formula for non-relativistic 
Doppler shift, Δwavelength/wavelength=c(velocity).¹,¹⁰,¹² In 
this way, for every telescope in the network, per minute each 
night, a single radial velocity value and a single relative flux 
value for the star were determined. 

2.2. Crowdsourcing:
Synthesize and Average Data from Across the Network:
At the beginning of each night the experiment was run. Af-

ter that, the calculated radial velocity and flux values for the 
star for each telescope in the network were averaged. This re-
sulted in a single radial velocity value and a single flux value for 
the star per minute each night for the whole network. Had the 
network been larger, this would have completely normalized 
the differing random atmospheric effects, since the network 
should be spaced out sufficiently that, aside for synoptic-scale 
interactions (which can be considered constant relative to the 
typically short orbital periods of stars detectable with Doppler 
spectroscopy or transit photometry), the atmospheric condi-
tions for different observation sites are independent. Due to 
the independence of the atmospheric phenomena and their 
inherent randomness, their distribution should mean that they 
will average out given a large enough sample size. 

Plot over Time:
Then averaged radial velocity and flux values were collected 

over as many nights as possible (in this case seven) and plotted 
over time. They were graphed as radial velocity vs. time and 
flux vs. time. 

Analyze To See If There Is an Exoplanet:
The graphs were then manually analyzed to see if they 

formed a periodic function. If so, there was likely to be a mas-
sive “Hot Jupiter” (a relatively large gas giant, both in mass and 
radius, with a short orbital period), exoplanet orbiting the star. 
By using two entirely independent methods of exoplanet dis-
covery, the presence of an exoplanet was predicted with a much 
higher confidence. The false positives from smaller secondary 
stars were caught via the slight increase in relative flux after a 
transit. If there was an exoplanet, the process proceeded to the 
calculations.

2.3. Calculation:
Classify the Star’s Spectral Type:
Next, by using the output line location references and the 

unshifted spectrum produced by the identifier AI, the star’s 
unshifted spectrum was compared to references of various stel-
lar spectra (assuming it was a main-sequence star). The spectral 
class of the reference spectra that the observed spectrum was 
closest to, based on a pairwise correlation test, was outputted, 
producing the star’s spectral class. The specific references used 
were a collection of spectra taken as part of this study of five 
highly visible stars of each spectral class. 

Calculate Astrophysical Data for the Star and Exoplanet:
After that, orbital parameters and other data were calculat-

ed in the following manner:
Radial velocity semi-amplitude: From the graph of the radi-

al velocity, the radial velocity value that corresponded to the 
nodes and antinodes of the graph were taken, and the abso-
lute value of the difference of the radial velocity values at the 
nodes and antinodes (pairing each node with the next occur-
ring antinode) were averaged to get the semi-amplitude.¹,¹⁰,¹²

Average relative flux: The median of the relative flux values 
was determined from the relative flux values gathered for the 
network each minute to get a value to use as the flux for the 
star.¹,¹⁰,¹²

Magnitude: The star’s apparent magnitude was calculated 
by comparing the flux measured from the single image of a 
star with known flux and absolute magnitude taken at the 
beginning of the night as way to adjust for refraction, and 
magnitude1/magnitude2=Flux1/Flux2.¹,¹⁰,¹²

Distance from Earth: The distance from Earth to the star 
system was determined through the distance modulus, ad-
justed for interstellar extinction using B-V band estimates 
based on various surveys of the interstellar medium in the 
region the star is located.¹,¹⁰,¹² Absolute magnitude was de-
termined using spectroscopic parallax.¹,¹⁰,¹² These equations 
were used as they are standard, precise, and the inputs for 
them were available from the collected data.

Luminosity: The star’s luminosity was calculated from its 
apparent magnitude using a standard equation.¹,¹⁰,¹²
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Mass: The star’s mass was calculated using a standard 
formulation of the empirical luminosity-mass relation for 
main-sequence stars, as it allowed for a simple conversion and 
is largely standard.¹,¹⁰,¹²

Lifetime: The star’s lifetime was calculated from a standard 
formulation of the empirical lifetime-mass relation, as it al-
lowed for a simple conversion and is largely standard. ¹,¹⁰,¹²

Temperature: The star’s temperature was estimated from its 
spectral class via standard values for the temperatures of var-
ious spectral classes with O being 30,000 K to 60,000 K, B 
being 10,000 K to 30,000 K, A being 7,500 K to 10,000 K, F 
being 6,000 K to 7,500 K, G being 5,000 K to 6,000 K, K be-
ing 3,500 K to 5,000 K, and M being less than 3,500 K. ¹,¹⁰,¹²

Radius: The stellar radius was calculated using the Ste-
fan-Boltzmann law.¹,¹⁰,¹²

Exoplanet radius: The exoplanet radius was calculated using 
a standard equation, Ftransit/Faverage=Rplanet/Rstar.¹,⁹,¹¹

Orbital period: The exoplanet’s orbital period was deter-
mined as the average of the periods of the radial velocity and 
relative flux graphs as a better measure of the actual peri-
od.¹,¹⁰,¹²

Semi-major axis: The exoplanet’s semi-major axis was deter-
mined from Newton’s form of Kepler’s third law, a standard 
equation in orbital mechanics.¹,¹⁰,¹²

Exoplanet mass: A minimum on the planet’s mass was de-
termined by using the star’s mass, the orbital period, and the 
semi-major amplitude of the star’s radial velocity, with a stan-
dard equation.¹,¹⁰,¹² Inclination assumed from the fact that it 
is transiting..¹,⁹,¹¹

Exoplanet orbital velocity: The exoplanet’s minimum orbital 
velocity was calculated from the vis-viva equation, a standard 
equation in orbital mechanics.¹,¹⁰,¹²

Exoplanet density: The exoplanet’s minimum density was 
calculated using the definition mass/volume.¹,¹⁰,¹²

Average exoplanet surface temperature: Using the semi-major 
axis of the exoplanet’s orbit and the star’s luminosity, as well 
as an estimated value for the bond albedo of a “Hot Jupiter” 
exoplanet (0.75), the exoplanet’s average surface temperature 
was calculated using a standard equation.¹,¹⁰,¹²

Estimate If the Exoplanet Is Habitable:
Finally, the astrophysical data from above was inputted into 

the commercially available Universe Sandbox 2 simulation 
software, to allow for an estimate of the planet’s habitability 
using the inbuilt Goldilocks Zone calculation.

Ultimately, due to limitations from COVID and time 
constraints, the network ended up consisting solely of obser-
vations made by the author, though the network principle of 
the project was still demonstrated effectively as multiple sets 
of observations were made and then averaged by taking more 
frequent photos to effectively generate multiple sets of data.
�   Results and Discussion
Five-star systems — Pegasi 51, Altair, Deneb, Algol, and 

Vega — were chosen to test the procedure. These systems 
were chosen for their relative brightness, and to ensure that 
some of the stars would have exoplanets in order to ensure 
that the detection system works, as well as that some stars 
would not have exoplanets to check for false positives. These 
five tests were important as practical proof that the approach 
works in practice. 

For each star system, the methodology listed in section 2 
was followed exactly, with reference images and spectra being 
taken, and then data were reduced to convert the input spectra 
into relative flux and radial velocity values. Those values were 
then plotted over time and analyzed in order to assess the 
presence of an exoplanet and calculate orbital parameters and 
estimate habitability if there was an exoplanet present. 

Figures 4, 5, and 6 display examples of the graphs of ra-
dial velocity and flux generated for analysis of the exoplanet 
for three selected star systems. Figure 4 shows the periodic 
appearance of the radial velocity curve in blue as well as a 
periodic trend in the relative flux that are in sync, while Fig-
ures 5 and 6 display the lack of a periodic trend indicating 
the absence of an exoplanet. None of the graphs have error 
bars due to the unknown variability of the measurement sys-
tem, primarily because of some unknown components in the 
phone camera used to record the spectra, which is likely to be 
the limiting factor in the setup. The hypothesis was that the 
measured and calculated data would be similar to the interna-
tionally accepted values within a margin of error, which was 
validated. 

Figure 4: Graph of the Doppler-calculated radial velocity and the adjusted 
flux of Vega over time. Values are a moving average over 15 minutes. Certain 
values are interpolated based on other data, since because of daylight, not all 
of the data was collected at once. The red is the relative flux, and the blue is 
the radial velocity. This displays the presence of an exoplanet, as indicated by 
the periodic appearance of the graph.
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Table 1 below describes a condensed form of the raw data 
as well as the calculated parameters for all five-star systems. 
The calculated and measured values are very close to the in-
ternationally accepted ones, with a statistically significant 
correlation between the accepted and measured values us-
ing Spearman’s Rho test (p=0.043<0.05). This statistically 
significant correlation shows the validity of this system and 
calculations as a tool for identifying exoplanet candidates. 

Figures 7 and 8 display the result of modelling the calcu-
lated values using Universe Sandbox 2 and predicting the 
habitable zones around the star. The definition for habitabil-
ity used here is the presence of liquid water on the surface, 
a common standard for habitability. It is important to note 
that this model uses reference albedos for different types of 
planets and does not account for the greenhouse effect, feed-
back loops, internal planetary heating, tidal heating, or other 
possible factors that could generate liquid water or affect the 
temperature on an exoplanet besides direct absorption of sun-
light. 

�   Conclusion
This project has shown that amateur home telescopes 

rigged with inexpensive spectroscopes and phone-photome-
ters can be utilized to discover exoplanets and calculate key 
factors affecting them by leveraging two popular methods of 

Table 1: Collection of key calculated data, as well as an estimate of 
exoplanet habitability.

Figure 5: Graph of the Doppler-calculated radial velocity and the adjusted 
flux of Altair over time. Values are a moving average over 15 minutes. 
Certain values are interpolated based on other data, since because of daylight 
not all of the data was collected at once. The red is the relative flux, and the 
blue is the radial velocity. This displays the lack of an exoplanet, as indicated 
by the lack of periodicity.

Figure 6: Graph of the Doppler-calculated radial velocity and the adjusted 
flux of Deneb over time. Values are a moving average over 15 minutes. 
Certain values are interpolated based on other data, since because of daylight 
not all of the data was collected at once. The red is the relative flux, and the 
blue is the radial velocity. This displays the lack of an exoplanet, as indicated 
by the lack of periodicity.

Figure 7: Depiction of the Vega star system with the values calculated for 
that particular system, showing the habitable zone for that star in green. Red 
is the slightly too warm zone, and blue is the slightly too cold zone, modeled 
using Universe Sandbox 2. It shows the one Hot Jupiter exoplanet orbiting 
Vega, Vega b, and that it is likely too hot to be habitable (Universe 
Sandbox 2 is a commercially available software that can be used to relatively 
accurately model astrophysical phenomenon, including star systems).

Figure 8: Depiction of the Altair star system with the values calculated for 
that particular system, showing the habitable zone in green for that star. Red 
is the slightly too warm zone, and blue is the slightly too cold zone, modeled 
using Universe Sandbox 2. It depicts the lack of exoplanets (Universe 
Sandbox 2 is a commercially available software that can be used to relatively 
accurately model astrophysical phenomenon, including star systems).
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exoplanet discovery, Doppler spectroscopy and transit pho-
tometry. Clearly, as the AI in this system worked to within 
87.63% accuracy on average for astrophysical data for five-
star systems with only one telescope, it is highly practical and 
promising. Additionally, comparison of the similarity of the 
measured values and the internationally accepted ones using 
Spearman’s Rho test revealed that there is a statistically sig-
nificant correlation between the two sets of values (p=0.043). 
However, it is important to note that these results may be 
significantly biased due to the extremely limited number of 
observations and the high margin of error involved. The bias 
is likely to be introduced from the fact that the actual net-
work did not have the desired geographic diversity. There 
were three key phases to this project, each with their own 
benefits: first, gathering of initial data and AI data analysis to 
generate precise, accurate data at a low cost and with amateur 
equipment; second, crowdsourcing data to average out ran-
dom errors; third, calculation of a wide variety of useful data 
points from a few initial ones. 

Now that this method of combining AI, crowdsourcing, 
and low-cost home equipment has been shown to be effective, 
reliable, cheap, and relatively easy, it can be applied to a wide 
variety of other applications in science. The same principles 
used in this project can be applied to home monitoring sys-
tems to track pollution; phone cameras to track things such 
as crop yields, endangered animals, and water sources; home 
thermometers to track global warming; and more. Data gath-
ered by this method could be used to provide a more accurate 
and complete picture of a large number of problems scientists 
are trying to solve today and help lead to solutions. 

At its current stage, this project has many limitations, in-
cluding the small number of nodes in the network, a lack of 
geographic diversity in the network, the limited precision of 
the measurement devices, and the relatively small test size. 
These limitations could be overcome by a recruitment drive 
to encourage more people to join the network, which would 
improve the size of the network, as well as the geographic 
diversity. A redesign of the spectroscopes or the addition of a 
secondary lens in front of the phone camera used could help 
improve the precision of the measurement devices. Lastly, 
the small test size could be improved simply by investigating 
more star systems, and a wider variety of star systems. More 
observations would also allow for more data to be available to 
train the AI, which could increase its accuracy as well. 

While overall this project was successful, it could be im-
proved further by improving the AI to remove large-scale 
differences more effectively. Some of these large-scale dif-
ferences include the change in atmospheric reddening at 
different latitudes, synoptic-scale atmospheric interactions, 
and systemic errors in the low-cost spectrometers used to 
generate data that is not only relatively accurate (which was 
enough to generate useful results for finding exoplanets in 
this project), but absolutely accurate. Combining this existing 
system with more precise refraction information from Dop-
pler radar might also be useful in improving accuracy if the 
network cannot be expanded to a large enough size. Finally, 
another improvement might be open sourcing the tools used 

in this project to allow anyone to help discover exoplanets in 
their backyard. The author is currently working on improving 
the efficiency, reliability, and documentation of the code until 
it is at a state where it can be readily accessed online either via 
a website or public GitHub repository. 

In addition, while the purview of this project falls more un-
der the realm of pure science, the astrophysical data of this 
project and the average surface temperature estimates, com-
bined with an investigation of the atmospheric spectra of the 
exoplanets using larger telescopes to measure the atmospher-
ic temperature and composition, could be used to measure 
the effects of greenhouse gases and climate change on other 
planets. A better understanding of how the greenhouse effect 
works on other planets could help elucidate feedback loops 
that could kick in on earth once the temperature rises past a 
certain point or the levels of certain greenhouse gases pass a 
threshold. In turn, that could help improve the understanding 
of climate change and allow for the development of better 
climate models, and maybe one day allow for the solution to 
climate change altogether. 
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ABSTRACT: Glycans, carbohydrates on cell membranes, are often overexpressed in cancer cells. Sialic acid, a sugar found at 
the terminal branch of glycans, plays a vital role in carbohydrate-protein interactions, intercellular communication, and bacterial or 
viral infections. However, hypersialylation of glycans has been linked to hallmarks of cancer such as tumor growth, angiogenesis, 
metastasis, and resistance to immune cells. Upregulation of sialylation promotes evasion of immune surveillance and survival of 
malignant cells. Given this role of sialic acid, inhibiting the sialylation of glycans could provide quantum leaps in treating cancer. 
Over-sialylation is significant to cancer mechanisms (growth, metastasis, and immune evasion); therefore, a high therapeutic 
value could be found in preventing sialic acid’s role in cancer. This paper reviews how sialic acid plays a key role in assisting the 
growth and survival of cancer cells, despite human immune cells' attacks; it also summarizes findings that encourage removing 
hypersialiated glycans as a strategy against multiple cancerous cell types.

KEYWORDS: Biomedical and Health Sciences; Genetic and Molecular Biology of Disease; Cancer Progression; Resistance; 
Sialic Acid; Siglec.

�   Introduction
Upon every cell’s surface are carbohydrates called glycans, 

many of which can form a layer called a glycocalyx.¹ Glyco-
protein, glycolipids, and proteoglycans are all different forms 
of glycans, which consists of a single unit that makes cellular 
communication possible.²  

Sialic acids are attached to the terminal end of glycans 
through various glycosidic linkages such as α2,3, α2,6, α2,8, 
and α2,9.³ 

Approximately, fifty derivatives of neuraminic acids can be 
found under the category of sialic acid.⁴ N-acetylneuraminic 
acid (Neu5Ac) and N-glycolylneuraminic acid (Neu5Gc) is 
among the most widely-known sialic acid derivatives in mam-
mals.⁴ Whereas Neu5Ac has an acetyl group, Neu5Gc has a 
glycolyl group.⁴ Both of these groups are placed on the fifth 
carbon atom (C5).⁴ Since human DNA does not contain a 
functional cytidine monophosphate N-acetylneuraminic acid 
hydroxylase (CMAH) gene, which would encode the enzyme 
forming CMP-Neu5Gc from CMP-Neu5Ac, our cells lack 
the derivative Neu5Gc.4 Fortunately, Neu5Gc still exists in 
the cellular membrane’s glycome due to daily nutrition in-
take.⁴ 

Cancer cells have been discovered to be coated with hy-
per-glycosylated glycans, and even the tiniest modification to 
these glycomes can result in a significant transformation from 
normal to cancerous cells.⁵ Aberrant sialylation, truncated 
O-glycans, and fucosylation is examples of such changes that 
could lead to the development of cancer tumors.⁵ Over-gly-
cosylation is correlated with all of the cancer hallmarks, from 
cancer cell growth to metastasis to immune evasion to an-
giogenesis.⁶ An upregulation of tumor sialoglycans like SLA, 
SLS, STn, and GM2 are significant promoters in the ad-
vancement of cancer.⁷ 

�   Discussion 
In the human body, the synthesis of sialic acid begins at 

UDP-GlcNAc in the cytosol after the glucose has penetrated.⁸ 
The enzyme UDP-GlcNAc 2-epimerase/ManNAc-6-kinase 
(GNE) is the first to catalyze UDP-GlcNAc, transforming 
UDP-GlcNAc to ManNAc-6-P.⁹ Then, through the help 
of enzymes Neu5Ac 9-phosphate synthase (NANS) and 
Neu5Ac-9-phosphate phosphatase (NANP), ManNAc-6-P 
turns into Neu5Ac.¹⁰ Lastly, Neu5Ac is transported to the nu-
cleus, where it interacts with the cytosine 5′-monophosphate 
N-acetylneuraminic acid synthetase (CMAS) to construct 
CMP-Neu5Ac.¹¹ 

From here, the transportation of CMP-Neu5Ac to the 
Golgi apparatus’s glycoconjugates occurs through the help of 
SLC35A1 sialyltransferases.¹¹ Through this process, approxi-
mately 20 different sialyltransferases, including ST3GAL1-5, 
ST6GAL1, 2 and ST6GALNAC1-6, and ST8SIA1-6, are 
supplied with CMP-Neu5Ac as a substrate.⁴ The ST8SIA1-6 
sialyltransferases generate α2,3-, α2,6-, α2,8, or α2,9-linked 
sialic acids through connecting Neu5Ac’s second carbon to its 
third carbon, sixth carbon to eighth carbon.⁴ Lastly, sialylated 
glycoconjugates, packaged in vesicles, are secreted out of the 
membrane.⁴

Alternatively, sialidases (also called neuraminidases) can 
release sialic acid glycoconjugates.¹² There are four distinct 
types of sialidases: NEU1, NEU2, NEU3, and NEU4.¹³ The 
sialidase NEU1, which is lysosomal, enables the breakdown of 
sialoglyco conjugates.¹⁴ The sialidase NEU2, which is cyto-
solic, prevents interactions with gangliosides.¹⁵ The sialidase 
NEU3, often found on the plasma membrane, works specif-
ically with gangliosides.¹⁶ The NEU2 and NEU3 function 
quite differently. And, lastly, the sialidase NEU4, often found 
in the outer mitochondrial membranes or the lysosomal 
lumen, is an enzyme whose substrate varies widely; most gly- 
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coproteins, gangliosides, and oligosaccharides can be pro-
cessed by sialidase NEU4.¹⁷ 

After exocytosis outside the cell, the sialic acids are filtered 
back into the cytoplasm, where they restart their cycle to pro-
duce more sialyl glycoconjugates.¹⁸ Otherwise, they would be 
degraded by N-acetylneuraminate lyase (NAL) to ManNAc 
and then eventually pyruvate.¹⁸ Since there is a lack of pro-
tein transporter on the membrane that specifically works for 
Neu5Ac or ManNAc, Neu5Ac or ManNAc penetrate the cell 
mainly through pinocytic or endocytic pathways.¹⁹  

Sialic Acid in Tumor Growth:
Overproduction of sialic acids is a distinct characteristic 

of cancerous cells during tumor formation and malignant 
advancement.²⁰ Hyper sialylation is more seen in tumor tis-
sues than in any other healthy functioning tissue.²⁰ The total 
amount of sialic acid present in serum or glycolipid-bound 
membranes is noticeably high in leukemia, ovarian, breast, col-
orectal, and pancreatic cancers.²¹ In more deadly cancer such 
as glioma, neuroblastoma, and lung cancer, polysialic acid is 
overexpressed.²² Hypersialylation plays major assistance in the 
acceleration of cancer progression, which eventually results in 
a poor prognosis.²³ The rise of sialic acids in tumors is a direct 
consequence of a metabolic flux of sialyltransferases/siali-
dases.⁴ Tumor cells initiate their hypersialytation by increasing 
their uptake of glucose, the first raw material entering the cell 
through endocytosis.⁴ 

Inactivation of the CMAS gene, which codes for a key en-
zyme that finalizes the production of sialic acid in the nucleus, 
has been found to inhibit the production and activation of si-
alic acid.²³ Sialic acid encourages cancer progression through 
the promotion of tumor expansion, evasion of apoptosis and 
immune attack, and development of metastases through blood-
stream extravasation.²⁴ Unsurprisingly, sialylation (growth 
of sialic acid as a terminal sugar on glycans) of proteins can 
trigger multiple signaling molecules and pathways to further 
cancer advancement.²⁴ 

For instance, when α2-3-linked glycan is hypersialylated in 
gastric carcinoma, the activation of receptor tyrosine kinases 
MET and RON occurs, which results in a more invasive phe-
notype.²⁵ Accordingly, N-glycans, when terminally sialylated, 
can help tumor cells resist hypoxia which confers malignan-
cy to the cell phenotypes.²⁶ Specifically, the α2-6 sialic acid 
growing on N-glycans causes the upregulation of E-cadherin, 
which then promotes the impairment of cancer cell adhesion 
and aggrandizer metastasis.²⁷ 

Drugs targeting sialic acids are developing to further the 
prevention of cancer metastasis.²⁸ In vivo, a sialic acid called 
glycomimetic (P-3Fax-Neu5Ac) has been defined as the 
promoter of tumor growth.²⁸ So, delivery of anti-sialic-acid 
nanoparticles has been performed to stop the metastasis of 
melanomas to lung cancer in a murine model.²⁹ Drugs such 
as Ac53FaxNeu5Ac, when intratumorally injected, can thwart 
sialic acid expression and therefore suppress tumor growth 
in many in vivo tumor models.³⁰ These advances in clinical 
treatment have shown how important sialic acids are in the 
progression and development of cancer, ultimately indicating 
that a sialic-acid-blocking drug would be of high therapeutic 
and clinical treatment value.³¹

Tumor Proliferation and Metastasis:
Expression of sialyl glycans correlated with the aggressive 

epithelial-mesenchymal transition (EMT), a transition criti-
cal in forming metastasis.³² The EMT process, triggered by 
growth factor-β (TGF-β), caused the upregulation of nu-
merous sialyltransferases, including ST3GAL1, ST6GAL1, 
ST8SIA4, ST6GAL2, ST8SIA1, ST8SIA2, and ST3GAL2.³³ 
When these sialyltransferases upregulate, accumulation of 
sialoglycans on the cell surface membranes occur, greatly 
helping tumor cells to survive and metastasize.³⁴ In hepato-
cellular carcinoma, the specific α2,6-sialylation activates the 
Wnt/β-catenin signaling pathway, which results in prolifera-
tion, migration, and invasion of cancerous cells.³⁴ 

Through the Akt and ERK pathways, this same α2,6-si-
alylation, when overexpressed on the human epidermal growth 
factor receptor 2 (HER2), boosts gastric cancer growth.³⁵ ST-
6GAL1 causes hyper-sialylation on the endothelial growth 
factors receptor (EGFR) through the PI3K/Akt pathway.³⁶ 
Likewise, prevention of ST6GAL1’s functions can cause in-
duced EGFR to be desialylated and therefore decrease tumor 
proliferation.³⁷ The integrin α5β1, modified by α2,6-sialyla-
tion, attunes the FAK signaling pathways and cell adhesion.³⁸ 
By interrupting the NCAM signaling at the cell-cell com-
munication site, polysialic acid ensures tumor growth and 
mutations.³⁹ To slow the rate of metastasis in a xenograft rhab-
domyosarcoma tumor in a mouse model, scientists blocked the 
poly sialyltransferases ST8SIA2 and ST8SIA4 from creating 
polysialylated NCAM.⁴⁰

As an important observation, sialyl-glycans thickening the 
surface of tumor cells also helps their colonization and speeds 
up metastasis.⁴¹ As an example, sialic acid, when liganded with 
selectins, which are vascular adhesion molecules, magnifies 
cancer progression by strengthening the adhesion and extrava-
sation processes in metastasis.⁴² 

Figure 1: The Life Cycle of Sialic Acid. Zhou, Xiaoman, et al. “Biological 
Functions and Analytical Strategies of Sialic Acids in Tumor.” Cells vol. 9, 2 
273. 22 Jan. 2020, doi:10.3390/cells9020273
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Tumor Angiogenesis:
Angiogenesis is the creation of more blood vessels using old 

ones.⁴⁹ In the fast-paced environment suitable for metastasis, 
new blood vessel growth, to provide oxygen and nutrients, 
is omnipresent.⁴⁹ After being synthesized by inflammato-
ry cells, angiogenic growth factors (AGFs) go on to initiate 
angiogenesis.⁴⁹ Compared to other types of AGF, the vascu-
lar endothelial growth factor (VEGF) family of VEGF-A, 
VEGF-B, VEGF-C, VEGF-D, and VEGF-E plays the most 
significant role.⁴³ This is because the VEGF undergoes cell-cell 
communication with polysialic acid.44 In an oxygen-deprived 
environment, sialic acids assist tumor angiogenesis by upregu-
lating growth factor–receptor interactions.⁴⁵

Gangliosides are a sialyl-glycosphingolipid that can be 
placed on the endothelial cells’ membrane and promote an-
giogenesis through upregulating responsiveness to AGFs.⁴⁶ 
However, through the transportation of the sialyltransferases 
ST6GAL1 aided by exosomes, tumor cells can also overexpress 
the surrounding cells’ sialic acid levels.⁴⁷ Sialyl Glycans such as 
N-glycans need to be α2,6-sialylated to engage with VEGF 
and activate angiogenesis in endothelial cells.⁴⁸ The platelet 
endothelial cell adhesion molecule (PECAM) communicates 
through homophilic interaction, supported by α2,6-sialyla-
tion.⁴⁹ While the sialylated PECAM communicates and binds 
with the VEGFR2 receptor and integrin β3 receptor, the pre-
vention of PECAM-VEGFR2 interaction could be induced 
by the desialylation of ST6GAL1.⁴⁹ This ultimately results in 
the inhibition of apoptosis- and angiogenesis.⁴⁹

Resistance to Apoptosis and Cancer Cell Therapy:
Cell apoptosis could be prevented by sialic acid through the 

inhibition of two main processes: the Fas receptor-Fas ligand 
(FasR-FasL) pathway and the anoikis pathway.⁵⁰,⁵³ The FasR-
FasL interaction, triggered by T cells and promoted through 
caspase activation, plays an important role in immune cell 
homeostasis and the human body’s immune maintenance.⁵⁰ 
However, when the FasR is sialylated, it no longer allows the 
binding of FasL to its binding site, which ultimately inhibits 
apoptosis.⁵¹ For example, the elevation of α2,6-sialylation on 
Faso, caused by sialyltransferase ST6GAL1, inhibits the colon 
carcinoma cells’ apoptotic signaling.⁵¹ Furthermore, α2,6-si-
alylation inhibits the process in which FasR internalizes and 
cancels the positive feedback loops for FasR-FasL interaction 
apoptosis.⁵² 

Another apoptosis pathway is anoikis, which is the detach-
ment of cells off of an extracellular matrix (ECM).⁵³ Anoikis 
is a vital pathway that ensures the growth of an adherent-in-
dependent cell and the cell’s attachment to a mismatched 
matrix.⁵³ Resistance to anoikis is often more prominent in 
cancer cells compared to normal epithelial cells.⁵³ Attach-
ments of cells to ECM, a process mediated by integrin, is the 
direct root cause of the upregulation of tumor angiogenic re-
sponse, which speeds up cancer metastasis.⁵⁴ The absence of 
cell-ECM interactions, due to loss of mediation from integrin, 
downregulates the phosphorylation (the addition of a phos-
phate group) of downstream effectors, including FAK, ERK1, 
PI3-K, and MAP kinases.⁵⁵ As a result, this makes the cell 
susceptible to anoikis.⁵⁵ However, the α2,6-hypersialylation in 

the fibronectin receptor integrin α5β1 could block the binding 
of galectin-1 and therefore prevent anoikis.⁵⁶ Unsurprisingly, 
α2,6-sialylation showed therapeutic drugs ineffective in many 
cancers, most likely through the sialylation of the EGFR re-
ceptors, which was found to reduce the dimerization of EGFR 
receptors and increase phosphorylation by them.⁵⁷,⁵⁸ All of this 
reduces the effectiveness of the tyrosine kinase inhibitors.⁵⁹

Glycosyltransferase and Glycosidase enzymes:
The culmination of multiple glycosylation enzymes, whose 

role is to assist the distribution of specific glycans on a cell's 
surface, generates the tumor glyco-code.⁶⁰ These additions or 
removals of a glycan completed by glycosylation enzymes are 
often the consequence of DNA mutations in the genes re-
sponsible for glycan synthesis.⁶⁰

Altered regulation of either sialyltransferase or sialidase en-
zymes has been linked to hyper-sialylation.⁶¹ Sialyltransferases 
are a specific type of enzyme that sialylate the termini of gly-
coconjugates.⁶² These enzymes consist of 20 different versions 
that can all catalyze the attachment of sialic acid to a glycan 
chain, utilizing different glycosidic linkages including α2-3, 
α2-6, or α2-8.⁶² Sialyltransferases, categorized into four types 
of ST3Gal, ST6Gal, ST6GalNAc, and ST8SIA, are expressed 
in a tissue-specific manner.⁶³

Sialyltransferases, usually upregulated in cancer, have been 
correlated with the formation of cancerous antigens.⁶⁴ Key si-
alyltransferases playing a significant role in cancer progression 
include ST3GAL6, ST6GAL1, ST3GAL4, and ST6Gal-
NAc1/2.⁶⁵ ST6GAL1 is responsible for many cancer types and 
has been implicated as the cause of all the cancer hallmarks.⁶⁵ 
Clinically, ST6GAL1 expression can be used as reliable data to 
predict responses to EGFR/HER2 inhibitors in cancer cells, 
specifically ovarian.⁶⁵

In the same sialyltransferases family, ST3GAL4 is also 
overexpressed in cancer cells, making prognosis less accurate 
and giving way to the formation of Sialyl Lewis X (sLeX) 
in gastric carcinoma, which will ultimately end in a metasta-
sis.⁶⁶ Besides, ST3GAL6 is also responsible for the synthesis 
of sLeX and E-selectin ligands.⁶⁷ Lately, the homing of bone 
marrow and the ineffectiveness of multiple myeloma therapy is 
found to be the direct results of ST3GAL6 activity.⁶⁷ Luckily, 
a study has discovered that this can be inhibited using an E-se-
lectin antagonist called GMI-1271.⁶⁸ The sialyltransferases 
ST6GalNAc1, which catalyzes the sTn antigen responsible in 
cancer development, is associated with the growth of metasta-
sis.⁶⁹ The ST6GALNAC2 has been identified by researchers 
as a suppressor of metastasis in breast cancer and could be po-
tentially used for treatment with galectin-3 inhibitors.⁷⁰

The loss of terminal sialylation in glycoconjugates is cata-
lyzed by sialidase enzymes, which moderate certain functional 
molecules’ binding sites and play an important role in numer-
ous biological processes.⁷¹ The sialidase enzymes can be found 
in four specific forms: NEU1, NEU2, NEU3, and NEU4.⁷² 
Sialidase can modify the glycocalyx of cancer cells and, by do-
ing this, might render them more vulnerable to the immune 
system.⁷³, ⁸⁶ Sialidase enzymes, therefore, appear as a prom-
ising area for novel therapeutic innovations.⁷⁴ For instance, 
oseltamivir phosphate can target NEU1 in pancreatic, breast, 
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and ovarian cancers.⁷⁵ This method can be used to treat che-
moresistant cells which are also drug-sensitive.

Siglecs and Cancer treatment:
The atypical glycosylation found in tumor cells’ membranes 

can lead to novel cell-cell communication with immune cells 
that leads to the suppression of immune response.⁷⁶ The thick 
layer of sialic acids on the surface of cancer cells has long been 
recognized for its ability to protect tumors from our body’s 
immune system.⁷⁷ With scientists believing that sialic acids 
play a vital role in the evasion of cancer cells from immune 
response, recent advances in glyco-tools have opened up new 
possibilities in the curing of cancer through the immuno-ef-
fective pathways.³⁰ Sialylated glycans on glycoproteins and 
glycolipids are the key to fitting with the lock of Siglecs, a 
family of lectins that exist on the membrane of many im-
mune cells.⁷⁸ In the tumor microenvironment, this interaction 
between cancer cell sialic acid and Siglecs can mediate in-
tracellular immune cell response that allows for the evasion 
of sialic acid from the immune cells.⁷⁹ Cancer-promoting 
glycans, specifically the STn and sialyl T, are a classic exam-
ple of this.⁸⁰ The STn and sialyl T compromise the healthy 
functions of macrophages and dendritic cells, deaden the nat-
ural killer (NK) cells, and diminish the creation of guarding 
T cells.⁸¹ Therefore, determining the glycoside, which is the 
distinct aspect of glycan on cancer cells, is pivotal to grasping 
the mechanism through which glycans aid the evasion of can-
cer cells from the body’s immune system.⁸² 

Impairing sialic acid’s role in communication with Siglecs 
has become a promising strategy for cancer immunothera-
py.³⁰ Therefore, a reduction of sialic acid poses a huge benefit 
for our immune system.⁸² Emerging research has suggested 
that loss of tumor sialic acid is positively linked to the loss 
of Siglecs-sialic acid interaction, which can lead to proficient 
tumor immunity.⁸² If we can block sialic acid from forming 
interactions with our immune cells, we can allow for more 
CD8+ T cells, filter out myeloid and regulatory T-cells, and 
promote cytotoxic T-cells which can kill cancer cells.³⁰ As 
discovered previously, the interaction between Siglecs-9, Si-
glecs-7, Siglecs-10, or Siglecs-15 and their specific ligands 
has shown how bypassing anti-tumor immunity occurs.⁸² 

When Siglec-9 matches up with sialylated MUC1, the in-
crease in transformation of monocytes into cancer-promoting 
macrophages and expression of the checkpoint ligand PD-L1 
occurs.⁸³ Siglec-9 is overexpressed on tumor-eliminating T 
cells in non-small lung cancer and colorectal and ovarian can-
cer.⁸³ Thus, diminishing the sialoglyco-Siglec-9 interaction 
proves to be a potential enhancement of T-cells activation.⁸³ 
Siglec-15 can often be found in tumor-infiltrating myeloid 
cells and is an important player in cancer immune suppres-
sion.⁸⁴ Siglec-15 inhibits antigen-specific T-cell responses at 
the tumor key-and-lock site, which compromises T-cell at-
tacks on cancer cells.⁸⁴ Therefore, an anti-Siglec-15 antibody 
can reallow T-cell effectiveness to carry out tumor immuni-
ty.⁸⁴ CD24, a type of sialoglycoprotein, is an anti-phagocytic 
signal that cancer cells show in response to attack from 
Siglec-10-expressing macrophages.⁸⁵ So, blocking CD24-Si-

glec10 communication can boost the clearance of CD24+ 
tumors and is a potential immunotherapy plan.⁸⁵ 

Precise glycocalyx addition in cooperation with anti-
body-sialidase conjugates has been reported as a potentially 
highly-valuable avenue for cancer immunotherapy.⁸⁶ In this 
strategy, an antibody induces the sialidase to remove specif-
ically harmful sialic acid, those that are overexpressed, from 
tumor cell membranes and so open up ways for termination of 
desialylated cancer cells.⁸⁶ Other methods include externally 
delivering a sialidase enzyme to the tumor and using anti-gly-
can vaccines to block cancerous glycan-lectin interactions.

�   Conclusion
In this review, I covered the key roles sialic acids play in 

cancer development and progression. A key feature of cancer 
is hyper-glycosylation, which is the overexpression of sialic 
acid as terminal sugar on glycans. Sialic acid, whose charge 
is negative and whose property is hydrophilic, can give the 
cancer cell many altered traits that help it survive. Over-ex-
pressed sialylation is a hallmark of tumors and produces many 
challenges in curing cancer. As shown above, sialylation is 
fundamental to the growth, evasion of immunity, progression, 
and metastasis of cancer cells. Therefore, removing extra sialic 
acids or inhibiting their functions will likely lead to improve-
ment in the treatment.

Clinical approaches to compromise sialic acids’ interac-
tions with Siglecs, thereby canceling the evasion of immunity, 
proves to be a potentially effective method against cancer 
development.⁸⁷ Playing on the fact that sialic acids hide the 
glycoproteins’ antigenic sites, researchers have been using si-
alidases to remove sialic acids, so sialic acid can no longer be 
used as a mask.⁸⁷ For instance, when sialidase was present in 
solid tumor cells, the body’s chimeric antigen receptor T-cells 
(CAR-T cells) successfully removed cancerous cells.⁸⁸

Furthermore, the use of an antibody that titrates singles-15, 
a protein that binds with sialic acid to suppress T-cells, is 
expected to be effective in cancer immunotherapy, opening 
up new advanced treatments for patients whose cells have 
acquired resistance to the anti-PD-1/PD-L1 therapy.⁸⁸ 
Advances in technologies have led to further study of glycos-

Figure 2: Cell-cell interactions between sialic acid and singles that prevent 
immunity and promote immune suppression. 
Munkley, Jennifer, and Emma Scott. “Targeting Aberrant Sialylation to 
Treat Cancer.” Medicines (Basel, Switzerland) vol. 6,4 102. 14 Oct. 2019, 
doi:10.3390/medicines6040102
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ylation, which can ultimately emphasize glycan targeting 
as the main focus of cancer therapeutics, especially regard-
ing cancer immunotherapy.⁸⁸ Shortly, it is probable that the 
energization of cancer immunotherapy through sialoglycan 
blocking and traditional chemotherapy/radiation will im-
prove cancer treatment outcomes.⁸⁹ Besides being effective 
drug targets, sialic acids can also be studied to gather more 
information about cancer cells’ sensitivity and resistance to 
other emerging therapies, which will conclusively improve the 
fight against cancer.⁸⁹   
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The Effects of Mirror Therapy on Outcomes in the Upper 
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ABSTRACT: Stroke is the leading cause of disability for adults worldwide, resulting in motor impairments, pain, spasticity, 
sensory loss, and reduced activities of daily life (ADLs). Mirror therapy (MT) promotes motor function and sensory recovery 
in patients across stroke acuity. This study analyzes the effects of MT on different levels of impairment in the upper extremities 
caused by stroke compared to other conventional treatments and other interventions. Sixteen studies (ten RCTs and five systematic 
reviews, and one metanalysis) were included, consisting of chronic or acute/subacute patients with paresis in their upper extremities. 
Studies were extracted from PubMed using various keywords: stroke, upper extremity, mirror therapy. MT was significantly more 
effective than control therapy in motor function and sensory recovery across stroke acuity. No significant differences were found 
between MT and control treatment in pain, spasticity, and ADLs. MT is associated with improved motor function and sensory 
recovery in patients with paresis across all stroke acuity.

KEYWORDS: Behavioral and Social Sciences; Neuroscience; Stroke; mirror therapy; upper extremity.

�   Introduction
Background:
Strokes, or cerebrovascular accidents, are a leading cause 

of death and long-term disability in adults worldwide.¹,² In 
the United States, 795,000 individuals experience a stroke 
each year.¹ Worldwide, strokes affect 15 million individuals.² 
Strokes result from the obstruction or burst of a vessel to the 
brain, resulting in necrosis, or cell death, in the affected area 
of the brain.¹-³ Though the effects of a stroke are variable, 
85% of stroke survivors experience hemiparesis, or one-sided 
weakness, in their upper extremities contralateral to the area 
in which the stroke occurred.³,⁴ This can result in movement 
dysfunction, motor impairments, sensory loss, and reduced 
quality of life.²,⁴ According to the Centers for Disease Con-
trol and Prevention, 25% of stroke survivors require assistance 
or use assistive devices in day-to-day tasks.¹ As a result, it is 
crucial to research different interventions that affect stroke 
rehabilitation.

Mirror therapy (MT) is an intervention whose initial 
purpose was to help amputees recover from phantom limb 
pain.⁴-⁹ In MT, a mirror is placed in the patient's mid-sag-
ittal plane, reflecting the movements of the non-paretic arm, 
with the paretic arm being obstructed by the mirror (shown 
on the figure on the right).⁴,⁶ When the patient watches the 
mirror, there is a visual illusion that their paretic arm is fully 
functional, hypothesized to reverse learned nonuse.⁵,⁶ MT has 
been reported to be effective in patients across stroke acuity 
with hemiparesis by immediately promoting motor function, 
motor recovery, and quality of life.⁶,⁹-¹⁰ 

(Source: EBRSR.org)
The patient observes the mirror reflecting the movements 

with the non-paretic hand, producing the illusion that the pa-
retic arm is functional:

The purported mechanism behind MT is the activation 
of the mirror neuron system.⁴,⁶,⁷,⁹ During MT, fMRIs have 
found increased activity in the superior temporal sulcus due 
to stimulation of the mirror neuron system.⁴,⁷,⁹ When the pa-
tient is directly observing movements, the increased activity in 
this region causes activation of the primary motor cortex on 
the lesioned side, resulting in the recovery and activation of 
motor neurons.⁴,⁷,⁹ The activation of the primary motor cor-
tex region results in a more significant improvement of motor 
function and recovery for the patient.⁴,⁷,⁹ 

MT is performed using one of the following three meth-
ods:⁵ 

i) Patients watch the movements made by the non-paretic 
arm in the mirror while simultaneously imitating movements 
with the paretic arm. 
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ii) Patients watch the movements made by the non-paretic 
arm in the mirror while imagining the actions of their affect-
ed limb. 

iii) Patients watch the movements made by the non-paretic 
arm in the mirror while being assisted in moving their paretic 
arm to imitate the actions of the non-paretic arm. 

In short, MT might be a simple, cost-effective treatment 
that patients can receive at home or in a clinical setting to 
achieve improved arm function.⁴,⁷ New types of MT are be-
ing studied, including task-based MT, gesture-recognition 
MT, and combined MT.⁴,¹¹-¹³ 

This review will be utilizing the World Health Organiza-
tion’s International Classification of Function, Disability, and 
Health, or ICF, model. In this model, the functional abilities 
of an individual post-disability are assessed mainly in terms 
of bodily impairments and activities. In the discussion section 
of this review, the effect of MT on the outcomes of the upper 
extremities post-stroke will be organized via the ICF mod-
el. Ultimately, the objective of this review is to analyze the 
effects of MT on different levels of impairment in patients’ 
upper extremities post-stroke compared to other stroke inter-
ventions and techniques.
�   Discussion 
This section will present the evidence for MT following 

the ICF model, where outcomes will be divided into im-
pairments, such as motor function loss, pain, spasticity, and 
somatosensation, as well as activities, such as independence 
in activities of daily life, in the upper extremities of stroke 
patients. The section will also discuss variables that may af-
fect MT outcomes, such as dosage and acuity, and introduce 
variations of MT. Finally, the section will assess the appro-
priate and inappropriate patients for MT and present several 
unanswered questions about MT that future studies should 
address.

Impairments:
Motor function is the speed and excursion of a movement 

stimulated by the activity of motor neurons.¹⁴ Motor function 
is usually affected by stroke, resulting in motor impairments 
in stroke survivors. MT has been reported to be effective in 
improving motor function in patients compared to control 
therapy. Five randomized controlled trials (RCTs) examined 
the effect of MT on motor function and found that there 
were statistically significant results in the MT group com-
pared to the control group when assessed by the Fugl-Meyer 
Assessment.⁷,¹⁰,¹⁵-¹⁷ This finding was in agreement with one 
systematic review and one meta-analysis with a total of 73 
studies, which found that MT significantly improved motor 
function immediately after the intervention period compared 
to control therapy and other interventions.⁶,⁹ Moreover, hemi-
paresis is a frequent consequence of a stroke associated with 
functional loss of the upper extremity. There is evidence that 
MT can improve motor function assessed by the Fugl-Mey-
er Assessment compared to control therapy in patients with 
severe hemiparesis.⁵,¹⁷ In a review examining 15 studies, the 
authors concluded MT had significant effects on motor func-
tion in patients with hemiparesis compared to traditional 
therapy.¹³ These findings suggest that MT possibly enhances 

motor function in stroke patients with severe motor impair-
ments and hemiparesis. 

Pain in the upper extremity post-stroke is also a common 
symptom for stroke patients. However, MT was found to be 
ineffective in reducing pain. Compared to control therapy, 
researchers in one RCT found that patients with severe hemi-
paresis treated with MT did not have statistically significant 
outcomes in pain reduction.⁵ This finding is consistent with 
the conclusions of a systematic review including 15 studies 
that there were no intergroup differences between the MT 
and control group on pain.¹³ The collective results from both 
the RCT and the review suggest that MT is unlikely to im-
prove pain reduction more significantly than control therapy. 
However, reduced pain following MT was reported by two 
systematic reviews for stroke patients with complex regional 
pain syndrome I (CRPS-I).⁶,⁸ A systematic review examining 
62 MT studies with 1,983 patients evaluated pain, measured 
by the Numerical Rating Scales and the pain section of the 
Fugl-Meyer Assessment, and found reduced pain for those 
with CRPS-I post-stroke.⁶ Two studies included in the oth-
er review found that MT had significant effects on pain for 
CRPS-I patients.⁸ These suggest that MT may be effective 
in reducing pain in CRPS-I patients post-stroke. Collectively, 
these results suggest that MT compared to conventional treat-
ment is not effective in pain reduction in stroke patients that 
are diagnosed with CRPS-I. 

Spasticity is another consequence of stroke caused by dam-
age to the upper motor neurons causing increased resistance to 
passive movement.¹⁸ MT has been reported to be ineffective on 
spasticity.⁴-⁵,⁸,¹⁵,¹⁶ One RCT reported that patients performing 
MT reported a difference in elbow flexion, wrist flexion, wrist 
extension, and finger extension between pre-treatment and 
post-treatment results when measured by the Modified Ash-
worth Scale.⁴ However, there was no statistically significant 
difference in spasticity scores between the MT and control 
therapy groups.⁴ These findings aligned with the conclusions 
made in a systematic review containing five RCTs, where it 
was concluded that groups of patients that performed MT did 
not demonstrate substantial benefits on spasticity compared to 
conventional rehabilitation.⁸ The use of MT poststroke, there-
fore, seems to yield no significant improvements in spasticity 
compared to conventional therapy.

Along with stimulating the primary motor cortex, MT 
modulates the primary sensory cortex, therefore, somatosen-
sory recovery can occur in the upper extremity.¹⁰ Two RCTs 
were conducted and examined the effect of MT on promoting 
somatosensation in the upper extremities. Patients in the first 
RCT receiving MT had significantly improved temperature 
and pain sensation versus conventional rehabilitation.¹⁰ In 
the second RCT, which enrolled severe hemiparetic patients, 
significant improvement in tactile sensation was observed 
compared to the control group, but no statistically signifi-
cant differences were demonstrated between groups when 
assessed by the Ottingham Sensory Assessment.¹⁷ One RCT 
in a systematic review evaluating interventions for upper limb 
sensation recovery post-stroke found that MT where patients 
experienced improved light touch, thermal, and pressure sen-
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sation compared to sham therapy when measured by Quan-
titative Sensory Testing, largely agreeing with the findings 
reported by the two RCTs.²⁰ With these conclusions, it is 
possible for MT to improve aspects of sensation in the upper 
extremities post-stroke. 

Activities:
Activities of daily life (ADLs) are a patient's ability to 

perform activities related to personal care including bathing, 
grooming, eating, and toileting.¹⁹ When a patient suffers a 
stroke, functional loss affects their upper extremities, reduc-
ing their ability to be independent in their lives.¹ As a result, 
recovering the ability to perform ADLs in stroke patients is a 
primary concern. Three RCTs evaluated the effectiveness of 
MT on ADLs and found no significant differences between 
MT and conventional therapy.⁵,⁷,¹⁰ Patients enrolled in the MT 
group only demonstrated pre-post within-group differences 
measured by the Modified Barthel Index.⁵,⁷,¹⁰ However, there 
were no significant differences between the MT and control 
groups for ADLs.⁵,⁷,¹⁰ Two recent systematic reviews arrived 
at different conclusions. A 2019 systematic review reviewing 
fifteen RCTs had similar results to those of the three RCTs, 
finding no significant differences between the MT group and 
the control group.¹³ However, a 2018 systematic review con-
cluded that MT had produced a significant effect on ADLs 
compared to all other interventions.⁶ To explain these con-
trasting findings, the 2018 systematic review included studies 
in which patients in the experimental group performed task-
based MT, which has been concluded to significantly improve 
ADLs. These results suggest that MT, without modifications, 
is unlikely to show significant intergroup differences in ADLs 
compared to control therapy or other interventions. 

Dosage:
The dosage of MT reported in various RCTs included in 

this review ranged from 20 to 90 minutes per session over 
three to six weeks.⁴,⁵,⁷,¹⁰,¹¹,¹⁵-¹⁷,²¹,²² In a systematic review ex-
amining 15 studies it was concluded that MT in shorter doses 
of 30 minutes was more effective in motor function than pro-
longed doses when compared to conventional therapy.¹³ The 
same systematic review found that the total intervention peri-
od also influences the effectiveness of MT in motor recovery 
of the arm.¹³ The review authors concluded that RCTs with an 
intervention period longer than four weeks were less effective 
than RCTs that included an intervention period shorter than 
four weeks.¹³ These results suggest that MT should be imple-
mented in shorter doses and intervention periods to improve 
motor function and recovery.  

Acuity:
MT has been reported to be effective on motor function 

across stroke acuity. In four RCTs, patients who were either 
chronic or acute/subacute and treated with MT had statisti-
cally significant effects on motor function compared to the 
control group therapy, therefore, concluding that MT can 
enhance motor function across stroke acuity.⁵,⁷,¹⁰,¹⁵ Three sys-
tematic reviews evaluating studies including patients across 
stroke acuity also concluded that MT significantly improved 
motor function measured by the Fugl-Meyer Assessment.⁶,⁹,¹³ 
Collectively, the findings suggest that MT can enhance motor 
function across stroke acuity. 

Conversely, reports of the effect of MT on pain differ based 
on stroke acuity. Patients with chronic stroke who received 
MT did not experience significant effects on pain compared to 
control therapy.⁵ A systematic review examining fifteen RCTs 
(fourteen RCTs with chronic subjects) concluded no signif-
icant differences in pain between the MT and conventional 
therapy groups.¹³ The remaining RCT enrolled acute patients 
and reported improved pain in MT compared to convention-
al therapy.¹³ These findings suggest that MT may effectively 
treat pain in acute but not in chronic or subacute stroke. 

Stroke acuity also plays a role in the effectiveness of MT 
in sensory recovery. One RCT that enrolled chronic patients 
found improved temperature, tactile, and pain sensation in the 
MT group compared to the control group.¹⁰ One RCT in a 
2010 systematic review that enrolled acute patients found the 
same improvements in pressure, tactile, and thermal sensation 
as the RCTs which enrolled chronic patients.²⁰ These findings 
suggest that MT can improve aspects of sensory recovery in 
both acute and chronic stroke. 

Patient Appropriateness/Inappropriateness:
To treat patients with MT, it is essential to understand 

whether MT is a suitable treatment for each patient. Cost, 
travel, and the necessity for sophisticated, state-of-the-art 
equipment are not significant issues, as MT utilizes cost-ef-
fective, accessible equipment that can be implemented in any 
setting.⁴,⁷,¹¹ As a result, patients with cost barriers will still be 
able to perform MT.  

To perform MT, patients must follow directions from cli-
nicians and complete the actions/tasks they are prescribed. 
As a result, patients with receptive aphasia, severe attention 
deficits, and cognitive impairments may be inappropriate to 
receive MT as these conditions may interfere with their ability 
to understand and follow instructions.⁴,⁶-⁸,¹¹ The Mini-Mental 
State Exam was utilized in studies to determine whether a pa-
tient was likely to participate in MT successfully.⁵,⁶,¹⁰,¹¹,¹⁵-¹⁷,²² 

In addition, patients with severe visuospatial neglect and 
visual impairments may not be successful with MT treat-
ments.⁴,⁶ Since MT requires patients to look at a mirror to 
perform actions and tasks, patients who cannot clearly see 
their surroundings will be unable to see the mirror. As a result, 
these patients are unsuitable to receive MT.

Variations of MT:
New versions of MT are being developed to increase the 

effectiveness of MT. One such development is task-based 
MT.⁴,²¹,²² Task-based MT requires the patient to perform 
goal-oriented practices and functional tasks using the mir-
ror.⁴,²¹,²² These practices require the patient to manipulate 
everyday objects such as chopsticks or a ball to perform var-
ious actions such as wrist extension and elbow flexion.⁴,²¹,²²  
Two RCTs reported improved motor function and motor 
recovery of the hand compared to conventional treatment 
in patients with severe hemiparesis and upper limb impair-
ment.⁴,²¹ One RCT reported task-based MT had statistically 
significant improvement in ADLs than sham therapy when 
assessed by the Modified Barthel Index.²² These results sug-
gest that task-based MT effectively improves motor function 
and ADLs. 
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Likewise, another development of MT is gesture-recogni-
tion MT. Patients performing gesture-recognition MT use a 
Leap Motion controller, a device that detects motion, and ob-
serve at a mirror reflecting the screen of a monitor.¹¹ Patients 
in gesture-recognition MT play various game programs that 
require them to perform multiple actions such as lifting their 
hands and picking up objects.¹¹ Gesture-recognition MT was 
reported to significantly affect motor function and quality of 
life in an RCT that included chronic patients compared to 
MT and control therapy.¹¹

Collectively, these variations of MT have positive effects 
on different areas in the upper extremity post-stroke. Task-
based MT was found to affect motor function, recovery, and 
ADLs positively compared to other interventions. Likewise, 
gesture-based MT also had positive effects on motor function 
and quality of life.

Unanswered Questions:
Due to its maneuverability, MT can be utilized in any set-

ting, such as at a patient's home or in a clinician's office.⁴,⁷ 
Multiple systematic reviews have identified this fact and used 
studies that included at-home MT.⁶,¹³ However, no differenc-
es between at-home MT compared to MT in a clinical setting 
were studied. A possible hypothesis would be that clinical 
MT under a therapist's supervision will be more effective in 
improving impairment levels than at-home MT. Future stud-
ies should assess the difference between both methods of MT, 
by separating two groups based on clinical MT and at-home 
MT. Measuring the patients at baseline, post-intervention, 
and follow-up, studies should observe differences in motor 
function, spasticity, ADLs, and somatosensation to determine 
any intergroup differences and sustained effects of the treat-
ment. Finding any significant differences would determine 
the setting that will allow stroke patients to receive the most 
benefit from MT.  

Determining an optimal dosage for MT that provides the 
maximum benefit is a limitation in studies, as multiple stud-
ies use different dosage amounts.⁵,¹³ In a systematic review, 
it was found that the longer the dosage of MT, the effective-
ness of MT is reduced.¹³ Regarding the conclusions made in 
the systematic review, it could be hypothesized that shorter 
doses of MT increase the effectiveness of the treatment. Fu-
ture studies should research the dosage of MT that should be 
administered to stroke patients to determine the dosage that 
will result in the maximum efficacy of MT. Studies should 
separate patients into groups, each performing at different 
dosage amounts, and then measure each group at baseline 
and post-intervention on a variety of outcomes such as motor 
function, spasticity, ADLs, and sensation recovery. Obtain-
ing any statistically significant differences between all three 
groups can aid clinicians in determining an optimal dosage 
amount for MT, which will produce the maximum rehabilita-
tion effect for a patient post-stroke.

Usually, stroke patients seek rehabilitation services to en-
able them to complete basic day-to-day activities.¹,¹⁹ Earlier 
in this review, it was noted that MT has a possibility of im-
proving different impairment levels such as motor function 
and somatosensation in the upper extremities. However, MT 

did not yield significant improvements in an individual’s abil-
ity to partake in ADLs.⁵-¹⁰,¹⁵-¹⁷,²⁰ As a result, future studies 
should answer whether MT is an intervention that should 
be recommended by clinicians to use for the general stroke 
patient population. Future studies should also research vari-
ations of MT such as task-based MT as it has been shown 
to improve both impairment and activity, particularly motor 
function, somatosensation, and ADLs, in the upper extrem-
ities of stroke patients.⁴,²¹,²² Future studies should further 
study these variations by comparing groups with task-based 
MT, MT, and conventional treatments in outcomes such as 
motor function, spasticity, somatosensation, and ADLs, ob-
serving for any statistically significant intergroup differences 
post-intervention. This will allow clinicians to recommend 
MT to stroke patients and expect positive results in the upper 
extremities of their patients because of the treatment.
�   Conclusion
MT has been shown to improve motor function and aspects 

of sensorimotor recovery compared to conventional therapy 
across all stroke acuity.⁵-⁷,⁹,¹⁰,¹³,¹⁵-¹⁷ No significant differenc-
es were reported between conventional treatment and MT in 
pain, spasticity, or ADLs post-intervention.⁴-⁸,¹⁰,¹³,¹⁵-¹⁶ How-
ever, acute patients and patients with CRPS-I reported less 
pain than conventional therapy.⁶,⁸,¹³ It is also important to 
note that patients with severe hemiparesis had improved mo-
tor function and sensory recovery from MT.⁵,¹⁷ These results 
suggest that patients with motor impairments, sensory loss, 
and hemiparesis across all acuity can benefit from MT and, 
therefore, have it prescribed by a physical therapist.

This review also analyzed several variations of MT, such as 
task-based MT and gesture-recognition MT. Increased ability 
to perform ADLs assessed by the Modified Barthel Index, 
were found in patients performing task-based MT compared 
to sham therapy.²² In addition, task-based MT was found 
to improve motor function compared to conventional treat-
ment more effectively.²¹,²² Gesture-recognition MT also had 
improved motor function compared to traditional MT and 
conventional therapy.¹¹ Furthermore, improved quality of life 
was reported in patients performing gesture-recognition MT 
compared to conventional treatment.¹¹ These findings sug-
gest that new developments of MT are also viable options for 
stroke patients.

Future studies should address the limitations found in this 
review. Studies should compare at-home MT to clinic MT 
to determine which form of MT is more effective. If a future 
study found that MT performed in a home setting is more 
effective than at a clinic, the impact would be significant. Pa-
tients will not need to pay for a therapist and can experience 
improved results in various outcomes at home compared to 
being in a clinic. As a result, future studies in this area are 
crucial due to their immense impact on patients. In terms 
of dosage, studies should research an optimal dosage of MT 
that produces the maximum efficacy for a patient. This study 
showed that shorter doses increase the effectiveness of MT, 
however, researchers should further study if this conclusion is 
valid. This would help future clinicians determine the proper 
dosage of MT to help more patients affected by stroke. 
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Lastly, studies should definitively conclude the worth of 
MT as a rehabilitation method for stroke patients by further 
studying developments of MT that provide positive results 
in both impairment and activity measures. This would ulti-
mately help clinicians recommend MT to a broader scope of 
stroke patients and expect positive results in improving im-
pairment levels and activity independence, allowing patients 
to lead functional lives post-stroke. Moreover, more rigorous, 
multi-site RCTs with large sample sizes should be conduct-
ed to definitively conclude the effectiveness of MT for stroke 
patients.
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ABSTRACT: Diagnosis is the precursor to the treatment of a disease, and as such, it is vital for diagnosis to be both accurate 
and fast. Handling large scale outbreaks and pandemics can be tied to the effectiveness of diagnosis. In the current pandemic of 
COVID-19, both serological tests and RT-PCR are being used to diagnose COVID-19. SARS-CoV-2 initially broke through 
in Wuhan, China in December 2019, and since then it has rapidly developed into a pandemic with roughly fourteen million cases 
and roughly one million fatalities as of July 2021.  In this scenario, serological testing is fast, and RT-PCR is accurate; however, 
what we need to effectively control the pandemic is to have a test that embodies both speed, accuracy, and accessibility. In this 
review, we will delve into the current SARS-CoV-2 diagnostic tests: RT-PCR and serological assays. Due to the novelty of 
research in the field, we will also discuss the significance of variants and how they affect the tests based on the key mechanisms 
behind these detection assays. 

KEYWORDS: Translational Medical Sciences; COVID-19; RT-PCR; Serological Testing; Disease Prevention and Diagnosis.

�   Introduction
In December 2019, an idiopathic respiratory pathogen was 

identified as the culprit behind a cluster of pneumonia-like 
cases in Wuhan, a city in the Hubei province of China. Soon, 
the disease would spread rapidly, escalating from an outbreak 
to an epidemic, to a pandemic.¹ The disease was designated 
as coronavirus disease 2019 (COVID-19), previously known 
as 2019 novel coronavirus disease (2019-nCoV), and the vi-
rus known as severe acute respiratory syndrome coronavirus 2 
(SARS-CoV-2) by the World Health Organization (WHO) 
in February 2020. 

SARS-CoV-2 is quite similar to SARS-CoV due to their 
common ancestry; both have virion sizes ranging from 70 to 
90 nm as well as spike, membrane, and envelope surface viral 
proteins that are embedded in a host membrane-derived lip-
id bilayer encapsulating the helical nucleocapsid comprising 
of viral RNA (Figure 1A).² The SARS-CoV-2 binds to the 
angiotensin converting enzyme 2(ACE2) receptors on the 
host cells inside the respiratory tract and is transmitted aeri-
ally (Figure 1B & 1C).³ An interesting point is that the virus 
doesn’t affect people in the same manner, some can become 
silent carriers who exhibit no symptoms but can spread the 
virus whereas others may succumb to acute respiratory dis-
tress syndrome (ARDS) and these chances can be increased 
or decreased based on pre-existing conditions such as asthma, 
immunodeficiency, obesity, and diabetes.⁴

Over the course of the COVID-19 pandemic, the SARS-
CoV-2 virus has mutated, resulting in genetic variation in the 
circulating viral strains. In Figure 1D, key mutations of the 
spike protein are shown; mutations can occur on all spike pro-
tein subunits, and these variations can enhance the infectivity 
or virulence.⁵ The Delta variant is one of the most recent vari-
ants that has been identified and spread significantly. Some 
potential changes include an increased contagious window, 
increased viral shedding, increased environmental stability, 
and increased binding to host ACE2 receptors.

Increased Contagious Window :
The SARS-CoV-2 virus is only infectious when the virus 

is proliferating in the upper respiratory tract. Genetic variants 
have the potential to increase the length of these incubation 
periods, thus increasing the contagious window, allowing for 
the host to have more chances to pass on the virus.⁶ 

Figure 1: Key features, mode of transmission and variants of SARS-CoV- 2
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Increased Viral Shedding:
The primary mechanism of transmission for SARS-CoV-2 

is droplet transmission via breathing, speaking, coughing, and 
sneezing. Certain variants can increase the amount of virus 
that can be shed in these droplets, increasing the viral load as 
well as the likelihood of passing on the infection.⁶

Increased Environmental Stability:
Often times, hosts can spread infectious droplets onto 

surfaces in an environment, and it’s possible for infection to 
occur across contact on open surfaces. Variants can prolong 
the survival of the virus in aerosol droplets, allowing for po-
tential transmission.⁶

Increased binding to host receptor:
The primary method of SARS-CoV-2 infection is by bind-

ing to the ACE2 receptor in respiratory tract cells; variants of 
concern can potentially bind to ACE2 more effectively in-
creasing infectivity.⁷  

Latest research regarding SARS-CoV-2 genome, structure, 
and variants have provided a strong foundation for diagno-
sis, treatment, and vaccine studies. Diagnosis is a crucial 
part of treating any patient infected with a disease, and the 
importance of diagnosis is amplified in situations such as a 
pandemic. Without a proper diagnosis, treatments can’t be 
administered, and carriers of the disease can slip by unde-
tected, leading to further infection.⁸ During this COVID-19 
pandemic, diagnosis is the key to managing the pandemic. 
Currently, labs and testing facilities can’t cope with the de-
mand for testing, and faster methods of testing have their 
own drawbacks in terms of accuracy.⁹ In this review, I will 
discuss the two main forms of diagnosis and their pros and 
cons. 
�   Discussion 
Serological Diagnostic Testing:
Serological tests, or antibody tests, are a form of diagnostic 

testing being utilized for the diagnosis of COVID-19. With 
the majority of Serological tests in the US being categorized as 
Rapid Diagnostic Tests (RDTs), speed distinguishes this form 
of testing from others. This type of test is known as a Laminar 
Flow Immunoassay (LFI), meaning that it uses the principle 
of capillarity, the ability of liquids to flow in narrow spaces 
without needing energy, to test for the presence of antibodies 
that indicate a current or previous infection of COVID-19.¹⁰

Before we can delve into the mechanics of the test, we must 
first notice its components (Figure 2). The serological diag-
nostic test set-up consists of four parts: the control well, the 
testing well, the conjugate pad, and the sample well. Primarily, 
a drop from the sample of blood or serum is placed on the 
sample well along with dilute PBS (phosphate-buffered sa-
line).¹¹ The sample then flows from the sample well to the 
control well because of capillary action. Afterward, antibodies 
with specificity for COVID-19 bind to gold COVID-19 anti-
gen conjugates in the conjugate pad. Once the sample manages 
to flow to the testing well, the COVID-19 antigen-antigen 
complex binds to immobilized anti-human IgG and IgM an-
tibodies.¹¹ Promptly after this process, the sample moves to 
the control well where Rabbit antibody-gold conjugate binds 
to immobilized anti-rabbit IgG antibodies. Once this phase is 
complete, you can interpret the results based on the strips. If 
both control and testing wells have strips, the result is COVID 
positive, if the control well strip is present but nothing in the 
testing well, the result is negative, and lastly if the control well 
doesn’t have a strip, the test is invalid.¹²

Although the test focuses on speed, accuracy can sometimes 
prove to be compromised; for example, when 58 people test 
positive for COVID-19, of these, 12 people (21%) will not 
have COVID-19 (false-positive result) and when 942 people 
test negative for COVID-19, of these, 4 people (0.4%) will ac-
tually have COVID-19 (false-negative result). Some tests can 
give a false positives if the patient the sample was taken from 
was exposed to a virus similar to SARS-Cov2.¹³ Additionally, 
the test can give a false negative if the patient has an active 
infection but no antibodies are produced.¹⁴ Lastly, antibody 
testing promotes a false sense of immunity as people assume 
that a presence of antibodies means protection from a potential 
re-infection; however, there are no current studies or evidence 
that shows that people who have contracted COVID-19 will 
not be infected again.¹⁵

RT-PCR Testing:
Reverse Transcriptase Polymerase Chain Reaction (RT-

PCR) is a form of diagnostic testing for COVID-19 that 
focuses on producing accurate results in a timely manner. RT-
PCR tests generally take around 3 hours, with unconfirmed 
tests by some companies clocking in as little as 15 minutes.¹⁶

Figure 2: Serologic diagnostic test: COVID-19 detection

Figure 3: COVID-19 diagnostic test through RT-PCR
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RT-PCR testing consists of five key steps. As seen in Figure 
3, to use RT-PCR, a patient sample is taken via a nasopha-
ryngeal swab and from there it can be stored at 2 to 8 degrees 
Celsius for up to 72 hours, or it can be taken directly for RNA 
extraction.¹⁷ During RNA extraction, the sample is placed in a 
special solution so as to extract only pure RNA from both the 
virus and from the patient’s own cells. To figure out whether 
or not the virus is present, we must amplify the viral RNA to 
a point where it is detectable by qPCR. During RT-PCR, the 
pure RNA is first turned into cDNA (complementary DNA) 
and the cDNA is in turn amplified by PCR.¹⁷ The test utilizes 
two primers and a probe to detect two regions in the SARS-
CoV-2 RNA-dependent RNA polymerase (RdRp) gene and 
one primer and a probe set to detect the virus envelope (E) 
gene in a clinical sample. The machine utilizes enzymes and 
special chemicals along with heating and cooling cycles to am-
plify targeted genetic material in the test tube. After several 
cycles, millions of copies of the SARS-CoV-2 virus’s DNA are 
present in the test tube. While new copies of viral DNA are 
created, marker labels attach to the DNA strands and release 
fluorescent dye which can be detected. Once the amount of 
dye detected reaches a certain value called the “threshold”, that 
is when our testing is complete. If the threshold is crossed in 
under 40 cycles, the patient has COVID-19, and this num-
ber of cycles needed to cross the threshold is called the cycle 
threshold (Ct).¹⁷

A positive test indicates an infection, but a negative test in-
dicates that you don’t have an infection at the time of the test; 
however, you could develop an infection and symptoms later. 
Although the test is very accurate, if the SARS-Cov2 virus 
were to undergo any mutation throughout its infection in the 
patient, the RT-PCR may not function as the primers will not 
be able to bind to the viral RNA due to mismatches. Addition-
ally, the quality of the sample taken directly affects the testing. 
If inadequate sampling techniques are used, the test will not 
provide accurate results.¹⁸

Kinetics of SARS-CoV-2 Positivity of Infected and 
Recovered Patients:

The kinetics of the PCR and antibody test positivity, rep-
resent the variation over time in diagnostic tests for detection 
of SARS-CoV-2 infection (Figure 4). PCR tests are positive 
relatively faster in the disease course, whereas serological tests 
are positive later in the disease course.¹⁹ Due to the sensitiv-
ity of PCR, it can detect minuscule amounts of viral material 
starting from 2-3 days post-infection. The test can continue to 
detect fragments of the SARS-CoV-2 virus after COVID-19 
convalescence that are not infectious. You may continue to 
test positive if you’ve had COVID-19 in the distant past, even 
though you can’t spread the SARS-CoV-2 virus to others. 
Prolonged infection in immunocompromised individuals can 
occur where they transmit infectious droplets for months.¹⁹ 
The use of the serologic test for SARS-CoV-2 requires a gen-
eral understanding of the dynamics of the immune response 
to infection and specific knowledge of test characteristics. Ac-
cording to the CDC, IgG and IgM are detectable 1-2 weeks 
post-infection and begin to fall roughly 4-5 weeks post-infec-
tion. Although IgG antibodies can stay relatively longer, 

the true nature of the antibodies detectability hasn’t been ful-
ly explored yet. Because antibodies require time to become 
detectable, serologic tests aren’t useful early in the course of 
illness for diagnosing COVID-19. Additionally, most, but not 
all patients with SARS-CoV-2 infection develop an antibody 
response, and so negative serologic result does not exclude past 
infection. Serologic testing in SARS-CoV-2 infection may be 
useful for identifying symptomatic people suspected of long 
COVID/post-COVID who may be beyond the period where 
viral RNA is detectable by RT-PCR.²¹ 

Impact of SARS-CoV-2 Variants:
The impact of variants on the performance of diagnostic 

tests hasn’t been clearly discovered. The majority of commer-
cial assays are designed to detect antibodies to wild-type spike 
proteins, therefore there’s reason to believe that certain vari-
ants may generate antibodies undetectable by these assays.²² 
However, to date, there are no studies that support variants 
change analytic or clinical sensitivity in antibody assays. On 
the other hand, the variants can negatively affect RT-PCR.²³ 
Researchers hypothesized that mutations in the loci recog-
nized by DNA primers may reduce the amplification of viral 
sequences which would decrease the efficiency of tests in pos-
itive individuals. New studies indicate that diagnostic tests 
should include multiple target areas to increase the probability 
of accurate detection. At Washington University, the molecular 
diagnostic lab of Barnes-Jewish Hospital uses the Roche Co-
bas SARS-CoV-2 for patient samples. The test utilizes both 
the ORF1ab as well as the E gene, which encodes the envelope 
protein. Although most samples have similar cycle threshold 
values, there were a few outliers: the E gene wasn’t amplified 
to the same degree as ORF1ab. Despite this unexpected result, 
the tests still performed exceptionally in correctly identifying 
positive samples based on the ORF1ab signal.²⁴ To understand 
the odd results behind the E gene, they sequenced a handful 
of viral sequences. They found three samples had a common 
mutation in the E gene, one not present in any of the common 
variants now circulating in the population. The researchers 
stated that the mutation affects the binding of the PCR prim-
er which interferes with amplification. As of now, the scientific 
community requires more studies to test the sensitivity and 
efficiency of SARS-CoV-2 primer sets.²⁴

Figure 4: Time course of COVID-19 infection and test positivity
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�   Conclusion
The US Food and Drug Administration (FDA) has ac-

knowledged that SARS-CoV-2 mutations can interfere with 
diagnostic tests, and as a result, they’re continuing to monitor 
variants and evaluate potential effects on diagnostic tests. The 
agency also advised developers to include multiple genetic tar-
gets, and they also advised developers to watch for mutations 
that alter test performance.²⁵ “From the very beginning, we’ve 
been keeping a very close eye on all the different variants, 
“says Palani Kumaresan, the head of research and develop-
ment for Roche Diagnostic Solutions. The E gene signal is in 
fact pan-sarbecovirus, the virus subgenus that includes both 
SARS-CoV and SARS-CoV-2. SARS-CoV-2, in particular, 
emits a specific signal from ORF1ab.²⁶ The US Centers for 
Disease Control and Prevention (CDC) regularly monitors 
the primers and probes for its COVID-19 diagnostic panel 
and multiplex test for flu and COVID-19. CDC also actively 
tracks and characterizes coronavirus variants through genom-
ic surveillance efforts.

In retrospect, serological tests are great for rapid diag-
nosis, while RT-PCR is an extremely accurate method of 
diagnosis.²⁷ Despite the individual strengths of RT-PCR 
and serological testing, a test that is both fast and accurate, 
as well as affordable, is required.²⁸ Certain companies such as 
Sorrento Therapeutics, are offering solutions to this problem. 
This test gives a read-out within 30 minutes of testing a saliva 
sample, and unlike other tests available, all materials come in 
a single tube and require no specialized equipment, making it 
ideal for testing in any situation, potentially even at home.²⁹ 
Tests like these, which require no intermediary step between 
reference labs and facilities collecting samples, can easily 
overcome the current problem of overwhelmed labs unable 
to keep up with the demands of testing. Tests such as these 
have the potential to facilitate the control of the outbreak, as 
the more accurate diagnoses we have, the easier it becomes 
to treat and quarantine infected individuals. Hence, it is of 
paramount importance that we push such tests that have both 
accuracy and speed into the market.³⁰
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ABSTRACT: The field of tissue engineering and regenerative medicine has seen great advances in the last two decades. The 
overall implementation of these synthesized structures is still, however, greatly limited. One of the major contributors to this 
stagnation is the lack of functional vasculature within these structures. Given the role that vasculature plays in the distribution of 
oxygen and nutrients within the body, in vitro organs must also have this network of blood vessels to function properly. Herein, 
we review state-of-the-art bioprinting techniques and propose the best viable method amongst them for the creation of vascular 
structures. The three methods we analyzed are extrusion-based, jetting-based, and stereolithography. Information on specific 
bionics and the overall process for each method is provided, sourced from the primary and secondary scientific literature. While 
our findings indicated that extrusion-based bioprinting is the most popular bioprinting method used for printing vasculature, 
accounting for a majority of the papers reviewed it was determined stereolithography bioprinting holds the greatest potential 
in the creation of functional in vitro vasculature. This decision was made given its high resolution, affordable cost, and high cell 
viability percentage. 

KEYWORDS: Biomedical Engineering; Cell and Tissue Engineering; Vasculature; Bioprinting; Bioink.

�   Introduction
Within the past decade, the field of regenerative medicine 

has gained recognition as a legitimate option for the regen-
eration of functional tissue and organs. One of the major 
contributors to this improved viability is the development of 
three-dimensional (3D) bioprinting. 3D bioprinting, like 3D 
printing, is an additive manufacturing technique. A solution 
containing cells and support material commonly referred to 
as “bio-ink” is deposited onto a support stage or liquid me-
dium. It is then incubated to form a fully functioning tissue 
via crosslinking. Crosslinking refers to a bond that links a 
multitude of polymers. These bonds can be either covalent 
or ionic bonds. Bioprinting methodologies can be classified 
into one of two methods: Scaffold or scaffold-free. Scaffold 
bioprinting involves the printing of cells with support mate-
rial to support the growth and proliferation of the cells.¹ The 
scaffolds mimic the extracellular matrix (ECM) as in vivo; 
the ECM provides structural support and can promote re-
generation. An added benefit of scaffold bioprinting is the 
ability to support a higher cell density while also creating 
more complex geometries, unimpaired by gravity. Alterna-
tively, scaffold-free bioprinting does not include any support 
material that is printed with the cells. Rather, the cells are 
first clumped together to form aggregates or clusters. From 
there, they secrete ECM for structural stability and can then 
be printed in pellets.¹ With scaffold-free bioprinting, cells are 
given more room for interaction resulting in the development 
of a 3D structure that more closely facilitates the high levels 
of cell communication we see in native tissue.² Bioinks, in this 
process, are limited to just tissue strands and tissue spheroids. 
Finally, an important aspect of bioprinting is the resolution of 
the structure. The print resolution refers to “the lowest mea-

surable unit of printed material in the x and y dimensions” 
(Lee).³ The lower the unit, the higher the resolution.

While bioprinting has had moderate success in the print-
ing of simple tissue structures like skin, bladders, and ears, 
the creation of complex large-scale organs such as hearts and 
kidneys is yet to be seen in vitro. As of now, engineered organs 
are only a fraction of the size of their in vivo counterparts. 
This can be attributed to the lack of movement concerning 
nutrients within large-scale engineered organs. Nutrients en-
ter tissue through a process called diffusion, where a substance 
moves from an area of high concentration to an area of low 
concentration. The rate at which this process occurs is known 
as the diffusion rate. Although important, the diffusion dis-
tance plays an equal, if not larger, role in the usefulness of 
nutrients. The larger an object is, the larger the diffusion dis-
tance. Ultimately, resources for cells could be used up before 
even reaching their destination or crossing a barrier, no matter 
how efficient the diffusion rate is. If a structure is too large 
to where it cannot receive nutrients due to a large diffusion 
distance the cells will die, hence rendering the organ nonfunc-
tional. Instead of this slow and inefficient process, the use of 
vasculature will transport nutrients to where they are required 
in a much timelier manner. For example, instead of relying on 
sugar to diffuse through a multitude of tissues to go from the 
stomach to the muscles, vasculature facilitates the delivery of 
nutrients and oxygen throughout the tissue, preventing mass 
necrosis or cell death throughout the structure. Ultimately, 
this is the main challenge that is preventing the implemen-
tation of synthesized organs. In this review, we examine the 
structure of vasculature, the composition, and properties of 
bioinks, and novel bioprinting methods, assessing which bio-
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printing method has the best chance of achieving the mass 
generation of a functional vasculature.
�   Discussion 
The vascular system:
The vascular system remains one of the important organ 

systems within our bodies. The main function of the system 
is the transportation of nutrients such as sugar, oxygen, blood, 
and hormones towards and away from different tissues and 
organs using different types of blood vessels. An example of 
this is the transport of insulin through the bloodstream. In 
tissue engineering and bioprinting, a functional vascular sys-
tem is of the utmost importance concerning the survival of the 
synthesized tissue.

Blood Vessels Composition and Function:
There are three types of blood vessels: arteries, veins, and 

capillaries. The job of these vessels involves the transpor-
tation of oxygenated and deoxygenated blood to and from 
tissues. There are two systems of blood vessels: the pulmonary 
vessels and the systemic vessels. The pulmonary vessels trans-
port blood from the right ventricle of the heart to the lungs 
and back to the left atrium. In contrast, the systemic vessels 
transport blood from the left ventricle to all the tissue in the 
organism, returning the blood to the right atrium.

Arteries Composition and Function:
Arteries are the blood vessels responsible for carrying 

blood away from the heart and the function is divided into 
pulmonary and systemic arteries. Pulmonary arteries trans-
port deoxygenated blood from the right ventricle to the 
lungs. There, the blood is oxygenated by the lungs. Contrary 
to the pulmonary arteries, the systemic arteries transport ox-
ygenated blood from the left ventricle to all tissue within the 
body. The further the blood is transported from the heart, the 
smaller the arteries become, branching out like a tree. The 
smallest arteries are known as arterioles.

Arteries are composed of three layers of tissue. These layers 
are the tunica adventitia, also known as the tunica externa, the 
tunica media, and the tunica intima as shown in Figure 1. The 
tunica adventitia is the outermost and thickest layer of the 
artery. It is composed of collagen and elastic tissues and the 
vasa vasorum. The vasa vasorum is a network of tiny blood 
vessels that can supply blood to larger blood vessels. They are 
the vessels of vessels. The main function of the tunica adven-
titia is to prevent the vessel from overextending and bursting. 
The middle layer of the artery, the tunica media, is composed 
of smooth muscle cells, elastic tissues, and collagen. In addi-
tion to providing support for the artery, the tunica media is 
also responsible for changing the vessel’s diameter, increasing, 
or decreasing the blood flow and blood pressure within the 
vessels. The tunica intima is the innermost layer of the artery 
and is composed solely of endothelial cells. Endothelial cells 
are a specific type of cell that forms a boundary between a 
vessel and tissue and are responsible for regulating the distri-
bution of substances that enter and exit tissue. Additionally, 
certain signals released by endothelial cells can induce the 
growth of vessels.⁴

Veins Composition and Function:
In contrast to the function of arteries, veins are responsi-

ble for carrying blood back from the tissues toward the heart. 
Most of the veins within the body carry deoxygenated blood 
back to the heart after the exchange of nutrients has occurred 
in tissues. However, there are exceptions to this function such 
as pulmonary veins. Both veins carry oxygenated blood back 
to the heart. Veins are composed of the same three layers of 
tissue as arteries: The tunica externa, tunica media, and tunica 
intima. However, there is less smooth muscle and tissue and 
thus the walls of veins are thinner compared to arteries.⁵ Some 
unique structural features that veins have specifically are valves 
to prevent backflow. During transportation, blood is trans-
ported to the right ventricle to be pumped to the lungs to be 
oxygenated again. With pulmonary veins, oxygenated blood is 
returned from the lungs to the left atrium and is ejected into 
the left ventricle.

Capillaries Composition and Function:
The third type of blood vessel within the vascular system 

is a capillary. While veins and arteries are responsible for 
the movement of blood throughout the body, capillaries are 
responsible for the transfer of oxygen, nutrients, and waste be-
tween tissue and blood. This transfer occurs through passive 
diffusion, where a substance travels down a concentration gra-
dient through a membrane. Additionally, this process can also 
occur through pinocytosis, where vesicles (membrane-bound 
sacs) take in nutrients and merge with the cellular membrane. 
Unlike veins and arteries, capillaries are composed of only two 
layers of tissues. There is an inner layer composed of endothe-
lial cells and an outer layer composed of epithelial cells. 

There are three primary classifications of capillaries: contin-
uous, fenestrated, and sinusoidal. Continuous capillaries are, 
as the name suggests, continuous and uninterrupted, allow-
ing only small molecules to pass. Fenestrated capillaries have 
small pores that allow the passage of slightly large molecules. 
These capillaries are found in areas that frequently experience 
exchanging of blood such as the small intestine and kidneys. 
Sinusoidal capillaries are the most disrupted capillary type as 
the large pores within the capillary allow for the passage of 
large molecules and even cells. Sinusoidal capillaries are found 
in tissues such as the liver, spleen, and bone marrow.

Figure 1: The layers of tissue in an artery are shown. Image referenced from 
National Cancer Institute SEER Training.5
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Growth of Blood Vessels:
The growth of new blood vessels is vital to the function and 

health of an organism. Subsequently, the independent growth 
of vasculature after fabrication will give a synthesized organ 
much higher viability. Two mechanisms form blood vessels: 
vasculogenesis and angiogenesis.

Vasculogenesis is the process of creating blood vessels in the 
embryo. It is the first stage in the development of the circu-
latory system and is often followed by angiogenesis. One key 
aspect that separates vasculogenesis from angiogenesis is that 
vasculogenesis occurs where there are no pre-existing blood 
vessels. Vasculogenesis occurs through the differentiation of 
endothelial precursor cells known as angioblasts and through 
that differentiation, a de novo formation of a vascular network 
is created.⁶

Unlike vasculogenesis, angiogenesis is the formation of new 
blood vessels from pre-existing vessels. The initiation of angio-
genesis is controlled by several growth factors such as vascular 
endothelial growth factor (VEGF), fibroblast growth factor 
(FGF), and tumor necrosis factor (TNF-ɑ).⁷ A growth factor 
is a protein that can instruct a specific cellular response. VEGF 
is responsible for promoting the growth of new proteins and 
forms a part of the mechanism that restores the blood supply 
when there is compromised blood circulation. There are two 
types of angiogenesis: Sprouting angiogenesis and intussus-
ceptive angiogenesis. 

Sprouting angiogenesis (SA) is characterized by the growth 
of endothelial cells and this type of angiogenesis can add blood 
vessels to areas that did not have blood vessels previously. It 
is initiated by the detection of hypoxia or a lack of oxygen. 
In these areas parenchymal cells (functional cells of organs, 
e.g., neurons) secrete VEGF. Subsequently, tip cells travel to-
ward the growth factor, leading to the growth of new capillary 
sprouts. Concurrently, endothelial cells become stalk cells and 
build the blood vessels behind the tip cells.⁸ In simpler terms, 
SA can be thought of as the creation of a deviation from the 
main blood vessel such as an exit lane from the main highway. 
As shown in Figure 2, a new deviation from the main vessel is 
being created as the tip cell leads the development of the new 
vessel.

The discovery of intussusceptive angiogenesis occurred in 
the 1980s and is a novel and relatively unexplored phenom-
enon. Intussusceptive angiogenesis (IA) can be thought of as 
the splitting of a pre-existing blood vessel into two smaller 
copies, somewhat similar to DNA replication. A defining 
characteristic of IA is the formation of intraluminal tissue 
pillars, formed when endothelial walls of the vessel migrate 
towards each other, similar to cytokinesis in mitosis and mei-
osis. As shown in Figure 3 section C, after the initial pillar is 
created, pericytes and myofibroblasts (vascular mural cells in 
the basement membrane),¹⁰ inject an extracellular matrix into 
the pillar and finally, two new vessels are formed.9 IA can only 
occur in a network formed through vasculogenic or SA. Typ-
ically, the initial network is formed through SA and is further 
developed by IA.

Extrusion-based bioprinting:
Given the uses of vasculature within an organism, it has 

been made evident that the need for functional blood vessels 
is dire. Luckily, bioprinting is slowly removing this roadblock, 
opening the door for functional, life-size, and implantable in 
vitro organs.

One of the most common printing methods is extru-
sion-based bioprinting due to its low production cost and 
wide range of printable biomaterials. The printable viscosities 
of biomaterials that can be extruded range from 30 millipascal 
seconds (mPa/s) to more than 6 * 107 mPa/s.¹¹ This covers a 
range of materials that have the viscosity of motor oil up to 
window putty including, honey, lard, and ketchup. In extru-
sion-based bioprinting, a continuous filament of a cell-laden 
ink is extruded out of a nozzle by a pneumatic system or a 
screw. Layers of bioink are serially built on top of one another 
to form a three-dimensional figure following a CAD model. 
After the primary structure is formed via extrusion, ultraviolet 
(UV) light is used to induce crosslinking between polymers, 
forming a durable and viable structure (Figure 4).

Figure 2: The sprouting angiogenesis process is shown. Image referenced 
from Spiegelaere et al.9

Figure 3: The Process of intussusceptive angiogenesis is shown. Image 
referenced from Spiegelaere et al.9

Figure 4: The various phases of Extrusion-Based Bioprinting (EBB) are 
shown. Phase 1: The bio-ink consists of various cells and a hydrogel medium 
for stability and force is applied to force the bio-ink out. Phase 2: The bio-ink 
is extruded in a continuous filament. Phase 3: The bio-ink is deposited in 
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Extrusion Printing Methods:
There are three categories of methods by which bioink can 

be extruded out of the nozzle. These methods are pneumat-
ic, screw-based, and piston-based (Figure 5). In pneumatic 
bioprinting, the bio-ink is forced out of the nozzle using pres-
surized air. Contrary to a pneumatic system a screw-driven 
printer uses a rotating screw, driven by a motor, to extrude the 
bio-ink.¹³ The benefits of using a pneumatic system include 
its simplicity and lack of maintenance needed, yet accuracy 
may differ based on the viscosity of the bio-ink. Screw-driven 
methods provide more direct control over the placement of the 
bio-ink. However, screw-driven extrusion results in a higher 
percentage of cell damage in comparison to pneumatic extru-
sion bioprinting.¹³ This cell damage can be attributed to the 
shear stress that cells experience when being extruded as the 
depth of the screw threads and geometry of the screw may de-
form the cells themselves. Ning et al.¹³ found that screws with a 
smaller pitch distance and higher thread depth are more likely 
to cause cell damage. The use of a piston in extrusion-based bi-
oprinting is very similar to pneumatic-based bioprinting where 
a piston is used instead of pressurized air. 

Bio inks:
The variety of bioinks that can be utilized in extrusion-based 

bioprinting is immense. Several biomaterials are compatible 
with the printing method including hydrogels¹⁴-¹⁸, spher-
oids¹⁹-²⁰, micro-carriers, and the extracellular matrix.²¹ Due to 
the flexibility of nozzle diameters, bioinks of many viscosities 
can be extruded.

Hydrogels:
A hydrogel is a three-dimensional substance that is com-

posed of hydrophilic polymers and can retain large amounts of 
water while maintaining its shape. Hydrogels are often used as 
bioinks as they mimic the extracellular matrix and are biocom-
patible while also having high printability.²² 

There are three categories of hydrogels: natural, synthetic, 
and hybrid. Natural hydrogels can be classified as hydrogels 
whose polymers originate from organic material like collagen, 

and other components of the ECM.²³ As a result, an environ-
ment that enhances cellular proliferation is acquired, but at the 
cost of durability as natural hydrogels have a weak structure 
and the distortion of one layer could subsequently destroy the 
printed tissue.²⁴ Compared to natural hydrogels, synthetic 
hydrogels are created using synthetic polymers such as poly-
amides. Since synthetic hydrogels are, as the word suggests, 
“synthetic” they lack the big interactive capabilities of natural 
hydrogels.²⁵ However, this disadvantage is somewhat offset by 
their mechanical strength and durability. As the name suggests 
hybrid hydrogels are a combination of both synthetic and nat-
ural hydrogels. They are composed of proteins, peptides, and 
can even contain nano/microstructures, and are interconnect-
ed, undergoing chemical modifications.²⁶ Thus, they retain 
the bioactivity seen in natural hydrogels as well as some of 
the mechanical properties visible in synthetic hydrogels. Some 
common properties that all hydrogels share are swelling in 
which they can take in water like a sponge while retaining their 
physical orientation.

Alginate is an example of a natural hydrogel. It is a hydro-
philic polymer that originates from the cell wall of seaweed and 
brown algae. It is composed of d-mannuronic acid and a-L-gu-
luronic acid.²⁷ The carboxylic chains within the structure allow 
for ionic crosslinking that is often induced by a CaCl2.¹⁸ In 
3D bioprinting, alginate remains one of the most widespread 
biomaterials due to its biocompatibility and ability to form po-
rous structures. 

Gelatin is an example of a hybrid hydrogel that is the result 
of structural degradation of collagen and the process of gelation 
occurs when polymer chains either undergo physical or chem-
ical crosslinking. Thermal gelation is one method of gelation 
that forms a gel by heating a solution, inducing cross-link-
ing. The chemical modification of gelation with methacrylic 
anhydride forms a photocrosslinkable natural bioink and the 
Gelatin methacryloyl (GelMA).¹⁷ Hence it can be classified as 
a hybrid hydrogel. GelMA can be categorized into two types, 
one that is produced from acid treatment (Type 1) and the 
other produced from alkali treatment (Type 2). In contrast to 
pure gelatin, which is soluble at body temperature, GelMA can 
maintain its structural form at body temperature.¹⁷ This makes 
GelMA a much more viable bioink as the 3D structure formed 
will not be degraded by the heat of the human body when 
implanted in vivo. Additionally, GelMA is shown to have un-
paralleled scaffold strength, enabling it to support cell viability 
for 14 days.¹⁷ A study conducted by Lee et al.¹⁷ found that both 
Type A and Type B constructs had high cell viability when 
the cell concentration was at 20%, indicating that GelMA is a 
viable bioink for extrusion-based bioprinting.

PluronicF127 is an example of a synthetic hydrogel as it is 
composed of amphiphilic copolymers that contain ethylene ox-
ide and polypropylene oxide.²⁸ While it is a synthetic hydrogel 
it has some natural hydrogel properties such as biocompatibility 
and biodegradability. A unique characteristic of PluronicF127 
is thermosensitivity which can cause a sol-gel phase transition. 
This phase can be defined as the change from a liquid to a gel. 
Due to this phase PluronicF127 can encapsulate cells better 
and be more adhesive.²⁸ PluronicF127 has been applied in the 

layers, forming a three-dimensional structure. Phase 4: Post-extrusion 
modifications are shown, which include the crosslinking of hydrogels. This 
fuses the layers, ensuring mechanical durability. Image referenced from 
Ramesh et al.12

Figure 5: This image has been referenced from Wilson et al.14 The three 
different methods of extrusion-based bioprinting are shown.
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creation of vasculature as Suntornnond et al.¹⁵ used a combina-
tion of PluronicF127 and GelMA for a bioink.

Spheroids:
Recently the use of tissue spheroids as potential bioink has 

gained more popularity as the benefit of using tissue spheroids 
is that instead of having cells attempt to proliferate through 
a hydrogel, the starting number of cells can be relatively high 
which will then cause ECM to be deposited, eventually form-
ing a 3D structure.²⁹ 

Tissue spheroids refer to three-dimensional cell aggregates 
that are in a spherical orientation. Cell aggregates refer to cells 
that have clustered together. To date, the primary usage of 
these spheroids has been in cancer research and the discovery 
of new drugs as the testing of novel drugs can be done in vitro.

Several methods are applicable in the printing of tissue 
spheroids. As always, however, certain restrictions and consid-
erations must be taken care of before printing. The two most 
important requirements concerning tissue spheroids are that 
during the extrusion process, the pressure and shear stress 
placed on the spheroids should not cause major DNA or struc-
tural damage and the ability of fusion is not compromised.¹⁹ 
The process of fusion is shown in Figure 6 and one can see that 
the fusion of the spheroids is integral to the development of a 
smooth and interconnected structure.

To use tissue spheroids as a bio-ink, one must first generate 
the spheroids themselves. Additionally, the spheroids them-
selves must be uniform as their use in organ bioprinting is 
largely dependent on their scalability. In 2011, a novel meth-
od of tissue bio fabrication was developed by Mehesz et al.³⁰ 
Some previous methods that were used were centrifugation, 
gravity-reliant hanging drops, and cultivation within a flask. 
However, all these methods have size and shape parameters 
outside of the experiment's control and thus their scalability 
is unreliable. Mehesez et al. utilized wells that were filled with 
non-adhesive hydrogels. From there, suspended cells would 
form spheroids, with their weight dragging them towards the 
rounded bottom, forming a spherical shape. To dispense the 
suspended cells a pipette system was used. Tissue spheroids 
were seen just 48 hours after being placed in the micro reces-
sions.

In the past decade, success has been found in the printing of 
tissue spheroids in 2019 Aguilar et al.²⁰ and was used to print 
mesenchymal stem cells using a Regenova printer. The target 
diameter for the printer was 500 μm. To generate the spher-
oids, Aguilar et al. used centrifugation and gravity and cultured 
each group for up to 28 days. After printing the viability of all 
cells present excluding a cell group known as trypan blue was 
higher than 85%. Additionally, it was seen that the spheroids 
cultured in an osteogenic medium expressed a higher level of 
osteogenic genes and the DNA content of all cells increased 
each day. These findings give light to the fact that the use of 
tissue spheroids as bioink can increase proliferation and cellu-
lar interactions, and generate a viable 3D structure that truly 
mimics an in vivo organ.

Micro-carriers:
Micro-carriers (MC) are support matrices that help cells 

grow in bioreactors. They are usually spherical with diame-
ters of 150-200 μm.³² Their development in bioprinting has 
stemmed from certain limitations that occur within the use of 
hydrogels in bioprinting. One problem that may occur with 
hydrogels is that no matter the in vivo cellular environment, in 
the bio-ink, the cell is placed in a hydrophilic, or water-loving 
environment and is constrained to a spherical shape.³³ A ben-
efit of using MCs is that they can be embedded in hydrogels 
and can increase the mechanical strength of the hydrogel in 
the process.³³

Decellularized Extracellular matrix components:
While biomaterials such as hydrogels and micro-carriers do 

provide the cells with a safe and durable environment, a major 
flaw that they possess is that they cannot accurately replicate 
the behavior and function of the extracellular matrix (ECM). 
This can be attributed to the fact that many hydrogels are com-
posed of a singular component of the ECM such as collagen, 
instead of the ECM in its entirety. The purpose of the ECM 
is to regulate the cell shape as well as initiate many intracellu-
lar reactions and is a vital component in cell communication. 
Additionally, the ECM contains many growth factors which 
are key to the development of functional tissue. In terms of bi-
oprinting, an environment that has a resemblance to the ECM 
is integral to fabrication as after the primary structure is print-
ed, proliferation and differentiation are needed to mimic an in 
vivo organ or tissue structure. A simple solution to this problem 
is the use of decellularized ECM as a bio-ink. For clarification, 
decellularized ECM (dECM) simply refers to ECM that has 
been isolated from its cellular environment. To create a dECM 
bioink, first, the ECM is removed from cells, and then solu-
bilized, and finally, the pH is adjusted to prevent cell damage 
due to the acidic pH of the ECM.²¹ A study conducted by 
Pati et al. found that the use of dECM bioink resulted in the 
formation of ECM within the 3D printed structure, high cell 
viability, and no stress-induced apoptosis during extrusion.²¹

Disadvantages:
While extrusion-based bioprinting remains one of, if not the 

most, accessible bioprinting methodologies it has several key 
flaws that have spurred on the development of drop-based bi-
oprinting and stereolithography. One particular disadvantage 
that occurs in extrusion-based bioprinting is the tendency for 
cells to be damaged due to shear stress, impacting the func-
tionality and viability of the cells (as low as 40% viability).³⁴ 
This occurs during the extrusion of bio-ink through a nozzle 
of a small diameter and can also occur when the bioink is being

Figure 6: The process of fusion is shown by three samples of tissue 
spheroids over 48 hours. The image is referenced from Kosheleva et al.31
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extruded by a screw-driven process.¹³ In terms of nozzle di-
ameter, a nozzle with a smaller diameter will result in greater 
accuracy but it comes at the cost of cell viability as the smaller 
diameter results in greater stress which will deform the cells 
due to the lack of space. For clarification, shear stress is when 
a force acts parallel to the area of a cross-section, unlike nor-
mal force which acts perpendicular to the area. Examples of 
shear stress include chewing food, applying the brake in a car, 
or running. While the issue of shear stress does play an impact 
on cell viability the scope of the issue has been reduced due 
to the introduction of shear-thinning bioinks such as alginate. 
Shear-thinning refers to how the viscosity of the gel decreases 
with an increase in stress, mitigating the amount of stress that 
affects the ink. This can result in higher cell viability as the 
amount of deformation within the bio-ink will decrease.

Applications 
FRESH Bioprinting:
A common problem that occurs with many bioinks in ex-

trusion-based bioprinting is that they are soft. Unlike plastics 
and metals used for 3D printing, biomaterials such as collagen, 
alginate, decellularized ECM, and many others do not have 
the durability to maintain their geometry after being extruded. 
This phenomenon often occurs when these materials are ex-
truded onto a flat support stage, such as a petri dish. However, 
researchers at Carnegie Mellon University, directed by Pro-
fessor Adam Feinberg have developed a bioprinting method 
that involves the “freeform reversible embedding of suspend-
ed hydrogels”, otherwise known as FRESH The purpose of 
FRESH is to embed the printed hydrogels within a secondary 
hydrogel material composed of gelatin microparticles. How-
ever, one key innovation within the hydrogel bath is that the 
material acts as a high viscous material when exhibiting low 
shear stress but acts as a low viscous material when exhibit-
ing high shear stress.³⁵ In layman's terms, the extrusion needle 
will encounter little resistance when penetrating the hydrogel 
and when exiting, yet when the bioink is extruded it will keep 
its current orientation as the secondary hydrogel will exhibit a 
high viscosity. After the bioink achieves crosslinking, forming 
a viable 3D structure, the support bath can then be melted in 
a non-destructive manner by raising the temperature. Hinton 
et al.³⁵ were able to successfully print a viable femur and heart; 
structures that would otherwise be impossible to print given 
the durability of these soft hydrogels. Thus, using FRESH the 
orientation of bio-inks will no longer be constrained by the 
weight or durability while still in gel form.

Creating Vasculature:
As of today, there has been a multitude of studies that have 

successfully developed perfusable vasculature. Suntornnond 
et al.¹⁵ were able to use a composition of Pluronic F127 and 
GelMA to create a hydrogel and used human umbilical vein 
endothelial cells (HUVEC) to create a vascular structure. Af-
ter printing, the cells were cultured for 7 days and achieved a 
maximum number of 600,000 cells, staying alive until day 10.

 To create their vasculature conduits Zhang et al.³⁶ used hu-
man umbilical vein smooth muscle cells (HUVSMCs) and 
alginate as the bio-ink. A coaxial extrusion system was used to 
create the conduits. The initial viability of the cells was 73±2% 

and on day 7 the cells had maximum viability of 84±1%. Addi-
tionally, the conduits also showed high perfusion with 405±11 
μl per hour. Finally, extracellular matrix development was seen 
on the printed cells, indicating that the cells are communicat-
ing and becoming more like their in vivo counterparts.

Like Zhang et al. Tabriz et al.¹⁸ also used alginate as the sup-
port material for the bio-ink with Human glioma U87-MG 
cells being the cell culture. An interesting procedure conducted 
by Tabriz and Co. was that they partially crosslinked their al-
ginate with CaCl2 and after extrusion, the cell-laden alginate 
was again crosslinked. Finally, after the second crosslinking 
BaCl2 was used to perform one final crosslinking. After print-
ing the cells had a viability of 92.9 ±+0.9% and over 11 days the 
cell viability was always above 82%. 

Another study that was able to create vascular structures was 
Jia et al.³⁷, which used a blend bioink composed of GelMa, 
alginate, and 4 arm polyethylene glycol-tetra-acrylate (PEG-
TA). Like Tabriz et al. they partially crosslinked the bioink to 
form stable constructs. The printing system used multilayered 
coaxial nozzles with HUVECs and human mesenchymal stem 
cells (MSCs) being the cell culture. After printing the bio-ink, 
the constructs were exposed to UV light to induce covalent 
crosslinking. It was found that the cell viability for UV expo-
sure times of 20 seconds and 30 seconds was above 80% after 
7 days of culture.

Extrusion-based bioprinting has great potential in the field 
of tissue engineering and regenerative medicine. This can be 
attributed to the versatility of bio-inks as well as the low cost 
of synthesis. Additionally, there is a great variety in printers 
as the website Aniwaa listed 11 bioprinters.³⁸ Out of those 
11, 6 printers could perform extrusion-based bioprinting, all 
for affordable prices. The highest-priced was the BioScaffold 
Printer BS3.2, priced at $150,000. In stark contrast the low-
est-priced bioprinter, Dr. INVIVO 4D was priced at $20,000. 
Products of extrusion-based bioprinting can be used in tissue 
transplants as well as seeing the effects of certain drugs on cells 
with zero risks to a patient's life. This could result in increased 
development of experimental drugs as well as personalized 
organ transplants, eliminating the need for donor lists. These 
studies do indicate that the development of functional vascula-
ture is plausible using extrusion-based bioprinting.

Figure 7: A visual representation of the FRESH technique can be seen. (A). 
A needle containing a hydrogel-based ink extrudes said ink into a support 
bath at a temperature of 22 degrees Celsius. Layer by layer the figure is built. 
After the figure has been oriented and cross-linked, the temperature is raised 
to 37 degrees Celsius, melting the support material, leaving only the finished 
structure. (B). An example is shown with the letters “CMU” being printed. 
This image was used from Hinton et al.35
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Droplet-Based Bioprinting:
Droplet-based bioprinting is an additive manufacturing 

technique where a cell-laden bioink is extruded out of a nozzle 
in the form of droplets. There are three overarching methods 
of droplet-based bioprinting, each with its sub-methods. These 
three methods are inkjet bioprinting, acoustic droplet ejection, 
and micro-valve bioprinting. Inkjet bioprinting has several 
sub-methods but the two most common methods are drop-
on-demand bioprinting and electrohydrodynamic bioprinting. 
Finally, drop-on-demand has three sub-methods that each in-
volve different actuators, specifically thermal and piezoelectric 
actuators, and electrostatic forces. The general process behind 
droplet-based bioprinting is very similar to extrusion-based bi-
oprinting where droplets are deposited onto a support stage. 
From there the droplets spread, fusing. Finally, a crosslinking 
agent is applied to the layer hardening it. The crosslinking 
agents can vary, consisting of a UV light, a reservoir, mist, or 
other droplets as shown in Figure 8.

Acoustic Droplet Ejection:
One major flaw that occurs within nozzle-based bioprinting 

methods is that the pressure of forcing bioink through a nozzle 
places mechanical stress on cells, causing cell death, thus reduc-
ing the overall viability of the present structure. One method 
that avoids these disadvantages is acoustic droplet ejection 
(ADE). In ADE the bioink is placed in a reservoir and acous-
tic radiation is used to apply force to the bio-ink, generating 
droplets. Then the droplet is attached to a build platform that 
is placed above the bioink reservoir. In ADE the size of the 
droplet is inversely proportional to the frequency of the signal. 
A higher signal will equate to a droplet with a smaller diameter 
and vice versa.⁴⁰ While this method does have the safety of the 
cells placed at the forefront it is still a relatively unexplored 
method, having only been used to create 2D layers and has 
rarely been used for 3D structures.⁴⁰

Micro-valve bioprinting:
Micro-valve is a bioprinting method that uses an electro-

mechanical valve to generate droplets. As seen in Figure 11, 
micro-valve bioprinting involves the use of pneumatic pres-
sure, a solenoid coil, and a valve. Pneumatic pressure is applied 
to the bioink using a gas regulator. A voltage pulse generates 
a magnetic field in a solenoid coil that opens the nozzle and 

the bioink is then deposited.⁴¹ Two unique factors controlling 
the deposition are the pressure generated by the gas regulator 
and the valve opening time.⁴¹ Unlike other inkjet-based meth-
ods, microvalve bioprinters often contain multiple printheads, 
deposit bioinks in synchronization, and print close to 1000 
droplets per second with 1-2 µm material thickness.41 Addi-
tionally, with a concentration of 1 mil cells/ml Ng and Yeong 
et al.⁴² were able to achieve cell viability higher than 95%. 
However, this result should not be taken at face value since the 
purpose of the experiment was to determine the minimal cell 
concentration needed to achieve cell viability above 95%. Rath-
er, in experiments not actively searching for high cell viability, 
it can be expected that the cell viability will be closer to 86%.⁴¹ 

Inkjet Bioprinting and its Sub-Methods:

Inkjet bioprinting uses gravity, atmospheric pressure, and the 
fluid mechanics of the bio-ink such as the viscosity to eject 
droplets.³⁹

Electrohydrodynamic Bioprinting:
Electrohydrodynamic (EHD) bioprinters function by using 

an electric field to pull the bio-ink through a nozzle and EHD 
is a subset of Inkjet Bioprinting. This benefits the cell viabili-
ty as the bioink will not experience abnormally large pressure, 
preventing cell death. As a result of using electricity, the nozzle 
diameter of nozzles used in electrohydrodynamic printing has 
to be minuscule (≤ 100 μm) and the bioinks have to be high-
ly concentrated.³⁹ The process of EHD is that exposure to an 
electric field causes mobile ions within a liquid to accumulate 
at the liquid surface. Eventually, a conical shape known as a 

Figure 8: General droplet-based bioprinting process shown with varying 
crosslinking agents. (A) Bio ink droplets deposited and fused with 
crosslinking droplets. Multiple layers are deposited (B) Layer fused with a 
UV light. (C) Crosslinking mist is applied to layers. (D) Layers are placed in 
a crosslinking solution. Image referenced from Gudapati et al.39

Figure 9: A schematic of the ADE printing process. The transducer 
(cylinder at the bottom) transmits an acoustic signal that travels upwards. 
The force generated from the sound generates a droplet that then travels 
upwards, sticking to the build platform shown at the top of the image. Image 
referenced from Guo et al.41

Figure 10: A schematic of a microvalve printhead is shown. Image 
referenced from Włodarczyk-Biegun et al.43
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Taylor cone is created and after the electric field exceeds its 
critical limit, the stress creates a droplet of bio-ink.⁴⁴

Drop-on-Demand Bioprinting and its Sub-Methods:
Unlike electrohydrodynamic bioprinting, drop-on-de-

mand bioprinting generates droplets of bioink by propelling 
the bio-ink through the nozzle. This is done by one of three 
mechanisms: piezoelectric actuators, thermal actuators, or elec-
trostatic forces. For clarification, an actuator is any component 
that enables movement within a machine. Thermal actuators 
will simply convert thermal energy into motion. Piezoelectric-
ity refers to the electricity that can accumulate within certain 
materials such as crystals, DNA, and proteins that are in re-
sponse to mechanical stress. In simpler terms piezoelectricity 
refers to electricity that is the result of pressure and latent heat. 
Thus, piezoelectric actuators take the electric energy that can 
be generated from the bioink itself and can eject the bio-ink.

Piezoelectric Bioprinting:
Like EHD bioprinting, piezoelectric bioprinting utilizes 

electricity to generate droplets. Unlike EHD, piezoelectric ac-
tuators require crystals such as quartz to conduct electricity. To 
generate an electric current, the crystal is placed between two 
metal plates and once mechanical pressure is applied, a current 
can be forced out of the crystal. In addition to this method, 
electricity can also be applied to the crystal. This deforms the 
structure of the crystal releasing energy in the form of a sound 
wave.⁴⁵ In terms of generating a droplet, once the crystal is 
deformed, the fluid chamber is deformed as well,³⁹ resulting 
in a sudden change of volume. The result is that sound waves 
provide the needed pressure for the bio-ink to overcome the 
surface tension of the nozzle, delivering a droplet.⁴⁶

Thermal Bioprinting:
Thermal bioprinting is somewhat like piezoelectric bio-

printing as both processes require actuators. However, the 
overall process for thermal bioprinting is significantly more 
simple than piezoelectric bioprinting. In short, when voltage 
is applied, the thermal actuator heats the bio-ink. The heating 
of the bioink generates a bubble and once that bubble pops, 
pressure is generated which forces out a droplet of bio-ink. A 
particular concern of thermal inkjet bioprinting is that when 
the bioink is being heated up the heat will denature proteins 
and potentially kill cells. 

Electrostatic Bioprinting:
Electrostatic bioprinters, like piezoelectric bioprinters, gen-

erate droplets by increasing the volume of the fluid chamber. 
Electrostatic forces refer to forces that can pull or push with-
out physical contact. Unlike thermal and piezoelectric printers, 
electrostatic printers can eject highly viscous ink.⁴⁷ This sepa-
rates it from other inkjet methods, which can only print low 
viscosity materials, making it a highly preferred method, given 
its high-resolution results.

Bio inks:
Due to the nature by which the bioink is deposited in drop-

let-based bioprinting the viscosity range of bioinks remains 
quite limited as the use of high viscosity bioinks can result 
in the lack of droplets. The viscosity range for droplet-based 
bioinks is 3.5-12 mPa/s.⁴⁸ Thus, droplet-based bioprinting is 
limited to low viscosity bioinks. Within this range, hydrogels 

remain a popular choice for bioinks. Specific substances include 
alginate,⁴⁹-⁵¹ fibrin,⁵² collagen,⁴⁹ and gelatin.⁴⁷ The reason that 
droplet-based bioprinting requires such low viscosity bioinks 
is that if the bioinks are in high viscosity there is the potential 
hazard of the nozzles becoming clogged.

Disadvantages:
Despite its great advantages such as method variety, non-con-

tact nature, and accessibility, droplet-based bioprinting has 
flaws that prevent it from being a perfect bioprinting meth-
od. One of the more prominent flaws is the restriction that is 
placed on the bioink variety as droplet-based bioprinting has a 
limited selection of only low viscosity bioinks, else the nozzles 
will end up clogging up. One theoretical disadvantage present 
in droplet-based bioprinting and specifically thermal bioprint-
ing is the notion that the high heat (up to 300 degrees Celsius) 
of the nozzle can denature cells, decreasing cell viability during 
the printing process.³⁴ However, Cui et al.⁵³ found this belief 
to be exaggerated. Using Chinese hamster ovary cells, the re-
ported cell viability was 89% and the temperature of the bioink 
only increased between 4 and 10 degrees Celsius. Thus, while 
the limitation of the bioinks can be limiting in the application 
of droplet-based bioprinting there are little to no more disad-
vantages besides the bio-inks, making it a very usable method.

Applications:
Despite the limitations, droplet-based bioprinting has been 

at the forefront of vasculature fabrication. Both Cui and Bo-
land et al.⁵² as well Yao et al.⁴⁹ were able to successfully generate 
vasculature using droplet-based bioprinting. Cui and Boland 
used fibrin as the bioink with human microvascular endothe-
lial cells as the cell culture. Using thermal inkjet bioprinting 
they were able to achieve cell viability of 90%. While pores did 
develop during the deposition of droplets, it was observed that 
these pores were repaired 2 hours after being deposited. Finally, 
the fabricated microvasculature remained stable and retained 
its integrity for 14 days. While also generating microvascu-
lature, Yao et al. used both different cell cultures and bioink. 
Instead of using human microvascular endothelial cells and 
fibrin Yao and Co. use HUVECs and alginate microspheres 
coated in collagen. Additionally, instead of using thermal inkjet 
bioprinting, Yao and Co. used an electrohydrodynamic printer 
to dispense the droplets. The generated vasculature was then 
inserted into mice and the synthetic vascular channels were able 
to fuse with hose vessels, undergoing vasculogenesis. These two 
studies do indicate that droplet-based bioprinting is a viable 
method for generating functional vasculature structures. Final-
ly, droplet-based bioprinting has proven itself to be an easily 
accessible method as according to Bishop et al.³⁴ droplet-based 
bioprinting has the lowest cost between itself, extrusion-based 
bioprinting, and stereolithography. Some printers that can per-
form droplet-based bioprinting are the BIO X printer and the 
3DDiscovery printer, priced at $40,000 and $200,000.

Stereolithography:
Recently, stereolithography apparatus (SLA) has been ac-

knowledged as a bioprinting technique. While extrusion and 
drop-based bioprinting rely on a nozzle to precisely dispense 
droplets of cell-laden bioink, SLA uses a light source to selec-
tively illuminate sections of a liquid bioink. The exposure to 
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the light source induces cross-linking within the vat of bioink, 
creating a 3D structure.⁵⁴

Process and Components:
When generating a structure using SLA there is a certain 

amount of variation that can occur when it comes to the struc-
tural design of the printer. The methodology used in SLA is 
that a concentrated light source will be reflected off a mirror 
into a certain section of photocurable resin, hardening it. How-
ever, the position of this light source and mirror can vary as 
they can either be placed below the resin tank or above (Figure 
11).⁵⁵ When placed above the resin tank, the light will harden 
the very top layer of the resin. From there the build platform 
lowers the completed layers as a recoater blade applies a fresh 
coat of resin to be hardened. This continues until the struc-
ture is completed. In contrast, when the light is underneath 
the vat of resin, the build platform will immerse itself into the 
resin and from there the process occurs but in reverse as the 
build platform will go up as more layers are hardened. When it 
comes to the light source used for the laser the most common 
option is to use ultraviolet (UV) light to harden the bio-ink. 
However, the use of UV light will induce cell damage.⁵⁶ To 
counter this, Wang et al.⁵⁷ were able to use visible light as the 
laser and achieved 85% cell viability for at least 5 days. 

Bio inks:
The bioinks used for SLA are generally derived from bioinks 

used for both extrusion and droplet-based bioprinting. How-
ever, to be applied in SLA these bioinks have to be modified 
with a functional group to allow for photo-crosslinking. A ben-
efit of photopolymerization is that it can control the formation 
and structure of hydrogels spatially and temporally.⁵⁶ While 
UV light is the main method of initiating photopolymerization 
it has been found that when replaced with visible light, the hy-
drogel has higher cell compatibility as well as a more uniform 
structure due to increased penetration depth.⁵⁶

To create a photo ink both Lam et al. and Thomas et al. 
combined GelMA and Hyaluronic acid, both of which can 
be used in extrusion-based bioprinting, and combined with 
Lithium phenyl-2,4,6-trimethylbenzoyl phosphinate (LAP), a 
photoinitiator, within phosphate-buffered saline.⁶⁰,⁶¹ By using 
a photoinitiator and extrusion-based bioinks, a photoink was 
synthesized. As shown by these two studies, a photoinitiator 
is vital to the creation of a photoink. The photoinitiators used 
most extensively in bioprinting can be classified as free radical 

photoinitiators. Free radical photoinitiators produce radicals 
(atom, molecule, or ion with an unpaired valence electron) 
when exposed to radiation (UV or visible light). Two subcat-
egories of free radical photoinitiators are type 1 and type 2. 
Currently, the most common option for type 1 photoinitiators 
is LAP. In contrast, type 2 photoinitiators have a plethora more 
options such as ruthenium pyridine complex, EY, and cam-
phorquinone.⁵⁶

Disadvantages:
While SLA does have many advantages such as great res-

olution and low printing time it does have some inherent 
disadvantages that prevent it from being a perfect bioprint-
ing method. The biggest drawback that SLA faces is the fact 
that it must use a UV laser to harden the bio-ink, forming a 
3D structure. The use of UV light damages the DNA of cells, 
decreasing their viability. However, this disadvantage is quick-
ly losing its significance as visible light is becoming a more 
viable option for SLA as demonstrated by Wang et al.⁵⁷ An-
other disadvantage that comes with SLA is the extremely long 
post-processing time. This stage refers to the time when cells 
are cultured after the initial structure is formed. For example, 
Grigoryan et al. had to culture the hardened cells for up to 15 
days.⁵⁴ Additionally, Thomas et al. cultured their cells for up 
to 28 days.⁶⁰ Thus it can be seen that the high resolution and 
accuracy seen in SLA can only be achieved after many days of 
post-processing. Finally, SLA is not the best method for cre-
ating multicellular structures.⁵⁶ Thus creating complex organs 
like a heart or liver using SLA is not the most efficient and 
viable method.

Applications:
While stereolithography does have its disadvantages, the re-

sults that can be achieved with SLA more than make up for the 
disadvantages. For one, SLA has a high resolution of 50 μm⁵⁶ 
with cell viability anywhere between 85% and 90%.⁶⁰ In terms 
of creating vascular structures, SLA has been able to produce 
viable structures as Thomas et al. were able to produce vascu-
lar channels using HUVEC and used a degradable photo ink 
to achieve maximum cell viability of 90% and the endothelial 
lined channels remained stable for all 28 days they were ex-
amined.⁶⁰ Stereolithography has no limitations on both bioink 
viscosity and cell density.⁴⁸ Finally, the cost for SLA is quite af-
fordable as Bishop et al.³⁴ described it as “medium”. Examples 
of stereolithography bioprinters include the NGB-R bioprint-
er and the BIO X printer, priced at $300,000 and $40,000. 
With all the benefits of stereolithography, there is no doubt 
that this method holds great potential.

Future Perspectives and Current Limitations:
Currently, bioprinting has unlimited potential and a variety 

of applications such as organ transplants, artificial meat, and 
drug testing. However, this subject is still very novel and has 
some challenges that need to be addressed. One of the chal-
lenges that currently exist, according to Zhang et. al is the 
creation of multilayered vascular networks.⁶³ Vascular struc-
tures such as veins and arteries have multiple layers of tissue 
such as the tunica adventitia and the tunica intima and given 
that each of these layers has its distinct functions yet also in-
teracts with one another bioprinting must make further advan

Figure 11: Two variations of stereolithographic printers are shown. (a) A 
printer with a laser beneath the vat. (b) A printer with a laser above the vat. 
Image (a) referenced from “All About Stereolithography 3D Printing”.58 
Image (b) referenced from All3DP et al.39
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cements to where a vascular structure can be generated with 
distinct layers that can also interact with one another. This will 
further mimic how blood vessels operate within a living or-
ganism. One issue with bioprinting that is frequently brought 
up is the lack of materials within bioink. Researchers are often 
only limited to synthetic or natural polymers, each with its ad-
vantages and disadvantages. Yet, as previously stated, this issue 
can be solved with the use of hybrid hydrogels which contain 
the structural integrity of synthetic polymers and the increased 
cell communication of natural polymers. Finally, arguably the 
biggest challenge concerning vascular structures specifically in 
printing resolution. According to Bishop et. al, the diameter of 
a capillary can be as small as 3 μm whereas the highest printing 
resolution of a bioprinter is 20 μm.³⁴ What this means is that 
if a capillary has to be enlarged by nearly 6 times its diameter 
it means that the rest of the organ must also be enlarged to 
compensate, resulting in these engineered organs being unus-
able for human operation. Thus, the priority for bioprinting 
vascular structures is to increase the printing resolution, and 
one optimal way to do this could be by combining printing 
methods, using the high resolution of stereolithography with 
the speed of extrusion-based bioprinting could greatly increase 
efficiency while still delivering a viable product.  

�   Conclusion
Bioprinting vasculature remains one of the major challeng-

es that researchers face today when creating synthetic organs. 
While the fabrication of blood vessels has been successful it 
has been seen that these synthesized vessels are unable to re-
main viable for any period longer than one month. This limits 
their use in vivo long-term as they cannot be relied upon to 
remain functional. Additionally, both veins and arteries are 
not composed of just one layer of cells. Therefore, another 
roadblock to the creation of implementable vasculature is the 

development of multicellular bioprinting, where multiple cell 
cultures can be placed in a bioink and grow both cohesively 
and independently, forming layers. This process is already in 
the works as both multi-material stereolithography and ex-
trusion-based bioprinting have been developed and tested. 
To create these vasculatures, three bioprinting methods were 
discussed: Extrusion-based, droplet-based, and stereolithog-
raphy. As shown in Table 1, while each method does have its 
drawbacks, all three methods have been able to generate vas-
culature. In terms of choosing a method for a study, there are 
multiple factors to consider such as resolution, bio-inks, and 
cell viability. For resolution and viability, stereolithography is 
by far the best method and has an affordable cost. Its lack of 
bio-ink viscosity and cell density only serves to increase its 
benefits. When on a low budget, droplet-based bioprinting 
will serve as the best method as out of the three methods it 
has the lowest cost and has high cell viability at the cost of 
limited bio-inks. While extrusion-based bioprinting is the 
most used method and its bioink variety does make it a ser-
viceable method, the lower cell viability makes it much more 
of a risk to take on. Thus, through our findings, we have found 
that stereolithography shows the most potential in the cre-
ation of functional vasculature.
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ABSTRACT: In static advertisements, images instead of videos are used to promote products, and it is most often the faces of 
the models that get the consumers’ attention. How facial expressions transfer emotions from the producer to the consumer has been 
explained by the emotional contagion theory, which suggests the recipient replicates the emitter through motor mimicry which 
changes the recipient’s emotional state. This paper investigates the effects of facial expressions in advertisements on adolescents in 
comparison to adults. It was hypothesized that participants would give a higher product evaluation if the model displayed a real 
smile, versus a fake smile or neutral facial expression. It was also hypothesized that adolescents would be more susceptible to facial 
expressions and therefore pay more for the same product than adults. High school and adult participants completed a survey in 
which they evaluated a product (a white t-shirt) when the model displayed a neutral face, fake smile, and real smile. The results 
showed that participants gave higher product evaluation scores and were willing to pay more when the model displayed a genuine 
smile over the other facial expressions. In addition, adolescents were less influenced by the model’s expressions than adults which 
may be due to their lack of experience in spending. To extend this study, the effects of emotional contagion theory on other factors 
including how the product attracts attention or lasts in the consumers’ memory could be tested.  

KEYWORDS: Behavioral and Social Science; Sociology and Social Psychology; Adolescence; Facial Expressions; Purchasing; 
Emotional Contagion.

�   Introduction
Every day, American consumers spend $29.3 billion on 

average.¹ Annually, $296.4 billion US dollars are spent on ad-
vertising for these products.² Human faces are oftentimes at 
the center of these marketing campaigns. Adolescents are one 
of the key targets of advertising perhaps due to their suscepti-
bility to influence.³ This paper investigates the effects of facial 
expressions in advertisements on adolescents. For the purpose 
of this paper, the following definitions will be adopted. First, 
facial expressions display a person’s discrete emotional state. 
Second, the effect of advertisements can be assessed through 
the willingness to purchase. The willingness to purchase, as 
defined in behavioral economics, is the highest price a con-
sumer is willing to pay for a product. Third, adolescents are 
defined biologically as individuals in the 10 - 19 years age 
group in a transitional phase of growth and maturation 
through puberty to adulthood. Adolescence marks a time of 
substantial change in physical maturation, cognitive abilities, 
and social interactions. 

In static advertisements, images, instead of videos, are used 
to promote the product. A variety of facial expressions and 
postures are emphasized by models in order to convey the 
appropriate message. It is most often the faces of the mod-
els that get the consumers’ attention.⁴ How facial expressions 
transfer emotions from the producer to the consumer has 
been explained by the emotional contagion theory.⁵ This the-
ory has two steps: at first, the recipient replicates the emitter 
through motor mimicry. Second, mimicry changes the recipi-
ent’s emotional state. The emotional contagion theory has, in 

marketing, been used in face-to-face interaction. This research 
has supported the idea that product evaluation increases with 
a genuine smile.⁶ How a smile’s intensity affects perception 
of competence in static ads have also been studied but this 
did not address product evaluation.⁷ While different types of 
smiles have been studied, this paper investigates the effects of 
a fake smile compared to a genuine smile and a neutral facial 
expression on product evaluation. 

In this study, a smile is defined as when a person exempli-
fies a positive emotion in which the corners of their mouths 
are typically turned up. A Duchenne, or real, smile involves 
displaying a smile which accurately displays what the person 
feels. This often includes scrunching the eyes, known as smiz-
ing. On the other hand, a fake smile only uses the zygomatic 
major muscle. For example, a Duchenne smile is the smile of 
a championship winner while the runner up typically displays 
a fake smile. ⁸ Based on these variances, a consumer should 
notice the difference between genuine and fake smiles. 

This paper expands on recent findings by Isabella and 
Vieira who investigated emotional contagion effects in ad-
vertisements.⁸ This denotes the process in which emotions 
and related behavior are spread from sender to receiver. One 
of their experiments tested the influence of neutral, fake, and 
genuine smiles of a model on the product evaluation. The 
experiments did in fact prove that the facial expressions in-
fluenced the product evaluation. They showed that genuine 
smiles tend to increase product evaluation over false smiles 
because of the mimicry response. 

The brain is not fully developed until 25. Pechmann stud-
ied how adolescents are more impulsive and self-conscious 
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than adults and are therefore more susceptible to fall for 
advertisements.³ Especially with the growing prevalence of 
social media and technology on youth, it is important to see 
how the behavior of the new generation is affected, if at all, 
by facial expressions.

Based on the previous research of facial expressions on ad-
vertisements outlined above, the hypotheses for the present 
study are the following: 

Hypothesis 1:	 All participants will be most susceptible to 
a genuine smile over a fake smile and a fake smile over a neu-
tral facial expression. 

Hypothesis 2:	 Adolescents will be more susceptible to 
advertisements and therefore will be more willing to pay a 
higher price for the same product compared to adults. 

Hypothesis 3:	 Adolescents will be more susceptible to fa-
cial expressions and therefore a genuine smile will produce an 
even more positive influence in product evaluation for adoles-
cents than adults. 
�   Methods
In this study, the participants were separated into two 

groups: adults [n= 30] and adolescents [n= 20]. The survey 
was administered to an online panel of adults older than 19 
in the fall of 2021. 99 responses were received, and 30 were 
randomly selected for the analysis so that the sample of ado-
lescents and adults had balanced numbers. The same survey 
was distributed at a high school in New Jersey. 

The procedure of the present study replicated that of Isabel-
la and Viera.⁸ A survey was conducted that showed pictures 
of a female face with a neutral expression, fake smiling, and 
genuinely smiling (Figure 1) in a static advertisement. In this 
survey, the product being sold was a plain white t-shirt. Be-
fore measuring the willingness to purchase, a control measure 
was included in the survey to check for congruence between 
the model’s facial expression and the participant’s interpre-
tation of it. This control was used to eliminate participants. 
Twenty-nine (29) adults and 3 adolescents were not includ-
ed in the results because they did not accurately perceive the 
model’s facial expression. Participants then rated their appeal 
and judgment of the product based on questions from the 
Beren’s Product evaluation scale, which asks participants to 
rate the favorability, their likelihood of purchasing the prod-
uct, and the preferred pricing of the product on a 7-point 
Likert scale.⁹ The XLMiner Analysis ToolPak was then used 
to conduct ANOVA and t-tests on these results.

�   Methods
In total, the survey responses from 30 adult participants 

were randomly selected and analyzed. Of these, 26.67% were 
female and 73.33% were male. 73.33% of participants iden

tified as Caucasian, 10% identified as African American, and 
23.33% identified as Asian American or Pacific Islander. 

In total, 20 adolescent participants answered the survey. Of 
these, 75% were female, 20% were male, and 5% preferred 
not to disclose their gender. 50% of participants identified as 
Caucasian, 5% identified as African American, 45% identi-
fied as Asian American or Pacific Islander, and 5% identified 
as Hispanic. The survey was an online survey sent to a high 
school and participants were included in an optional raffle as 
an incentive for participation.

The two main aspects of the survey that were analyzed were 
the adult and adolescent participants’ price evaluation and 
judgment on the quality of the product. The participants were 
asked to consider both the product and advertiser to deter-
mine what price, in dollars, they would pay for the product. To 
judge quality, the participants were asked how favorable their 
judgment was of this product and were asked to consider the 
quality of the white shirt in comparison to similar products on 
a scale from 1 to 7.

ANOVA Results:
Single factor ANOVAs were conducted to compare the re-

sponses of both adults and adolescents for both quality and 
preferred pricing across the three faces: neutral, fake smile, real 
smile. On average, there was a statistically significant differ-
ence in adults’ rating of product quality across a neutral face 
(M= 2.53, SD= 1.48), fake smile (M= 4.37, SD= 1.47), and real 
smile (M= 4.2, SD= 2.02); F(2, 87)= 10.94, p< 0.0001 (Figure 
2.1). In addition, there was a statistically significant difference 
in adults’ ratings for preferred pricing across a neutral face (M 
= 6.67, SD= 5.55), fake smile (M= 9.6, SD= 6.67), and real 
smile (M= 11.13, SD= 8.61); F(2, 87)= 3.1, p< 0.05 (Figure 
2.2). On average, there was a statistically significant difference 
in adolescents’ ratings of product quality across the neutral 
face (M= 2.55, SD= 1.50), fake smile (M= 3.8, SD= 1.48), and 
real smile (M= 3.9, SD= 2.02) conditions; F(2, 57) = 3.98, p< 
0.025 (Figure 2.3). Lastly, there was a statistically significant 
difference in adolescents’ ratings for preferred pricing across a 
neutral face (M= 6.92, SD= 2.89), fake smile (M= 9.32, SD= 
3.91), and real smile (M= 10.17, SD= 3.96); F(2, 57)= 4.33, p 
< 0.018 (Figure 2.4).

Figure 2.1: Average quality rating on Beren’s scale for adults across three 
facial expressions.

Figure 3: Neutral, fake, and genuine facial expressions, respectively
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Paired Sample T-Tests
Adults:
To further explore the results from the ANOVA analysis, 

paired sample t-tests were used to determine which facial 
expression conditions were in fact statistically different. Ac-
cording to the results of the Paired Sample T-Test, adults’ 
ratings of quality across a neutral face and fake smile (p< 
0.00001) as well as across a neutral face and real smile (p< 
0.001) were both statistically significant. On the other hand, 
adults’ ratings across a fake smile and real smile were not sta-
tistically significant (p= 0.54). 

The adults’ ratings of product pricing across a neutral face and 
fake smile (p< 0.002), neutral face and real smile (p< 0.003), 
and fake smile and real smile (p< 0.03) were all statistically 
significant.

 Adolescents:
According to the results of the Paired Sample T-Test, ado-

lescents’ ratings of quality across a neutral face and fake smile 
(p< 0.006) as well as across a neutral face and real smile (p< 
0.02) were both statistically significant. On the other hand, 
adolescents’ ratings across a fake smile and real smile were not 
statistically significant (p> 0.05). 

Adolescents’ ratings of product pricing across a neutral face 
and fake smile (p< 0.0002), neutral face and real smile (p< 
0.0002), and fake smile and real smile (p< 0.04) were all sta-
tistically significant. 

The findings support previous research on emotional conta-
gion in which happiness exemplified by the advertiser evokes 
that same emotion in the participants. In all cases, adolescents 
and adults were on average willing to pay more and had a sig-
nificantly higher evaluation of the quality of the product when 
the advertiser was smiling rather than displaying a neutral fa-
cial expression. 

The results show that participants placed higher evaluation 
scores of product pricing when presented with an advertis-
er with a genuine smile, supporting hypothesis 1. To explain 
these results, previous studies can be examined, which have re-
vealed that the muscular contractions involved in smiling and 
fake smiling can actually underlie how a viewer regards the ex-
pression and how positive emotions are transferred.¹⁰,¹¹ With 
a genuine smile, the zygomatic major and orbicularis oculi mus-
cles in the face are contracted. As a consequence, people tend 
to intuitively evaluate a smiling facial expression as authentic, 
genuine, and trustworthy.¹² In the present study, it is possible 
that the advertisers’ genuine smile inspired a sense of trust and 
positivity in the participants viewing the product, leading to 
higher product quality ratings in the smiling condition. On 
the other hand, a fake smile only involves the zygomatic major 
muscle.¹³ The data shows that consumers can subconsciously 
observe the difference between a genuine and false smile and 
be affected differently. In the present study, it appears that par-
ticipants responded differently to a genuine versus fake smile 
as their product quality ratings and price ratings differed.

It was hypothesized that adolescents would pay a greater 
amount than adults for the same product due to their lack of 
experience earning and spending money. The results of this 
study surprisingly showed that adolescents overall had a low-
er evaluation of the product, negating hypothesis 2. For both 
product quality and preferred pricing for all three facial expres-
sions, adolescents, on average, gave a lower rating or pricing for 
each category (see figure 2 to compare these averages) com-
pared to adults. For adolescents, the greater the susceptibility 
to interpersonal influence, the greater the tendency to buy on 
impulse.¹⁴ Therefore, when shown a model with a genuine 
smile, adolescents were more willing to pay a higher price and 
give the product a better evaluation, which is also demonstrat-
ed by the results. However, adolescents were significantly less 
influenced by a false versus a real smile, opposing hypothesis 

Figure 2.2: Average product pricing for adults across the three facial 
expressions.

Figure 2.3: Average quality rating on Beren’s scale for adolescents across 
three facial expressions.

Figure 2.4: Average product pricing for adolescents across three facial 
expressions.
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3, when pricing the product compared to adults. On average, 
adults were willing to pay about 14.6% more when the model 
had a real smile while adolescents were willing to pay about 
9.12% more. This can be attributed to the lack of exposure of 
adolescents to spending, which results in an unformed under-
standing of the value of money. This could be explained since 
adolescents will typically have less money leading to cheaper 
spending tendencies. Part of this study involved having partic-
ipants imagine that this was a real product being sold. In other 
words, they had to envision that this still face on the screen was 
associated with selling this white t-shirt. Perhaps adults were 
better able to envision this scenario, while adolescents strug-
gled to make this link.
�   Conclusion
In conclusion, consumers are willing to pay more and tend 

to have a higher evaluation of the quality of a product when 
a model in an advertisement displays a real smile, instead of 
a fake smile or a neutral facial expression in marketing ma-
terial. Adults have a better evaluation and are willing to pay 
more than adolescents for the same product. Lastly, adults 
are more susceptible to facial expressions since their price 
evaluation when presented with a fake smile to a real smile 
changed more dramatically than that of adolescents. These 
implications suggest marketing managers would benefit from 
advertising with genuine smiles since they will evoke positive 
emotions in the consumer via emotional contagion, making 
them more likely to purchase. 

The study could have benefitted from a larger sample size 
to increase the amount of data collected. This would improve 
the validity and generalizability of the data. Future investi-
gations could explore the effects of emotional contagion on 
other factors including how the product attracts attention 
or lasts in the consumers’ memory. A more detailed survey 
could allow researchers to determine what specific emotions 
are elicited from different facial expressions. Different stimuli 
such as the race or gender of the advertiser instead of facial 
expression could be used to measure product evaluation. In 
addition, this study had varied gender distributions between 
adolescents and adults which could have impacted the results. 
This study could be replicated with a more even sampling in 
order to test within group differences. This study researched 
the effects of facial expressions in static advertisements, and 
future research could also replicate this with dynamic adver-
tisements (i.e., moving images for instance).
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ABSTRACT: Type 2 Diabetes is an exponentially growing condition affecting the lives of entire populations. The significant 
prevalence of cases raises issues in the healthcare industry regarding funding and the efficacy of treatments. The magnitude of 
the problem calls for new insights into epigenetics and whether strategic changes in physical activity can alter the epigenome to 
become favorable in the prevention and treatment of cases. Epigenetic changes produced by acute exercise or resistance training 
groups link directly to outcomes connected with the incidence of Type 2 diabetes. Individuals who engage in rigorous and high-
intensity exercise lower their chance of acquiring Type 2 diabetes and reduce the condition’s symptoms and effects.
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�   Introduction
Diabetes and its significant prevalence have always been a 

common topic of discussion while growing up in Tamil Nadu, 
India. From 2014 to 2017, the prevalence of Diabetes Mel-
litus rose from 6% to 8.3%.¹ This was quite interesting as a 
student studying abroad as Type 2 Diabetes was prevalent in 
countries outside India, however, there was a noticeable dif-
ference in awareness within South-Indian communities. This 
paper was written to understand this observation and any 
links to epigenetics, a relatively new scientific study governing 
genomes' adaptations and lifestyle changes. This study could 
aid in developing new concepts on lifestyle changes that can 
be introduced into the South-Indian communities examined 
in this study to reduce their risk of Type 2 Diabetes. The study 
focuses on Type 2 diabetes as it links to dietary and lifestyle 
causes.
�   Discussion
Prerequisite Knowledge:
Type 2 Diabetes is a chronic condition where an individu-

al develops insulin resistance. Insulin is an essential hormone 
produced by the body to signal the storage of glucose. Glucose 
is the monomer of carbohydrates that are consumed as food 
and transported around the circulatory system. When blood 
glucose levels are high, the pancreas produces insulin to store 
the excess glucose; however, an individual experiencing Type 
2 diabetes would be inefficient at this process. As a result, 
their cells become desensitized to the hormone, and an excess 
of glucose remains in the circulatory system (hyperglycemia). 
Thus, the issue is not the lack of insulin; it is the insulin’s 
inefficacy to signal cells to increase glucose uptake from the 
blood.²

Traditionally, Type 1 diabetes links to genetic predisposi-
tion and occurrences within family history. Although having 
no specific causes, identifying such variants of the HLA-
DQB, HLA-DRB1, and HLA-DQA1 genes were observed 

to increase the likelihood of developing the condition known 
as diabetes. These genes code for the pancreatic beta cells to 
develop inappropriate immunological responses. The result 
of the responses leads to the destruction and impairment of 
pancreatic beta cells. Thus, there is an insulin secretion im-
pairment and can be considered an autoimmune disorder as 
well.³

The genome determines our bodies' physiological and 
bio-chemical structure; all the genetic information is present 
in chromosomes. However, looking closer into the structure 
of a single strand of Deoxyribonucleic Acid (DNA), it can 
be observed that the double-helical structure consists of re-
peating units of nucleotides. Nucleotides are composed of 
a phosphate group, deoxyribose (pentose sugar), and a ni-
trogenous base. The complementary base pairing between 
pyrimidines (Thymine and Cytosine) and purines (Adenine 
and Guanine) leads to coding specific genes. These genetic 
combinations can remain for life however can be permanently 
altered in the case of genetic damage caused by carcinogens 
and ionizing radiation. A relatively young research field on 
the epigenome has showcased the importance of environmen-
tal and lifestyle factors in altering the ability of the body to 
read the genetic code. Characterized by the ability of specif-
ic genes to be expressed, epigenetic factors affect the role of 
genes in the pathologies of conditions as well.⁴

Specific processes occur on the molecular level to acti-
vate or repress specific genes. Several modifications such as 
methylation and acetylation occur to cause these changes. 
For example, the addition of a methyl group to a nucleosome 
represses the genetic expression by interfering with the abil-
ity of transcription to bind with a strand of DNA.⁵ External 
stimuli in the environment induce changes in transcription 
factor levels using chemical responses. As a result, the degree 
of gene expression varies. A notable example would be Hy-
drangeas (a flowering plant) that blooms with blue flowers in 
acidic soils and pink flowers in alkaline soils. In humans, ex-
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posure to solar radiation influences the production of melanin 
in the epidermal layer.⁶

Issue in Study:
Tamil Nadu is a large state in India with a population of 

over 72.15 million people.⁷ In a 2010 study, it was found that 
roughly 6% of the studied group were diabetic, and 17.2% of 
the subset had a Body Mass Index (BMI) of greater than 30 
(obese).⁸ This observation was commonly noted within the 
South-Indian population and hence, the researchers of the 
study proposed Indian Diabetic Risk Score (IDRS) parameter 
to better understand the subset population’s vulnerability to 
Type 2 Diabetes. The IDRS is a score out of 100 which takes 
into account age, abdominal obesity, family history of diabe-
tes, and physical activity. Active diabetic history and increasing 
age and abdominal obesity are linked to a higher IDRS whilst 
increasing physical activity lowered the IDRS. The study fol-
lowed up 1936 individuals from February to April, 2018.⁸ 
Although BMI was adopted as a universal measure of phy-
sique, ethnic group-based BMI charts were introduced and 
adopted. BMI is a calculated score that is used to determine 
body fat levels using the following equation:

Example Calculation: 
The average Indian man weighs 65 kg and has a height of 

177 cm.⁹

According to the World Health Organization’s Asian BMI 
categories, the average man would be classified as Ideal Weight 
(18.5 – 23).¹⁰

It is commonly known that high obesity rates increase the 
risk of conditions such as Type 2 diabetes and atherosclerosis. 
However, less than a fifth of the diabetic set was classified as 
obese. Although BMI has had a reputation for neglecting the 
role of lean body mass on the score, the data suggests that the 
more significant percentage (82.8%) were significantly leaner.⁷ 
This contributes to the notion that BMI alone is not a driv-
ing factor in solving the Type 2 diabetes epidemic in Tamil 
Nadu.¹¹ 

Role of Occupational Activity Levels:
An understanding of the socio-demographic distribution 

of Tamil Nadu sourced from an external study can be attained 
using Table 1. This study covered 35,000 individuals from ru-
ral health centers in Chunampett and Annechikuppam from 
February to March, 2008.⁷

Working with the assumption that obesity levels are not the 
primary cause of Type 2 Diabetes, it is possible to delve into 
the activity levels of these occupations using Table 2.¹²

Note: Lower score indicates a more active occupational ac-
tivity level based on accelerometer data.

Excluding the two null groups (Retired and Other), 33 indi-
viduals fall under the ‘Low OA’ category, 1049 individuals fall 
under the ‘Intermediate OA’ category, and 425 individuals fall 
under the ‘High OA’ category.

Using Figure 1, the vast percentage (70%) of the demograph-
ic lies within the Intermediate OA level. The data from Table 
2 were gathered using accelerometry, a technique used to mea-
sure the mechanical movement of the subject. On paper, this 
should be pretty accurate for understanding the activity levels. 
However, there needs to be a clear division between metabolic 
activity and muscular hypertrophy. Although activities such as 
walking accumulate to higher metabolic activity levels, they 
lack sufficient myofibrillar strain, which fails to achieve hyper-
trophy. Hypertrophy is crucial in developing more leaner mass 
which acts as a ‘glucose sink’. Myofibrils are a basic unit of stri-
ated muscle cells responsible for the tensile strength of the cell. 
Under mechanical tension from activities such as resistance 
training, these fibers tend to get damaged. Responsive mea-
sures from the body repair and build more fibers to resist the 
strain better. Muscle cells are also multi-nucleated as they are 
required to generate power for mechanical motion, e.g., flexing 
an arm. This process requires metabolic respiration to convert 
glucose into Adenosine Tri-Phosphate (ATP), of which the 
glucose is absorbed through the bloodstream. This explains the 
significance of higher lean body mass to reduce hyperglyce-
mic conditions and hence lower the risk of Type 2 Diabetes. 
An individual’s diabetic diagnosis is based on the blood glu-
cose parameters two hours after a meal of 140-199 mg/dL 
(Pre-Diabetic) and >200 mg/dL (Diabetic).¹³ The presence of 
high lean body mass will not cause the blood glucose level to 

Table 1: Occupational Classification of Studied Population

Table 2: Occupational Activity Level (OA)

Figure 1: Pie Chart displaying OA Levels within the Studied Population.12
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plummet due to homeostatic responses where glycogen stored 
in muscle and liver cells is released into the bloodstream as 
glucose. This could pose a potential stone wall to individuals 
at risk; however other epigenetic responses could have been 
evoked as an effect of resistance training. 

Theoretically, the physiological and metabolic strain could 
cause the skeletal muscles to undergo subjective changes in 
DNA methylation profiles. Thus, specific genes could govern 
the metabolism of lipids and glucose associated with Type 
2 Diabetes, and the understanding would be that epigenetic 
control factors would regulate these genes’ expression.

Role of Exercise Type and Intensity:

Another study set out to understand the exercise-induced 
epigenetic modifications related to insulin resistance and di-
abetes and the results are presented in Figure 2. This study 
followed up on 50 individuals from each test group for 6 
months.

Analyzing the data, the broad physical exercise spectrum 
ameliorates metabolic responses, insulin sensitivity, muscular 
regeneration, and Type 2 Diabetes risk. However, interesting 
results emerge based on the different types of training; reha-
bilitation, endurance, acute exercise, and resistance training. 
Outcomes directly related to the prevalence of Type 2 diabetes 
are tied to epigenetic alterations caused by acute exercise or 
resistance training groups. Furthermore, the study highlights 
the positive impact of resistance training on obese and Type 
2 diabetic patients; improved glycolytic homeostasis induced 
by genes. Individuals following a strenuous and high-inten-
sity exercise regimen reduce their risk of developing Type 2 
diabetes and help them reduce the condition’s effects. Studies 
highlight the high prevalence of sarcopenia in South-Indian 
populations, characterized by lower lean body mass and higher 
visceral fat percentages.¹⁵ 

Role of Abdominal Obesity:
Body composition synergistically works with physical train-

ing in playing a role for Type 2 Diabetes. Understanding that 
BMI has its limitations with unreliable measures of lean body 

mass, often waist circumference is the following optimal mea-
surement procedure. Large waist circumference is often a 
result of excess subcutaneous fat, characterized by consuming 
a caloric surplus with minimal physical exertion. Visceral fat 
percentages often rise with this issue, and the scientific basis 
for the connection between abdominal obesity and diabetes is 
theoretically viable. Abdominal obesity enhances the risk of 
diabetes by a variety of released substances such as non-es-
terified fatty acids and adipocytokines such as tumor necrosis 
factor and decreased adiponectin.¹⁶

Figures 3 and 4 highlight how Type 2 Diabetes with Poor 
Glycemic Control has increased inflammation occurrences in 
pancreatic cells. This study was conducted using 198 individu-
als with Type 2 Diabetes Mellitus over the course of 3 months. 
Speculating could explain how epigenetic markers can be acti-
vated and repressed by DNA methylation and acetylation. The 
‘turning on and off ' of epigenomic expression could play a role 

Figure 2: Exercise-induced epigenetic modifications related to insulin 
resistance and diabetes.14

Figure 3: Relation Between BMI and Abdominal Fat and Inflammatory 
Biomarkers in Patients with Type-2 Diabetes With Good Glycemic 
Control.17

Figure 4: Relation Between BMI And Abdominal Fat and Biomarkers 
of Inflammation in Patients with Type-2 Diabetes with Poor Glycemic 
Control.17
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in inflaming associated cells where the inflammation disrupts 
pancreatic beta cells' sensitivity and response signals. Active 
control of nutritional caloric intake and physical exertion would 
create a metabolic deficit where the pancreatic alpha cells are 
primed to produce glucagon, chipping away at glycogen stores 
and depleting subcutaneous and visceral fat stores. Highlight-
ing the data from Figure 3 shows how even in individuals with 
Good Glycemic Control, decreasing Abdominal Fat % from 
High to Low creates a decrease of 10.28 mg/L of C-Reactive 
Protein (CRP). CRP is a protein synthesized in the liver in 
response to inflammation and external cross-sectional studies 
have found a correlation (P<0.01) between CRP levels and 
central obesity. The study indicates that higher levels of adi-
posity in individuals lead to low-grade chronic inflammation 
which would hinder functional performance of smooth and 
skeletal muscles.¹⁸ Poor muscular performance can hinder re-
covery and effectiveness of training programs which ultimately 
negate the target of reducing the effects of Type 2 Diabetes 
Mellitus.  Although larger abdominal adiposity is generally 
explained by a sustained caloric surplus without adequate ex-
ercise, there may be a link between Type 2 Diabetes Mellitus 
and South Asia’s consumption of the staple food; white rice. 
Referring to a study that followed 132, 373 participants for 9.5 
years, the researchers set out to find a link between white rice 
consumption and incident diabetes by analyzing data from 21 
countries. Results found a statistical association between high-
er white rice consumption (>450 g per day) and increased risk 
of Type 2 Diabetes (Hazard Risk of 1.20) within the whole 
study. However, whilst comparing different regions, it was ob-
served that South Asia had the highest Hazard Risk of 1.61. 
This observation may be impacted by uncontrolled factors 
throughout the study’s 9.5 years, however, comparing rice con-
sumption may reveal new insights into the plausibility of rice 
consumption playing a significant role in South India’s Diabe-
tes prevalence. Data from the study show that China (HR of 
0.78) had the second-highest rice consumption of 200 g/day 
whereas South India had the highest rice consumption of 630 
g/day. This alarming disparity is supported by the higher risk of 
incident diabetes within the studied population and is an indi-
cator to reduce white rice consumption to prevent the onset of 
diabetes.¹⁹ Although external factors could have contributed to 
this statistical difference, loss of abdominal fat desaturates the 
circulatory stream from Low-Density Lipoproteins (LDLs) 
and lowers the occurrences of inflammatory responses.²⁰ If the 
buildup of LDLs continues to increase progressively, inflam-
mation will give way to atherosclerotic progression as well. It 
is understood that inflammation caused by high abdominal fat 
percentage would be an early indicator of high-risk Type 2 Di-
abetes, especially amongst the largely sarcopenic South-Indian 
population.²¹

Comparison of Resistance Training Methods for Improved 
Glycemic Control:

A randomized controlled trial investigated different resis-
tance training methods to improve glycemic control. The study 
followed 32 individuals through an 8-week training program. 
The individuals were randomly assigned to either an 8-week 
program of Hypertrophy Resistance Training (HRT) where 

exercises were performed with 2 sets at 10-12 repetitions or an 
8-week program of Endurance Resistance Training (ERT) with 
2 sets at 25-30 repetitions. The study’s conclusions highlight 
HRT’s specific maximal resistance training aids to significantly 
boost strength in target muscles compared to ERT. However, 
HRT showed no significant advantage to ERT in improving 
glycemic control where both groups exhibited comparable im-
provements.²² As both resistance training methods provide 
comparable results, it would be beneficial to leave the option to 
the patient’s discretion and preference.
�   Conclusion 
This study has employed theorized connections between 

exercise and epigenetic control factors and cross-referenced 
studies to establish a ground understanding of their influence 
on Type 2 diabetes within Tamil Nadu, India. It has come to 
light that occupational activity levels, rehabilitation, and en-
durance training are insufficient in combatting the epidemic of 
Type 2 diabetes. Such altercations pose morbid threats to glob-
al health systems and require awareness and appropriate action. 
Evidence suggests the positive effect of regular resistance 
training and other high-intensity exercise plans on epigenetic 
alterations in physiological and metabolic systems. It has also 
been shown that there is no baseline difference between hyper-
trophy resistance training and endurance resistance training, 
leaving the choice up to the preference of the patient. Further-
more, the public’s use of resistance training could also be woven 
into their daily lifestyles. Commuting using bicycles and vol-
untarily opting to use staircases are subtle strategies the average 
individual could employ to resistance train. The study also 
highlights a concern with South India’s alarming consumption 
of white rice; a staple food. Higher white rice consumption is 
linked to a higher risk of developing Type 2 Diabetes Mel-
litus; hence, it is suggested to reduce rice consumption as a 
preemptive measure to reduce the risk of Type 2 Diabetes. As 
such, global awareness would need to be raised, emphasizing 
resistance training and updating the public’s understanding of 
‘healthy’ lifestyles.

An extension to this study can be conducted to quantifiably 
measure the impact of physical exercise on the epigenetic con-
trol of Type 2 diabetes in Tamil Nadu, India. Taking a group 
of consensual diabetic volunteers and a healthy control vol-
unteer, a 6-month long study could provide different training 
method regimens at different intensities. In addition, at regular 
intervals, a glycated hemoglobin (A1C) test could be conduct-
ed to measure the average blood sugar level for the past three 
months.²³ The quantitative analysis could uncover new in-
sights into practical strategies that already affected individuals 
could employ to alleviate their symptoms and potentially even 
reverse the effects of Type 2 Diabetes.
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ABSTRACT: The increase in anthropogenic CO2 emissions has been acknowledged as an important issue arising within our 
environment. In response, the Korean government announced its goals to reduce CO2 emissions to 40% of the current level by 
2030. One of the possible techniques for reducing CO2 is geologic CO2 sequestration also termed carbon capture and storage. This 
is a process aimed at mitigating the release of CO2 into the atmosphere to reduce the contribution of fossil fuel emissions to global 
warming and ocean acidification. The storage formation ideally should have a structure with high porosity and permeability for 
effective CO2 injection. However, a layer of low permeability (cap rock) with gas-tight installations and cementing materials must 
be used to seal the formation to prevent CO2 leakage. Recently, the enzyme-induced carbonate precipitation (EICP) technique 
has been considered as one of the solutions: ureolysis-driven CaCO3 precipitation was proposed and studied to be applied in-situ 
as a sealant for treating fractures and high permeability areas in cap rocks and bore cement. In this study, calcite precipitation 
experiments were conducted to observe the effect of enzyme amounts on the EICP. The results show that the amount of calcite 
formed by the EICP increased with the increase in enzyme amounts. Calcite precipitation was visible to the naked eye within 
a day and relatively more rapid calcite precipitation was observed as the enzyme amounts increased. This study shows that the 
amount and rate of calcite precipitation increased in proportion to the enzyme amounts.  

�   Introduction
The increase in anthropogenic CO2 emissions is acknowl-

edged as an important issue arising within our environment. 
In the case of Korea, the government has announced its goal 
to reduce CO₂ emissions by 2030 to 40% of 2018 levels and 
achieve net-zero emissions by 2050.¹ Various technologies for 
reducing emissions of CO2 to mitigate climate change have 
attracted the interest of scientists. One of the techniques is to 
capture and store carbon dioxide in a deep geologic formation. 

The mineral carbonation of CO2, converting atmospheric 
CO2 into carbonate minerals, has been presented as a geo-
logically stable and environmentally safe way to store carbon 
dioxide.² The major issue with spontaneous carbonate miner-
al formation is that this reaction tends to have slow reaction 
rates and is highly dependent on pH.³ Biological carbonate 
mineral formation, called microbially-induced carbonate pre-
cipitation (MICP), has recently been suggested to participate 
in CO2 sequestration.4 This biological process is commonly 
involved in the hydrolysis of urea by the urease-producing 
bacteria.

On the other hand, the increasing demand for cement 
brings along environmental concerns because cement pro-
duction is a large source of carbon dioxide emissions. There 
has been a large amount of research to find substitutes for 
cement that utilizes more eco-friendly sources. Biocementa-
tion is one method presented as a substitute, which includes 
the sustainable use of free urease enzymes. Enzyme-Induced 
Carbonate Precipitation (EICP) is the process of precipitating 
calcium carbonate utilizing a free urease enzyme, one of the 

innovative engineering uses of urease. Because no living or-
ganism is actively engaged in the precipitation process, EICP 
is considered a biomimetic method. The calcium carbonate 
precipitate formed from this process can effectively sequester 
and reduce the leakage of CO₂ from storage formations by 
plugging pores. 

Urease-aided CaCO3 mineralization, or urinalysis-driven 
CaCO3 mineralization, depends on the activity of urease. 
The benefit of this process is that, by reproducing CaCO3 
bio-formation in nature, the process can be performed in an 
environmentally benign manner and, importantly, in field ap-
plications. Accordingly, the process offers exciting innovative 
potential in multiple engineering fields such as geotechnical 
engineering, bioremediation for heavy metals, plugging oil 
reservoir bedrocks for the enhancement of oil recovery, and 
reducing leakage in geologic CO2 sequestration.⁵,⁷ Two meth-
ods of ureolysis-driven calcite precipitation are summarized 
in Table 1.⁸
Table 1: The types of biomineralization of calcium carbonate
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Based on previous research on Enzyme-Induced Carbon-
ate Precipitation (EICP), the objectives of this study are 1) 
examining the effect of the concentration of the enzyme in 
a solution with constant concentrations of urea and calcium 
chloride and 2) understanding calcite precipitation rate and 
morphology of the precipitates in a laboratory environment. 
These experimental data can be used as basic data for apply-
ing EICP to the reduction of CO2 leakage in geologic CO2 
sequestration.

Theoretical Background (Urease-aided calcium carbonate 
mineralization):

The enzyme-induced carbonate precipitation (EICP) is 
triggered by the catalytic action of urease in the hydrolysis of 
urea. The products of the reaction are carbonic acid and am-
monia (1): 

The products equilibrate in water to give bicarbonate, am-
monium, and hydroxide ions, respectively:

The production of hydroxide ions from reaction (3) brings 
about an increase in pH, which in turn leads to the formation 
of carbonate ions:

In the presence of dissolved Ca²+, the ions combine and 
calcium carbonate precipitates:

The overall process can thus be presented:

As shown in the precipitation process, 1 mole of urea pro-
duces 1 mole of calcite.
�   Methods
For this study, two types of solutions were prepared: 
1) a urease solution using a urease enzyme (U1500, Sigma 

Aldrich) and 
2) an equimolar urea-CaCl2 solution using urea (U5378, 

Sigma Aldrich, St. Louis, Mo, USA) and CaCl2 (C3881, Sig-
ma Aldrich).

The urease solutions were prepared at concentrations of 
1000 μL, 2000 μL, and 3000 μL by dissolving the urease 
enzyme into distilled water, while the urea-CaCl2 solutions 
were prepared at concentrations of 0.5 M. To identify the ef-
fect of concentrations of the enzyme on the production of 
calcite, each urease solution was mixed with 0.5 M urea-Ca-
Cl2 solutions to precipitate calcite. 

In this experiment, 20 mL of urea-CaCl2 solution and 20 
mL of urease solution were mixed in conical tubes to make a 
total solution volume of 40 ml. A total of 20 samples were pre-
pared for the batch experiments and one blank sample without 
the enzyme was also tested. Those samples were reacted at 30 
°C in a water bath without agitation. During the experiment, 
the mass of precipitated calcite was measured from a selected 
tube at 1 h, 3h, 5 h, 8 h, 15 h, 24 h, 48 h, and 72 h. The tubes 
were centrifuged at 3000 rpm for 10 minutes to separate the 
remaining liquid and precipitate. After removing the superna-
tant, the tubes were dried in an oven at 50°C for 48 hours, and 
the amount of precipitated calcium carbonate was determined 
by measuring the change in the mass of the tubes before and 
after the experiment. To identify the precipitated mineral, the 
precipitates were recovered and analyzed by scanning electron 
microscopy with energy-dispersive spectroscopy (SEM-EDS).

The process of this experiment can be summarized in Figure 
1. 

�   Results and Discussion
1) The change in the amount of calcite precipitation accord-

ing to enzyme concentration:
Based on the method above, the results of measuring the 

mass of the blank bottle and calcite precipitated bottle ac-
cording to three different enzyme concentrations are shown 
in Table 2. As the amount of enzyme increases, precipitation 

Figure 1: Schematic procedure and figures of EICP experiment. From these 
experiments, we determined the calcite amounts and observed morphology. 
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rates increase, the amount of calcite precipitated increases 
in proportion. One hour after the experiment, 0.0011 g was 
precipitated at 1000 μL enzyme concentration (hereinafter, 
concentration A), while 0.0151 g was precipitated at 3000 μL 
enzyme concentration (hereinafter, concentration C). This 
shows that the C concentration is about 1,372-fold higher 
than the A concentration. This tendency shows a similar 
trend in the 24 hours (546-fold) and 72 hours (386-fold) 
experimental results. The maximum difference is 1,728-fold, 
which is after 15 hours, and the minimum difference is 386-
fold, which is after 72 hours (Figure 2).

*blank bottle
**calcite precipitation bottle

The precipitate is white and exists as suspended particles 
in water. Calcite precipitation was visible to the naked eye 
within a day: 24 hours for concentration A, 15 hours for 
concentration B, and 8 hours for concentration C (Figure 3). 
Calcite precipitation occurred more rapidly as the enzyme 
concentration increased.

2) The change in the amount of calcite precipitation according 
to reaction time:

According to reaction equation 6, 0.5M CaCl2 -urea solu-
tion must produce 0.5M calcite under equilibrium conditions. 
However, in the equilibrium state of the current experiment, 
the theoretical precipitation amount of 0.5M calcite is 2g. Af-
ter 72 hours, the maximum precipitation at concentration C 
was 0.7433g, which is about 37% of the theoretical value. 

Moreover, the three different enzyme concentrations show 
different trends over time. Based on the test results, con-
centration A showed the lowest precipitation rate whereas 
concentrations B and C showed relatively rare. At concentra-
tion A, the change in mass of precipitation is 0.01 g from 0 to 
15 hours, 0.08 g from 15 to 24 hours, and 0.13 g from 24 to 
48 hours. The difference between the change in precipitation 
mass in the 0 to 15 h range and the 24 to 48 h range is about 
8 times. From the 15 to 24 h range to the 24 to 48 h range, the 
precipitation rate decreases rapidly by about 1.6 times. How-
ever, for concentration C, the precipitation mass increased by 
0.18 g from 0 to 15 hours, 0.46 g from 15 to 24 hours, and 0.59 
g from 24 to 48 hours. The change in mass during the 15 to 24 
h increased 2.5 times faster than the 0 to 15hr range, while the 
mass change within the 24 to 48 hr. range was 1.3 times faster 
than the 15 to 24 hr. range. This shows a slight decrease in 
the rate of precipitation as the reaction proceeded. Nonethe-
less, the experimental results show that the amount and rate of 
calcite precipitation increases according to the increase in the 
enzyme concentration. This suggests that the concentration of 
the enzyme is not enough to completely hydrolyze the 0.5 M 
urea in this study. 

In a previous study, it was also found that an increase in ure-
ase concentration enhanced the rate of CaCO3 precipitation.¹² 

3) Morphology of calcite:
Figure 4 shows the morphology of calcite after 72 hours 

of precipitation under the condition of concentrations A, B, 
and C respectively. Noticeable differences in the calcite mor-
phology due to the change in concentration were not observed 
within this experiment. For further applications of calcite out-
side of the experiment setting, more experiments are needed 
to test the stability and persistence based on the size and mor-
phology of calcite when filling the crack of subsurfaces. 

4) Implications for future experiments:
Factors that influence the precipitation process primarily 

include the concentration of urease and the concentrations of 
urea and Ca²+, in addition to environmental factors such as 
temperature and salinity.¹¹,¹³

In this regard, for a given concentration of urease, there 
would be optimal urea and Ca²+ concentrations. Yet, these 

Table 2: Experiment results of calcite precipitation depending on the 
amounts of enzyme concentrations (unit= g) 

Figure 2: Changes in calcite precipitation according to three different 
enzyme concentrations. 

Figure 4: SEM-EDS Image of calcite after 72 hours of precipitation for 
different enzyme concentrations. 

Figure 3: Calcite precipitation depending on the concentrations of 
enzymes. 
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benefits are counterbalanced by the detrimental effects includ-
ing the accumulation of salts and urea in the material. The 
temperature was also found to affect the rate of CaCO3 precip-
itation in the enzymatic process, and practically not influence 
the bacterial process.¹³ 

Regardless of using MICP or EICP, the ureolysis-driven 
calcite precipitation produces the same by-products. One of 
which is the ammonium ion NH⁴+ resulting from the hydroly-
sis of urea (Equations. (3) and (6)). The ion poses an ecological 
risk that includes NH3 toxicity to humans and acidification 
arising from NH3 nitrification, in addition to stone discolor-
ation.¹⁴ These effects, however, can be minimized by using low 
and balanced urea concentrations or exchanged zeolite.¹⁵
�   Conclusion
In our experiment study, calcite precipitation experiments 

were conducted to observe the effect of enzyme amounts on 
the EICP.  

1) The amount of calcite formed by the EICP increased 
with the increase in enzyme concentrations. Concentration 
C (3000 μL) resulted in a 550 times greater amount of cal-
cite formation compared to concentration A (1000 μL) at 24 
hours and about 387 times greater at 72 hours.  

2) Calcite precipitation was white-colored, suspended parti-
cles, clearly visible to the naked eye within a day. Faster calcite 
precipitation was observed as the enzyme amounts increased. 

3) There were no significant differences observed in the cal-
cite morphology due to the change in enzyme concentration. 

This study showed that the amount and rate of calcite pre-
cipitation increased in proportion to the enzyme amounts. 
Further studies need to identify the effects of other factors 
such as urea and calcium concentrations, temperature, and 
salinity on EICP to find optimal enzyme concentrations for 
practical applications of the technique. 
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ABSTRACT: Studies have revealed the adverse health impact of particulate matter 2.5 (PM2.5). Elevated PM2.5 levels are 
often observed in cities with abundant sources of emissions of pollutants. In addition to emissions, PM2.5 concentrations can 
vary with meteorological conditions. This study aimed to identify meteorological variables associated with high levels of PM2.5 
in Seoul, South Korea. An analysis was conducted using data associated with daily meteorological variables in Seoul from 2019, 
downloaded from the Korea Meteorological Administration (KMA) and Air Korea webpages. These variables included daily 
precipitation duration and amount, maximum and average wind speed, dominant and prevailing wind direction, relative humidity, 
vapor pressure, and temperature. The relationship between these variables and PM2.5 concentrations was analyzed using two 
datasets: one containing data from the entire year of 2019 and the other from January, February, and March when PM2.5 levels 
were relatively high. Daily average PM2.5 concentrations were categorized into two groups: acceptable (PM2.5 ≤ 25 µg/m3) and poor 
(PM2.5> 25 µg/m3) air quality. When analyzing data from the entire year, it was observed that the median PM2.5 concentration 
was statistically higher when westerly winds were observed [Probability value (P-value) <0.001]. By contrast, the three-month 
sub-analysis did not show any statistically significant differences in median PM2.5 levels between westerly and non-westerly winds 
(P =0.390 for dominant wind direction, P =0.846 for prevailing wind direction). Although average wind speed, vapor pressure, and 
a prevailing westerly wind direction showed a significant correlation with PM2.5 levels in data for the whole year, interpretations 
of the link between these meteorological variables and high levels of PM2.5 were limited, partly due to seasonal variation. Further 
sub-analysis of the three-month dataset, corresponding with winter and early spring, showed that maximum wind speed and 
vapor pressure are significant factors associated with poor air quality. The results of this study can be used to predict PM₂.₅ levels 
in Seoul, South Korea.  

KEYWORDS: Earth and Environmental Sciences; Atmosphere Science; PM₂.₅; Meteorological Conditions; Air Quality.

�   Introduction
Elevated levels of particulate matter (PM) degrade visibil-

ity and threaten public health.¹-³ Concentrations of PM are 
affected by various factors, including emissions of air pol-
lutants, meteorological conditions, and wind-transported air 
pollution from foreign countries.⁴,⁵ Recently, emissions in 
Seoul, South Korea, have slowly decreased; thus, polluted air 
from foreign sources has gained increasing attention.⁶-⁸ In-
vestigators have asserted that air pollutants are transported 
from China by westerly winds, particularly during winter and 
early spring, resulting in frequent and severe haze episodes 
in western South Korea and other East Asian countries.⁹,¹⁰ 
Previous studies have analyzed ground-level PM concentra-
tions using satellite-based data,¹¹ satellite observations, and 
process-based models,¹² and conducted simulations using 
a regional air quality modeling system.¹ A large number of 
studies recently investigated the impact of meteorological 
conditions such as surface temperature, pressure, humidity, 
and wind speed on PM variability.¹,¹³ Among different PMs, 
PM2.5 is known to be especially harmful to the human body; 
because of its smaller size compared to PM10, it can infiltrate 
the lungs and bloodstream when breathing.¹⁴ Therefore, this 
study aimed to investigate the meteorological factors related 
to high levels of PM2.5 in Seoul.

�   Methods
Daily meteorological and air pollution data in Seoul from 

2019 were downloaded from the Korea Meteorological Ad-
ministration (KMA) (https://data.kma.go.kr) and Air Korea 
webpages (https://www.airkorea.or.kr).¹⁵,¹⁶ The variables 
analyzed included daily precipitation duration and amount, 
maximum and average wind speed, dominant and prevailing 
wind direction, relative humidity, vapor pressure, and tempera-
ture. Dominant wind direction was defined as the direction 
of the wind with the highest speed over a particular point, 
and prevailing wind direction was defined as the direction 
that the wind blows most often in a location. Wind direc-
tion was categorized into eight directions: north, northeast, 
east, southeast, south, southwest, west, and northwest. The 
daily average PM2.5 concentration in Seoul was categorized 
into two groups: acceptable air quality (PM2.5 ≤ 25 µg/m3) 
and poor air quality (PM2.5 > 25 µg/m3). The threshold of 25 
µg/m3 was selected instead of 35 µg/m3, which is the daily 
air quality standard for PM2.5 in Korea because exposure to 
PM2.5 > 25 µg/m3 is known to be harmful to sensitive groups, 
including people with heart or lung disease, older adults, chil-
dren, and teenagers.¹⁷

The statistical analysis was conducted using two datasets: 
one containing the annual data for 2019 and the other 
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comprising data for January, February, and March, when rel-
atively high levels of PM2.5 were observed. The three-month 
sub-analysis was performed to minimize the effects of sea-
sonal variations in data. Levels of PM2.5 were analyzed in 
relation to eight dominant and prevailing wind directions us-
ing a Kruskal-Wallis test, which is used to find the difference 
between medians of three or more groups.¹⁸ Post-hoc analysis 
was performed for multiple comparisons using the Dun-
nett C test, often used to compare one group with others.¹⁹ 
Furthermore, the difference in PM2.5 levels was compared 
between the westerly and non-westerly dominant and pre-
vailing wind directions to specifically investigate the effect 
of westerly winds on PM2.5 levels using Wilcoxon rank-sum 
test.

Univariate and multivariate analyses were performed to 
identify the meteorological factors associated with high lev-
els of air pollution in Seoul. Meteorological variables were 
compared between the acceptable and poor air quality groups 
using Fisher's exact test for categorical variables and the Wil-
coxon rank-sum test for continuous variables.²⁰,²¹ Variables 
with probability values (P-values)< 0.1 obtained through 
univariate analysis were selected to perform the multivariate 
logistic regression analysis,²² for which a forward stepwise se-
lection mode was used; this mode allowed an iterative entry 
of variables based on test score P-values< 0.05 and achieved 
the removal of variables with a probability of 0.10. All statis-
tical analyses were performed using the SPSS version 23.0 
software (IBM Corp., Armonk, NY, USA). Statistical signif-
icance was set at P< 0.05.
�   Results and Discussion
The monthly average PM2.5 and PM¹⁰ concentrations 

showed an apparent seasonal variation in particle levels. Par-
ticle concentrations were relatively high in winter and early 
spring ( January, February, and March) (Figure 1). Thus, ad-
ditional analyses were conducted for the three-month period.

Differences in PM2.5 Levels between Wind Directions:
The median PM2.5 concentrations of the eight wind di-

rections were compared (Table 1). The Kruskal-Wallis test 
showed that PM2.5 levels varied significantly between different 
dominant wind directions (P< 0.001). Multiple further post 
hoc comparisons were made using the Dunnett C test. The re-

sults showed that the differences were particularly significant 
between northerly and southerly, northerly and northwesterly, 
and easterly and westerly winds (P< 0.05). An identical anal-
ysis was conducted for the difference in PM2.5 levels between 
prevailing wind directions using the Kruskal-Wallis test, the 
results of which also showed that PM2.5 levels vary significantly 
between different prevailing wind directions (P< 0.001). Dun-
nett’s post hoc multiple comparisons showed that the difference 
in PM2.5 was significant between northerly and westerly winds 
as well as southeasterly and westerly winds 
(P< 0.001). 

Among the eight wind types, westerly winds were ob-
served most frequently (Table 1), during which PM2.5 levels 
were relatively high. Thus, further analysis was conducted to 
compare the differences in PM2.5 levels between westerly and 
non-westerly winds. When analyzing the 2019 dataset, the 
median PM2.5 level was significantly higher when westerly 
winds were observed (P< 0.001) (Table 2). However, when 
analyzing the January–March dataset, the difference in medi-
an PM2.5 levels between wind directions was not statistically 
significant (P= 0.390 for dominant wind direction, P= 0.846 
for prevailing wind direction). The results indicated that in ad-
dition to meteorological variables, other variables could affect 
PM2.5 levels in Seoul.⁴,⁵ Given that emissions emitted from 
South Korea or those transported from other countries would 
affect the air quality; those data should have been included in 
variables to reach a solid conclusion. Unfortunately, this issue 
may be beyond the scope of this study because the data were 
not accessible from any online site in this study. One thing to 
point out is that temperature inversions would also affect the 
air quality in the winter season in Seoul. As cooler air is en-
trapped below the inversion layer where warmer air is located, 
air stagnation would be aggravated in the winter, resulting in 
horrible air pollution in Seoul, especially in the winter.

Figure 1: Monthly average PM₂.₅ concentrations in Seoul, Korea, in 2019. 
Particle concentrations were relatively high in winter and early spring 
( January, February, and March). 

Table 1: Median PM₂.₅ levels in relation to wind direction in 2019. Westerly 
winds were observed most frequently and associated with higher PM₂.₅. 

Table 2: The difference in PM₂.₅ levels between westerly and non-
westerly winds in 2019. PM₂.₅ levels were higher in the westerly wind than 
non-westerly wind in the entire 2019 year, whereas they were not when sub-
analyzed in the winter and early spring. 
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Meteorological Factors Associated with Poor Air Quality:
Because the prevailing wind direction in South Korea is 

westerly, particles originating from neighboring countries to 
the west, such as China, could influence ambient air pollu-
tion levels.¹⁰ Furthermore, the relatively high PM2.5 and PM10 
levels observed in winter (Figure 1) could be attributed to in-
creased air pollution due to burning fossil fuels for heating.¹⁴,²³ 

The statistical difference between meteorological variables 
associated with PM2.5> 25 µg/m3 and PM2.5≤ 25 µg/m3 was 
investigated through univariate analysis using the 2019 dataset 
(Table 3). The Wilcoxon rank-sum test was used for precip-
itation duration and amount, maximum and average wind 
speed, average relative humidity, vapor pressure, and tempera-
ture. Fisher’s exact test was used to determine the dominant 
and prevailing wind directions. The test resulted in P-values< 
0.1 for the precipitation amount, maximum wind speed, aver-
age wind speed, average vapor pressure, average temperature, 
dominant wind direction, and prevailing wind direction. Using 
variables with P-values< 0.1, a multiple logistic regression was 
subsequently conducted to identify factors linked to elevated 
PM2.5 levels. This resulted in P-values< 0.05 for average wind 
speed, average vapor pressure, and prevailing wind direction. 
Lower wind speed, lower vapor pressure, and westerly prevail-
ing wind direction were significantly associated with elevated 
PM2.5 levels.

To identify the meteorological factors affecting PM2.5levels, 
it is desirable to analyze data from one season or similar cli-
matic conditions. Thus, an identical analysis to that described 
above was conducted using data from the January–March pe-
riod (Table 4). The Wilcoxon rank-sum test and Fisher’s exact 
test statistics showed that the P-values for precipitation, maxi-
mum wind speed, average wind speed, relative humidity, vapor 
pressure, and temperature were less than 0.1. A multiple logis-
tic regression was subsequently conducted using variables with 
a P-value< 0.1. This resulted in P-values< 0.05 for maximum 
wind speed and vapor pressure.

The results of the above test indicated that maximum wind 
speed was one of the crucial factors affecting the elevated 
PM2.5 levels. The maximum wind speed was slower on days 
with relatively high PM2.5 levels. This result is closely related to 
that of a previous study, in which severe air pollution episodes 
were often observed alongside stagnant air conditions.²⁴ This 
phenomenon is exacerbated in winter when the low planetary 
boundary layer inhibits air pollution dispersion.¹,²⁵ The Wil-
coxon rank-sum test showed that temperature is also related to 
PM levels (P< 0.001). High-pressure systems in Siberia often 
result in cold surges, which rapidly decrease temperature and 
blow PM away. Elevated PM2.5 levels are also correlated with 
high vapor pressure, which tends to increase with temperature. 
However, despite this correlation, the temperature was not a 
statistically significant variable in the multiple logistic regres-
sion (Table 4). 

Nevertheless, this research has several limitations. Firstly, 
this study focused on meteorological data to evaluate factors 
linked with PM2.5 without considering emissions from South 
Korea or those transported from other countries. Secondly, the 
link between PM2.5 levels and meteorological variables could 
not be supported scientifically with statistical significance. For 
example, although wind direction was not among the statisti-
cally significant variables, it should have been included, given 
the significant emissions originating west of South Korea. To 
overcome these limitations, emissions of air pollutants and 
meteorological variables in both South Korea and surrounding 
countries should be analyzed together in the future. Trajectory 
or factor analysis (e.g., positive matrix factorization, chemical 
mass balance, etc.) with a speciated particulate concentration 
should also be used to improve the accuracy of the analysis. 
In addition, data analysis, including many cumulative years, 
is needed to gather sufficient samples for future studies from 
January to March.
�   Conclusion
The relationship between meteorological variables (pre-

cipitation duration and amount, maximum and average wind 
speed, dominant and prevailing wind direction, relative hu-
midity, vapor pressure, and temperature) and elevated PM2.5 
levels in Seoul were evaluated using an annual dataset for 
2019 and a dataset for January, February, and March when 
PM2.5 levels were relatively high. The analysis of the 2019 

Table 3: Univariate and multivariate analysis of meteorological factors 
affecting air quality in 2019. Average wind speed, average vapor pressure, and 
prevailing wind direction were independent factors associated with poor air 
quality in the entire 2019 year. 

Table 4: Univariate and multivariate analysis of meteorological factors 
affecting air quality between January and March 2019. Maximum wind speed 
and vapor pressure were independent factors associated with poor air quality. 
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dataset revealed that the most common dominant wind di-
rection was westerly and was associated with elevated PM2.5 
levels. In contrast, the three-month sub-analysis did not show 
any statistically significant differences in median PM2.5 levels 
between westerly and non-westerly winds. The multiple lo-
gistic regression conducted during the January–March dataset 
analysis demonstrated that maximum wind speed and vapor 
pressure were significant independent predictors of elevated 
PM2.5 levels. 
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