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RESEARCH ARTICLE

The Relationship between Insulin Resistance and Neutrophil 
to Lymphocyte Ratio  

Alicia Shin   
Torrey Pines High School, 3710 Del Mar Heights Rd, San Diego, CA 92130, USA;  alicia.hs1110@gmail.com  

ABSTRACT: There is increasing interest in the role of chronic inflammation on the pathogenesis of various diseases, and one 
of its markers, high Neutrophil-to-Lymphocyte Ratio, is associated with multiple mortality and morbidity risk, suggesting Insulin 
Resistance might be one potential associate factor. However, epidemiological studies on the association between NLR and IR 
are scarce, and they only included diabetes mellitus patients, excluding the general population. This study aims to determine if 
there is a direct correlation between NLR and IR in the US general population. The Homeostatic Model Assessment for Insulin 
Resistance value was calculated to evaluate the IR of the 3,307 samples provided by the NHANES. As insulin usage could result 
in inaccurate HOMA-IR estimation, we excluded them and ran a subgroup analysis. The relationship was shown when insulin 
users were included, having a beta coefficient value of 0.010 (95% confidence interval [CI] of 0.003-0.017). However, without 
insulin users, the beta value decreased to 0.004 (95% CI of -0.006-0.015). The statistical significance wasn’t reached when age, sex, 
and BMI were adjusted for in the multivariate analyses. Therefore, IR might not explain the variation of NLR value in healthy 
people, and further studies are needed to reveal the associated factor of high NLR. 

KEYWORDS: Neutrophil-to-Lymphocyte Ratio, Insulin Resistance, HOMA-IR, Diabetes Mellitus. 

�   Introduction
There has been an increase in the study of Neutro-

phil-to-Lymphocyte Ratio (NLR) and its correlation to 
various health issues among the human population. NLR is a 
new biomarker of chronic inflammation, calculated by dividing 
the Neutrophil count by the lymphocyte count in the blood.¹ 
Neutrophil is a type of White Blood Cell (WBC) that sup-
ports the healing process of damaged tissues and the process 
of resolving infections. Their role is to recognize phagocytose 
microbes, kill pathogens through mechanisms that produce 
reactive oxygen species, release antimicrobial peptides, and ex-
pulse their nuclear content to form traps.² Lymphocytes are 
also a type of WBC for the immune system, including the 
B-Cells and the T-Cells. NLR, therefore, reflects the balance 
of acute and chronic inflammation (neutrophil count) and 
adaptive immunity (lymphocyte count).¹ It is a popular marker 
for medical examinations because NLR calculations are more 
straightforward and cheaper than other biomarkers.³ Previous 
studies have found that an increase in NLR is associated with 
an increase in mortality⁴, diabetes mellitus⁵, ischemic stroke⁴, 
cerebral hemorrhage⁶, major cardiac events⁷, sepsis, and infec-
tious diseases.⁴-⁸ 

Insulin resistance (IR) is regarded as crucial pathophysiology 
of diabetes mellitus, when the target tissue of the insulin does 
not respond to the stimulation, prohibiting blood glucose levels 
from decreasing.⁹ In normal circumstances, as the glucose level 
increases in the bloodstream, the pancreas releases insulin to 
stimulate a series of receptors in muscle cells, enabling glucose 
to enter the cells. Through this process, glucose is converted 
to a form of energy reserved for long-term storage. IR, which 
prevents this process from happening, is also associated with 

inflammation, obesity, CVD, nonalcoholic fatty liver disease, 
metabolic syndrome, and polycystic ovary syndrome.⁹-¹¹

Several studies suggested a linkage between NLR and met-
abolic syndrome.³,¹² However, while NLR is highly correlated 
with metabolic syndrome, it is a cluster of risk factors and does 
not directly mean insulin resistance. In one previous study with 
diabetes patients, IR and NLR were associated. The two com-
parison groups they had were DM patients without IR and 
DM patients with IR. Patients without IR showed lower NLR 
values than patients with IR, and the logistic regression anal-
ysis also revealed significance in the correlation between IR 
and NLR.³ As a result, the study concluded that NLR could 
play a role as an important biomarker when predicting IR in 
diabetic patients.³ A limitation of this study was that they did 
not consider insulin usage, which might affect the calculation 
of the Homeostasis Model Assessment of Insulin Resistance 
(HOMA-IR), the indicator of insulin resistance.¹³ 

To current knowledge, no study has investigated the rela-
tionship between NLR and IR in the general population and 
with the consideration of insulin use. A new study of the gen-
eral population and examining the specific DM and insulin 
usage would be essential to discover the correlation between 
IR and NLR.

Hypothesis and Aim:
This study will examine the association between NLR and 

IR in the general population, considering DM and insulin 
treatment status. It was hypothesized that increasing IR would 
affect the increase of NLR.  
�   Methods
Data source:
For the study participants, the general data was collected 

in The National Health and Nutrition Examination Survey 
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(NHANES), a cross-sectional study conducted by the Nation-
al Center for Health Statistics (NCHS) to obtain a sample 
representing the United States population, was used. It has 
constantly been releasing updated data since 1959 to the pub-
lic; however, it stopped in March 2020 due to the COVID-19 
breakout. The NHANES website contains information on 
physical examination, questionnaire data, webinars, and sur-
veys that portray the US population’s health and nutrition 
status at 2-year intervals.¹⁴ The data used in this study was 
obtained through a pre-pandemic community-based survey 
between 2017 and March 2020.

Study population:
Of the 15,560 people in the data who completed the phys-

ical examination between 2017-March 2020, samples over 
the age of 19 and those who have completed data on insulin 
usage, BMI, and CBC were included. To establish a more ac-
curate analysis, the following were excluded: participants with 
a fasting glucose level that exceeds 140 mg/dL, as the normal 
range of fasting blood glucose level, is below 140mg/dL; par-
ticipants with more than 10,000 WBC in the collected blood 
sample, because healthy individuals show values between 
4,500-10,000 WBC and >10,000 suggest acute inflammatory 
status; participants with NLR over 9, as it becomes an outlier 
considering that normal NLR value in adults is between 0.78 
and 3.53, and >9 might mean critically ill status.¹⁵-¹⁷ NLR 
values were calculated by dividing the absolute count of neu-
trophil by the absolute count of lymphocytes. These factors 
were eliminated due to the possibility of the data being al-
tered as they showed abnormal figures and could be possible 
outliers. After all the eliminations, 3,375 samples remained. 

During the analysis, 68 insulin users were removed as they 
could be a confounding variable in the overall analysis. This 
decision was made due to the HOMA-IR used in this study 
to measure how much insulin the pancreas creates to regulate 
blood glucose levels. The HOMA-IR values were calculated 
by multiplying fasting insulin and fasting glucose levels and 
dividing by 22.5.

Data collection:
Final data collection was done on the individual's gender, 

race, height, weight, fasting glucose level, BMI, WBC lev-
el, and NLR. (Figure 1) Body measurements were collected 
in the Mobile Examination Center (MEC). General infor-
mation, such as age, gender, disease status, etc., was collected 
through surveys, and experts performed body measurement 
data with the individual’s consent. Overnight fasting blood 
samples were obtained for fasting glucose, insulin, and other 
laboratory values.

Statistical analyses:
Descriptive statistics (mean, standard deviation (SD) for 

continuous variables and number and percentage for categor-
ical variables) were used to describe the study population. The 
distribution of NLR and HOMA-IR level was visualized by 
a histogram. They showed right skewness for both.

Statistical analyses were performed to see how NLR levels 
related to HOMA-IR and insulin status. The correlation be-
tween NRL and HOMA-IR was displayed in a scatter plot 
and a line of best fit (regression line). Due the right skew-
ness of the NLR and HOMA-IR, the relationship was also 
displayed after logarithmic transformation, calculating the 
values of Log HOMA-IR and Log NLR. We also showed 
it in three groups: non-DM (Diabetes Mellitus), DM not on 
insulin, and DM on insulin.

DM and insulin status were considered in our analyses 
with an a priori hypothesis. The means SD of HOMA-IR 
and NLR by DM and insulin status were shown by a bar 
graph. It showed that HOMA-IR and NLR were signifi-
cantly higher when the subjects were on insulin treatment. 
Therefore, insulin users were excluded from the additional 
data analysis. Bivariate and Multivariate linear regression 
analyses were performed to examine the statistical signif-
icance of the relationship between NLR and HOMA-IR. 
As done in previous studies, multivariate linear regression 
analyses were performed controlling for age, sex, and BMI, 
as they could be confounding variables that influence NLR 
values.¹² BMI was controlled because a high BMI is linked 
to an increase in insulin resistance and NRL, which may also 
alter the relationship overall.¹⁷,¹⁸ We took HOMA-IR as an 
independent variable and NLR as a dependent variable, as 
we hypothesized that insulin resistance would induce chronic 
inflammation. While several studies suggested a bidirectional 
relationship, the most recent knock-out mice model suggest-
ed such a direction.³,¹⁹

All statistical analyses were made using STATA 14.0 (Col-
lege Station, TX), and considering that p-values<0.05 are 
statistically significant.
�   Results and Discussion
Study population :
Table 1 shows the participants’ characteristics with the 

sample including insulin users and the sample excluding insu-
lin users. Among the 3,307 participants, 1,731 (52.3%) were 
female, and the mean age was 49.4 (SD 17.8). 298 (8.83%) 
were diabetes mellitus patients, and 68 (2.01%) used insulin.
Table 1: Analysis of all participants (N=3,375) and participants without 
insulin users (N=3,307). 

Figure 1: Shows the process of exclusion. 

ijhighschoolresearch.org
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Figure 3 presents a weak positive correlation between HO-
MA-IR and NLR. This graph went through a logarithmic 
transformation due to the skewness, representing the relation-
ship between Log HOMA-IR and Log NLR. The regression 
line showed a weak, positive correlation. As the Log HO-
MA-IR slightly increased, the Log NLR value would also 
increase.

Figure 4A shows the different mean HOMA-IR value for 
each criterion. With the inclusion of insulin users, the data 
on HOMA-IR will show an abnormally large number when 
compared to individuals who are not on insulin treatment (for 
detail, see Figure 4A) and offer an unsteady insulin concentra-
tion in blood depending on when they receive the treatment.¹³ 
Individuals without DM and insulin had a mean HOMA-IR 
value of 3.24 ± 0.07, individuals with DM but no insulin treat-
ment had a mean of 5.76 ± 0.27, and individuals with both 
DM and insulin treatment had a mean of 19.42 ± 2.27. Here, 
the effect of the insulin treatment on HOMA-IR was evident, 
suggesting the need to exclude this group in additional anal-
ysis. 

Figure 4B describes the different NLR value depending on 
the individual’s current DM and insulin status. The results 
showed each criterion's mean 95% confidence interval (CI). 
Individuals without DM and insulin had a mean NLR value 
of 2.06 ± 0.02, individuals with DM but no insulin treatment 
had a mean of 2.32 ± 0.59, and individuals with both DM and 
insulin treatment had a mean of 2.65 ± 0.10. 

Figure 5 suggests the difference in HOMA-IR - NLR 
association by DM and insulin status. The non-DM groups 
showed nearly no significant correlation. Also, DM not in the 
Insulin group showed a weak, negative correlation. However, 
the DM in the Insulin group showed a drastically increased 
HOMA-IR value; therefore, the group individuals were elim-
inated for further analysis. 

Bivariate and Multivariate Linear regression analyses:
Table 2 shows the difference in the linear regression and sig-

nificance of all study subjects (n=3,375) and the subjects after 
excluding insulin users (n=3,307). Bivariate linear regression 
analysis showed a significant positive relationship between 

Figure 2A shows the distribution of baseline NLR val-
ues according to the general population information from 
NHANES. The graph suggests that the general population 
(3.307 samples in this study) has a mean of 2 ± 0.02 and a 
median of 1.82. Also, the range between the 25th and 75th 
percentile was 1.08 for neutrophil and lymphocyte count. 
Figure 2B shows the distribution of baseline HOMA-IR 
values in the general population. The graph suggests a mean 
of 3.3 ± 4.73 and a median of 2.23. Also, the range between 
the 25th and 75th percentile was 2.48 for HOMA-IR. 

Figure 2: The distribution of neutrophil-to-lymphocyte ratios (A) and 
HOMA-IR (B) among individuals. The x-axis is truncated at an NLR of 9.

Figure 4: Bar graph comparing the mean (95% Confidence Interval) 
HOMA-IR (A) and NLR level (B) of individuals: not Diabetes Mellitus 
(DM) and not on insulin, DM and not on insulin, and DM and on insulin.

Figure 5: Scatterplot for each criterion, comparing HOMA-IR 
distribution. 

Figure 3: The regression line and 95% Confidence Interval of the 
relationship between Log HOMA-IR and Log NLR before (3A) and after 
log transformation (3B).
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HOMA-IR and NLR (beta-coefficient 0.010, 95% CI 0.003- 
0.017, P-value 0.004). After adjusting age, sex, and BMI, it lost 
statistical significance due to the altered values (beta-coeffi-
cient 0.004, 95% CI -0.006-0.014).	

With the exclusion of insulin users, the beta value changed 
from 0.01 to 0.004, and the 95% CI interval drastically changed 
from 0.003-0.017 to -0.006-0.015, indicating no significance. 
This suggests that there is no true association between HO-
MA-IR and NLR.

Summary:
In this study using the US general population data, the 

observation showed a weak, positive association in the rela-
tionship between NLR and IR in the overall population but a 
null association when insulin users were excluded.

Previous Studies/ Mechanism:
We hypothesized that a high HOMA-IR value, indicative 

of insulin resistant state, could predict high NLR because pre-
vious preclinical studies suggested a relationship between the 
two. Some studies found that chronic inflammations can induce 
systemic insulin resistance: for example, Uysal et al. revealed 
that proinflammatory cytokine TNF-alpha could generate IR 
by showing protection from obesity-induced insulin resistance 
in mice lacking TNF-alpha function; in addition, Talukdar et 
al. showed neutrophil mediate insulin resistance by using mice 
without neutrophil elastase, an enzyme that responses to tissue 
injury, in high-fat diet-fed mice via secreted elastase.²⁰, ²¹

Others examined the relationship opposite: Simobayashi 
used Knockout mice, genetically modified to lack mTORC2 
gene (causing mice to have IR), to observe the relationship be-

Table 2: Univariate and Multivariate Linear Regression Model of 
HOMA-IR on NLR

BMI: Body mass index; HOMA-IR: Homeostasis model assessment of 
insulin resistance; β: coefficient; SE: standard error; 95% CI: 95% Confi-
dence Interval

tween IR and inflammation.¹⁹ mTORC2 is a protein complex 
that regulates glycolysis and the pentose phosphate pathway.²² 
These mice were also on a high-fat diet (HFD) and were 
observed for ten weeks. Simobayashi found that insulin resis-
tance caused macrophage numbers to increase while B and T 
cell numbers remained consistent.¹⁹ In addition, the increase 
in macrophages in the KO mice, was disproportionate to other 
variables, indicating that IR promotes inflammation.¹⁹

In line with those studies, an epidemiological study done by 
Lou et al. showed a positive relationship between NLR and IR. 
They collected data from diabetic patients regardless of their 
insulin usage status and had an additional 130 healthy sub-
jects for comparison.³ They found that the NLR values were 
significantly higher in patients with diabetes than in healthy 
control subjects, interpreted their results as NLR being a 
marker for IR, and discovered that T2DM patients were in a 
state of low-degree chronic inflammation that induces inflam-
matory factors, elevating neutrophil counts.³ Luo concluded 
that NLR has a direct relationship with IR and suggested that 
NLR can be a biomarker to predict IR in diabetic patients.

However, this study showed results that differ from the 
above studies because there was no significant correlation be-
tween NLR and IR after controlling for potential confounders 
and considering insulin use. A difference in Uysal’s and Si-
mobayashi’s studies was that they used KO mice while this 
study focused on human subjects. Since the human subjects 
did not undergo a gene deletion process, it could have shown 
a less definite relationship than the correlation shown in mice 
samples. Also, a difference between Lou’s study is that they 
were focused on patients with diabetes while this study ob-
served the general population. They also included insulin users 
(insulin-deficient individuals) who dramatically increased the 
HOMA-IR value. Due to these differences, this study, which 
focused on the general human population, found no signifi-
cance or a very weak significance in the correlation between 
NLR and IR. 
�   Conclusion
As shown in Figure 6, it was revealed that there is no sig-

nificant association between IR and NLR. Contrary to our 
hypothesis, insulin resistance did not explain chronic inflam-
mation, represented by NLR. While the increase in each NLR 
and insulin resistance can cause an increase in mortality, dis-
ease, and several types of cancer, they seem to be risk factors 
independent of each other. Therefore, further studies on other 
factors that increase chronic inflammation and NLR values in 
the general population would be needed to develop a strategy 
to prevent chronic inflammation related to several morbidity 
and mortality.

DOI: 10.36838/v5i1.1
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ABSTRACT: Cognitive neuroscience explores neural functioning and aberrant brain activity during cognitive and perceptual 
tasks. Neurocinematics is a subfield of cognitive neuroscience that observes neural responses of individuals watching a film to 
see similarities and differences between individuals. This method is typically used for commercial use, allowing directors and 
filmmakers to produce better visuals and increase their results at the box office. However, neurocinematics is increasingly becoming 
a standard tool for neuroscientists interested in studying similar brain activity patterns across viewers outside the film industry. In 
this review, I argue that neurocinematics provides a straightforward, naturalistic approach to researching and diagnosing learning 
disorders. While the neural underpinnings of developmental learning disorders are traditionally assessed with well-established 
methods like EEG and fMRI that target particular cognitive domains, such as simple visual and attention tasks, there is initial 
evidence and theoretical background supporting neurocinematics as a biomarker for learning differences. By using ADHD, 
dyslexia, and autism as case studies, this literature review discusses the potential advantages of neurocinematics as a new tool for 
learning disorders research.  

KEYWORDS: Behavioral and Social Sciences; Neuroscience; Neurocinematics; Biomarkers; Neurobehavioral disorders. 

�   Introduction
According to the Centers for Disease Control, 17% of chil-

dren ages 3-17 in the US have a developmental disability or 
learning disorder.¹ Children with a learning disorder are at 
higher risk of adversity, including familial neglect and poor-
er health outcomes in adulthood. Moreover, children with 
learning disorders experience disproportionate levels of fam-
ily adversity compared to typically developing children. The 
three most commonly diagnosed learning disorders are at-
tention-deficit hyperactivity disorder (ADHD), dyslexia, and 
autism spectrum disorder (hereafter referred to as autism). In-
dividuals with ADHD show signs of being inattentive and/
or hyperactive-impulsive, while students with dyslexia demon-
strate difficulty in talking, reading, writing, and spelling.¹⁸ In 
contrast, children with autism exhibit impairment in commu-
nication, relationships, verbal skills, and restricted/repetitive 
behaviors.² These disorders are necessary to diagnose because 
they can help parents be proactive in finding the tools needed 
for their child’s education and health and reduce the risk of 
adversity in their academic journey or social situations. Under-
standing a child’s learning deficiencies will help parents and 
school faculty take the necessary interventions and provide the 
correct accommodations for growth.

Because learning disorders and neurological disparity can 
impact the adolescent brain and later behaviors, it is essential 
to identify learning disorders in children early in life.³ One 
valuable method of diagnosing these disorders is by examin-
ing biomarkers. Biomarkers are a measurable characteristic of 
biological processes such as those relating to psychological ac-
tivity.⁴ Clinicians use behaviors and psychological indicators 
to diagnose learning disorders. Still, biomarkers add benefit by 
providing more objective criteria for diagnosis. Crucial bio-
markers for learning disorders grounded in neurobiology have 

previously been identified through electroencephalography 
(EEG) and functional magnetic resonance imaging (fMRI). 
EEG is a form of brain imaging that acquires brain signals 
called event-related potentials (ERPs) through electrodes 
attached to the scalp.⁵Signals from EEG can determine neu-
rological engagement and functional interactions across neural 
networks, making the signals valuable biomarkers for the types 
of psychological processes implicated in learning disorders.⁶ 
This method is also beneficial for diagnoses because it has a 
higher tolerance for motion artifacts, which can better accom-
modate testing with infants and children who tend to move 
more during the testing process.⁷ Indeed, combining behavioral 
measures and ERPs from EEG during a go/no-go impulsivity 
task enabled 84-97% accuracy at discriminating ADHD di-
agnostic status in two different cohorts of participants.⁸ Yet, 
high heterogeneity in learning disorders and the tendency to 
rely on a single or handful of EEG measures limits the use of 
EEG as a diagnostic tool for ADHD and other learning disor-
ders.⁶ In comparison, fMRI indirectly measures brain activity 
by capturing changes in the hemodynamic response across the 
entire brain, which is the measurement of blood oxygenation. 
While fMRI is less portable than EEG, it gives a spatial reso-
lution that may be important for distinguishing between brain 
activity in regions with high proximity but distinct functions.⁹ 
For example, the go/no-go task has also been used to com-
pare children with and without ADHD. It was shown that the 
pre-supplementary motor area, but not other frontal regions, 
was hypoactive compared to typically developing children.¹⁰  
Despite some promising success, similar issues limit the appli-
cation of traditional fMRI and EEG as biomarkers of ADHD 
and other learning disorders. In particular, the use of highly 
controlled experiments with simple stimuli in neuroimaging 
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limits the ability to capture dynamic responses that better re-
semble brain activity during real-world situations.¹¹

Neurocinematics is a new and promising method to diagnose 
learning disorders, sometimes referred to as naturalistic neuro-
imaging. Historically, neurocinematics has been used to assess 
the effects of film and other forms of visual entertainment on a 
viewer’s brain activity to inform cinematic techniques for film-
makers. However, this field has recently been used to explore 
cognitive processing during dynamic situations reminiscent 
of real life.¹¹,¹² One popular analysis method is intersubject 
correlation, which measures the similarities between partici-
pants’ perceptual, emotional, and cognitive states during the 
same event.¹³,¹⁴ In a landmark study by Hasson and colleagues 
conducted in 2004, five participants watched the first thir-
ty-minute sequence of The Good the Bad and the Ugly directed 
by Sergio Leone while their brain activity was measured using 
fMRI. Regions of the brain that are shown to be associated 
with faces and objects were synchronized across participants, 
particularly during moments when faces and objects were in 
focus.¹⁵ This study provided evidence that neurocinematics can 
be a powerful technique for uncovering properties of cognitive 
processing that are similar across individuals.

This review will evaluate neurocinematics as a new strate-
gy for identifying neurological biomarkers to diagnose three 
common neurodevelopmental disorders: ADHD, dyslexia, and 
autism. This review discusses each neurobehavioral disorder 
in-depth and also seeks to showcase the various physiological 
biomarkers present for each, but more comprehensive reviews 
include.⁷,¹⁶,¹⁷ Overall, the paper highlights a few key studies 
that use neuroimaging measures to examine these disorders 
and then discusses neurocinematics as a new and promising 
method for diagnosis.

Section 1: Children with ADHD:
ADHD is a neurodevelopmental condition that affects 

3-5% of children worldwide who typically exhibit symptoms 
as early as seven years old. However, the number of children 
with ADHD may be higher because the ability to diagnose 
and optimally manage the disorder is currently low in devel-
oping countries.¹⁸ There is no cure for ADHD. Still, it can 
be managed through a multidisciplinary approach, including 
behavioral therapy, psychotherapy, and drug treatment. For 
instance, Neurotherapy or biofeedback has been seen to im-
prove symptoms. Symptoms exhibited by individuals with 
ADHD include inattention, hyperactivity, and/or impulsivity. 
There are also symptoms associated with executive dysfunc-
tion leading to issues with initiation, time management, 
working memory, planning, and organizing. This disorder can 
be categorized into two subtypes: inattentive presentation 
and predominantly hyperactive-impulsive. Children who fall 
under the inattentive type demonstrate signs of distractibility, 
forgetfulness, difficulty in organizing and completing tasks, 
trouble listening when spoken to, and failing to remember to 
turn in asynchronous assignments. Individuals categorized as 
hyperactive-impulsive subtypes display squirming, talkative-
ness, and fidgeting, and they find it challenging to sit still. 
Along with this, they can also be impatient, demonstrate a 
lack of emotional restraint, and blurt random and, at times, 

inappropriate comments.¹⁸ Clinical psychologists and psy-
chiatrists diagnose ADHD primarily on psychological 
conditions based on a profile of symptoms associated with a 
reduction in the quality of social, academic, or occupational 
functioning.¹⁸

The causes of ADHD are unknown; however, hypothesized 
factors include genetics, diet, and social and environmental 
factors. Some onset symptoms can also occur from a close 
head injury (CHI). According to past research, 75% of cases 
of children with ADHD stem from their genetic background, 
specifically genes that affect dopamine transporters such as 
dopamine receptors D2 /D3 and dopamine beta-hydroxylase 
monoamine oxidase A. Dopamine can contribute based on 
its effects on learning and cognitive functioning.¹⁹ However, 
no single gene has been shown to contribute to ADHD.¹⁸ 
Another study demonstrates that 10% to 85% of cases of 
ADHD in childhood are potentially associated with co-
morbid psychopathology: mood and anxiety disorders.²⁰ The 
World Health Organization states that ADHD can also stem 
from social dysfunction that a child is exposed to, whether in 
their familial life or in the education system, which affects the 
child’s self-regulatory abilities.²¹

Multiple biomarkers have been identified for ADHD to 
help with clinical diagnosis and treatment. EEG biomarkers 
use a combination of temporal, spectral, and spatial features 
for diagnosis.²²  Major EEG biomarkers include theta-beta 
waves ratio and Event-Related Potentials (ERP). However, 
previous studies have found difficulty in diagnosing ADHD 
with theta waves; a study conducted with 101 people by Og-
rim and his team reported sensitivity of 63% and specificity 
of only 58% in differentiating between children with and 
without ADHD, in contrast with an accuracy of 85% based 
on classification by children’s behavioral omission errors 
alone (as cited in 6). Nonetheless, theta waves relate to hy-
perarousal, one of the earliest symptoms associated with this 
neurobehavioral disorder.⁶ ERPs are beneficial based on their 
ability to capture the temporal evolution of neural activity 
following a prescribed event (e.g., responses following selec-
tive attention or other executive function tasks), allowing for a 
more specific diagnosis. Although, they can be susceptible to 
high variance when relatively few trials are averaged, limiting 
the efficacy of ERP in predicting ADHD diagnosis in pre-
vious experimental studies.⁶ Overall, EEG is not an effective 
tool for diagnosis. Still, it remains useful in a clinical setting 
via multivariate analyses and refined studies of EEG signal 
generators to capture additional sources of heterogeneity in 
ADHD.⁶,²² Another common biomarker is genetics because 
the dopamine transporter gene (DAT1 gene) has been linked 
to the development of ADHD, showing deficits in inhibi-
tory behavior and hyperactivity.⁷ Dopamine is a modulator 
of learning and cognitive functioning.³ A European Child & 
Adolescent Psychiatry study recruited 273 high-risk Chinese 
individuals diagnosed with ADHD and their family mem-
bers. The results demonstrate that the haplotype rs27048 
is strongly associated with the inattentive type, concluding 
that the DAT1 gene may primarily affect individuals with 
ADHD.²³
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teem issues and emotional and behavioral problems.²⁵,²⁷ One 
study reported that children with reading difficulty at the ages 
of eight and twelve were unhappier, more anxious, and less 
competent scholastically, and their parents stated that their 
self-esteem issues were low.²⁸ There are two main strategies 
when prescribing treatment for dyslexia: assistance with the 
impaired learning areas (reading and spelling) and psychother-
apy for any coexisting psychological disturbance that may be 
present. 

The causes of this disorder are unknown; however, some 
research indicates that it is predominantly influenced by neu-
robiological and cognitive factors, as well as heritability. This 
is consistent with the statistic that 23% to 65% of all children 
with dyslexia have a parent with the same disorder.¹⁶ Most 
theories on dyslexia primarily point to problems in temporal 
processing and stem from research on the visual and language 
systems. Some investigators believe the central difficulty dis-
played in dyslexia patients is rooted in the phonetic system, 
which is engaged in processing sounds and speech.¹⁶

There have been several biomarkers to diagnose and pre-
scribe treatment for dyslexia. Pernet and his team (2009) argue 
that the right cerebellum may be a biomarker for dyslexia.²⁹  
In this study, they compared cognitive abilities and the size of 
different brain regions in subjects with dyslexia and controls 
without this neurobehavioral disorder. The subjects with dys-
lexia had low cerebellar declive volume and performed worse 
than those with a high cerebellar decline in the phonological 
and lexical tasks assigned. This evidence suggests that various 
subtypes of dyslexia may be characterized by different neu-
rological phenotypes that correlate to varying deficiencies in 
language processing.²⁹ The best performances on the language 
tests were observed in control subjects, who showed a differ-
ent profile of brain size in basal ganglia and right cerebellar 
declive. Overall, the study indicated that the basal ganglia, par-
ticularly the right cerebellar declive, are effective biomarkers 
for classifying individuals with dyslexia. 

In another study, two children with dyslexia and two without 
engaged in a lexical task while undergoing fMRI.³⁰ The results 
indicated that the children with dyslexia displayed greater ac-
tivation during reading tasks in the frontal and occipital cortex 
than typical readers. Other differences in activation between 
children with and without dyslexia were recorded in five brain 
regions: the right inferior parietal lobe, the right middle fron-
tal gyrus, the left frontal precentral gyrus, the left insula, and 
the left fusiform gyrus. However, this study is hindered based 
on the small number of subjects examined, making the results 
less dependable. Yet other studies with larger samples have also 
shown differences in brain activity in similar regions. A study 
that recruited 18 individuals with dyslexia scanned them using 
an fMRI machine before and after they received instruction-
al treatment.³¹ The study examined the inferior frontal gyrus, 
middle frontal gyrus, the occipital region, and cerebellum. The 
results concluded that children with dyslexia had greater func-
tional connectivity from the left inferior frontal gyrus to the 
right inferior frontal gyrus than the children without dyslexia, 
showing another difference in these regions as in the study 
above, increasing the validity of the results.³¹

The use of neurocinematics to identify new biomarkers for 
ADHD was recently tested in an experiment with 51 adults 
with ADHD (no subtypes were specified) and 29 individuals 
without ADHD.²⁴ Patients and controls watched a curated 
film showing a conversation with auditory distractors in the 
background. ADHD-related aberrant brain responses to this 
naturalistic stimulus were identified using ISC on subjects’ 
fMRI data. The ADHD group demonstrated abnormal func-
tioning in the dorsal and ventral attention networks, salience 
network, and sensory areas — namely, patients displayed less 
synchronous activity in these regions when distractors were 
present compared to control subjects.²⁴  By creating a nov-
el experimental design using movies, the authors discovered 
abnormal neural processing during a demanding yet highly 
realistic situation. This anomalous ISC signature also correlat-
ed with behavioral measures of ADHD symptoms specific to 
inattention. This method has been used to detect abnormal 
functioning and signatures of ADHD, which provides further 
evidence of the potential efficacy of this method for diagnos-
ing learning disorders.  

Despite the promising results of this study, it is not clear how 
effective neurocinematics is versus past methods in diagnosing 
ADHD in children, as no direct comparison has been made.²⁴ 
Thus, more neurocinematics studies are needed to determine 
if this method can account for other symptoms associated 
with ADHD, such as skills in sustaining or dividing attention 
and the ability to regulate the level of attention on demand. 
To date, most neuroimaging biomarkers of ADHD focus on 
impulsivity, but there is no promising current biomarker that 
distinguishes between the two ADHD subtypes. Distinguish-
ing between different symptom profiles and ADHD subtypes 
is essential for prescribing treatments for patients.

In addition to traditional EEG and fMRI approaches, neu-
rocinematics may be a good way of distinguishing ADHD 
subtypes based on which parts of the brain respond synchro-
nously to a given set of stimuli. For instance, children with 
hyperactive and non-hyperactive subtypes may react differently 
when viewing films. For example, children with the hyperac-
tive subtype may require short, attention-grabbing films (i.e., 
a cartoon episode versus a nature documentary) to stimulate 
brain activity. This is because hyperactive children may struggle 
to focus on a film long enough to acquire necessary stimu-
lus data, such as readouts from EEG. Alternatively, it may be 
that neurocinematics, in combination with identifying other 
biomarkers, such as genetics, may yield the best detection of 
ADHD. However, the perfect diagnostic tool remains un-
known until ADHD is examined more with neurocinematics.

Section 2: Children with Dyslexia:
Dyslexia is a learning disability characterized by difficul-

ty in reading, word recognition, and spelling.²⁵ In one study, 
it was found that 80% of individuals diagnosed with learn-
ing disabilities have dyslexia.¹⁶ Dyslexia is the most common 
neurobehavioral disorder affecting children.²⁶ While it is con-
sidered more prominent in girls, recent data has demonstrated 
that it occurs equally between both genders.²⁵ Students with 
dyslexia who have decreased capabilities in reading, causing a 
hindrance in academic performance, which leads to self-es-
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The current research on neural biomarkers of dyslexia is 
inconclusive, and neurocinematics may provide a new perspec-
tive helpful for diagnosing this disorder. In particular, it may 
be that more realistic scenarios in which children are read-
ing in the context of achieving a goal, like understanding a 
homework assignment, may be important for understanding 
the aberrant neural processes involved in this disorder. For ex-
ample, patients with dyslexia and typical readers could watch 
a film with a variety of texts, such as an old silent film, or even 
a Khan Academy-style (2021) video teaching on a topic ap-
propriate to their age, such as history or language arts. While 
most neurocinematics studies use fMRI, temporal disruption 
is problematic for dyslexic subjects, meaning EEG might be a 
better technique to use in conjunction with neurocinematics 
than fMRI. 

Section 3: Children with Autism:
Autism is a spectrum disorder meaning that a child with 

this neurobehavioral disorder can experience a wide range of 
symptoms varying from mild to severe. Children with autism 
can have difficulty with communication and social interaction. 
They also tend to exhibit repetitive behavior and have issues 
with adjustment or disturbances to their daily routine. Chil-
dren with autism can also be sensitive to touch, specific smells, 
loud noises, extreme temperatures, and certain colors. Signs of 
autism can be seen as early as 12 months.

However, the criteria for diagnosis have changed sever-
al times over the last couple of decades, including the age of 
diagnosis. The mean age in 1990 was ten years and reduced 
to 5 years by 2002.³³ Also, the diagnostic criteria became 
broader over the years based on the wide range of symptoms 
one can have with autism since it is a spectrum disorder. For 
instance, one study examined 405 individuals between the 
ages of 10 and 53 diagnosed with an autism spectrum dis-
order.³³ Although 100% of the patients were diagnosed with 
autism before their adolescence, based on current criteria for 
diagnosis, only 54.8% would be classified as autistic.³³ For in-
dividuals to be diagnosed with this neurobehavioral disorder 
today, they must display impairments in social interaction and 
communication; restricted repetitive and stereotyped patterns 
of behaviors, interests, and activities; and delayed or abnormal 
functioning before age three years in social interaction, lan-
guage, or symbolic or imaginative play.³³

The severity of autism also varies between individuals. The 
manifestation of symptoms is based on the domain. For in-
stance, adolescents improved more based on the reciprocal 
social interaction domain.³³ There is no cure for autism, but 
there are interventions that can be implemented to help re-
duce or relieve symptoms. For instance, a treatment known as 
applied behavioral analysis (ABA) is an educational behavior-
al intervention identified as an effective treatment to address 
learning deficiencies.³⁴

Multiple factors can contribute to someone developing au-
tism. There has been a current increase in autism cases in the 
United States, Europe, and Japan, a spike reported to stem at 
least partly from increased recognition directly, changed diag-
nostic criteria, and changed public attitudes.³⁵ Most researchers 
believe that the cause of autism is rooted in genetics and family 

factors. There is a concordance of autism in monozygotic twins, 
which is reported to be as high as 70%.³⁵ Currently, genetic 
factors are thought to account for 7-8% of autism cases, and 
this number is more reliable since this statistic is from a study 
in 2021.³⁵ Despite the evidence tying genetic background to 
autism, there is no direct genetic information that thoroughly 
explains certain clinical and epidemiological aspects of autism, 
which raises questions on other potential influences of this 
spectrum disorder. There is also reason to believe that autism 
can be caused by environmental factors such as exposure to 
toxic chemicals, including lead and methylmercury, and other 
prenatally environmental components during embryonic and 
fetal life.³⁵ However, in a case in Sweden of prenatal exposure 
to thalidomide, the percentage of exposed children later diag-
nosed with autism was only 4%. Another potential contributor 
is toxins or reactions to vaccines containing mercury.

Individuals with autism have a high rate of comorbidity with 
intellectual disability, about 45%, and many (between 29 and 
47%) experience regression related to social behavior.³⁶ The rise 
in cases and severity of autism leads to the clinical need for the 
availability of objective biomarkers for use in the prognosis and 
diagnosis of these patients.³⁶ Methods used to identify more 
efficient biomarkers have included neuroimaging, gene testing, 
transcriptomics, proteomics, and metabolomics. Specifical-
ly, fMRI can be used to diagnose children at 6-12 months of 
age when autism behavior is first emerging and has a positive 
predictive value of 81%.³⁶ However, based on previous studies, 
autistic symptoms shown during infancy can begin to dissipate 
over time. Another method used is EEG, demonstrating that 
the most significant differences appear at ages 9 to 12 months. 
Infants were classified with over 80% accuracy into control and 
high risk of autism (HRA) groups at age 9. This study indi-
cates that EEG may increase efficacy in diagnosis early on.³⁷ 
The identification of biomarkers for autism spectrum disorder 
has improved over the years. However, due to the heteroge-
neity of the disease, the utility of these biomarkers still faces 
difficulties and challenges.

Identifying new biomarkers is essential to developing prop-
er therapeutic treatments and interventions for autism, and 
neurocinematics may be a potential method. Because films 
have Spatio-temporal complexity, neurocinematics can allow 
for a deeper understanding of the different brain regions and 
symptoms of autism compared to previous studies examining 
subjects with learning differences doing lexical tasks. Addi-
tionally, films often show complex social relationships amongst 
characters that require the audience to think through social 
interactions and language. Recently, a group of researchers 
created child-friendly cartoon “films” designed to tap into the 
theory of mind (i.e., the ability to think about another per-
son’s thoughts) during neuroimaging.³⁸ Curated media is an 
effective biomarker of autism given its emphasis on cognitive 
processes that go awry in this neurodevelopmental disorder. 
�   Discussion & Conclusion
This review explained three different neurobehavioral dis-

orders (ADHD, dyslexia, and autism spectrum disorder) and 
how traditional biomarkers are used for diagnosis. This argu-
mentative review helps illustrate how neurocinematics—a 
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rising field to help with cognitive neuroscience—can be uti-
lized to identify better biomarkers for learning disorders based 
on the film's spatiotemporal complexity and ability to tap into 
more naturalistic cognitive contexts. This allows for examin-
ing brain functions that may not be present during typical 
tasks utilized in current diagnostic methods like fMRI and 
EEG. A common trend noticed throughout this paper is that 
although these traditional biomarkers have been somewhat 
effective with diagnosis, they contain limitations preventing a 
complete data analysis of one’s neurological functioning, hin-
dering our understanding of the causation of ADHD, dyslexia, 
and autism, and prescribing proper diagnosis and treatment. 
However, neurocinematics also presents limitations. There is a 
lack of clarity in using film to diagnose developmental disor-
ders for early detection. For instance, 18 months or less early 
intervention is deemed critical for ensuring the best outcomes 
in autism. However, this age range may not be the appropriate 
target for neurocinematics that taps into more complex pro-
cesses. Another limitation is that the studies examined in the 
paper discuss small sample sizes, which hinders the ability to 
identify biomarkers and understand the vast heterogeneity of 
these disorders. Although neurocinematics on its own may be 
limited, this field can be more effective in combination with 
other approaches. With the increasing interest in neurocine-
matics, it is now time to apply this method to answer some 
of the most critical questions about how children with neuro-
developmental disorders learn, with the aim of diagnosis and 
treatment. 
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ABSTRACT: Je-ju-jo-rit-dae is a medicinal plant widely used in oriental medicine. However, its high reproductive rate has 
become a problem for the environmental ecosystem in Jeju. The extracts of the je- ju-jo-rit-dae are known for their antioxidant 
and anti-cancer effects. Still, no research has been conducted on significant impact and efficacy as an external skin agent, which 
has yet to be used commercially. This study performed a highly anti-oxidizing analysis by extracting the handle with methanol as 
a non-skin material at Je-ju-jo-rit-dae and identified its anti-inflammatory function and collagen synthesis ability. The HPLC 
analysis of these functional divisions shows Asiatic acid and Asiaticoside among the high levels of flavonoids and triterpenoid. The 
efficiency of Je-ju-jo-rit-dae found in the study is likely a good material for high-functioning skin external agents.  

KEYWORDS: Nutrition and Natural Products; Immunology; Anti-inflammation; Collagen-neogenesis; Sasa-Borealis. 

�   Introduction
Sasa borealis, a bamboo genus plant belonging to the Gram-

inseae, is also called Phyllostachys nigra var. hennis Stapf, 
Phyllostachys bambusoides S. et Z, or Sasa borealis in oriental 
medicine. Among these, Sasa borealis is classified into the spe-
cies of Sasa borealis Hackel Makino, Sasa kurilensis Makino et 
Shibata, and Sasa quelpaertensis Nakai. The leaves used as med-
icine are narrow needle-shaped, 7-15 cm long, 1-2 cm wide, 
sharp at one end, and a leafstalk attached to the other. Overall, 
it is green, and the back is light green and observed from the 
base.¹ Sasa borealis in the plant ecosystem on Jeju Island is not 
welcomed. In the plains with low altitudes, it is not a signifi-
cant threat because the growth rate of the Sasa borealis can be 
relatively controlled. On the other hand, at the high altitude of 
Hallasan Mountain, where there are many natural protected 
species and rare plants, the strong vitality of Sasa borealis grad-
ually dominates the growing area of the native species growing 
in the region is a problem because their numbers are increasing. 
However, the range of use of the naturally existing Sasa borealis 
has not been expanded to a particular industrial area, and thus 
the number of populations has not been controlled.²,³  

Human skin is a multi-layered tissue composed of stratum 
corneum, epidermal, dermal, and basal layers, and the fat and 
muscle layers below it. It is a vital organ that protects the hu-
man body from external stimuli and mediates sensations such as 
touch and pain.⁴ Skin naturally loses its function and structure 
due to aging as well as stress and toxic environmental stimu-
lation, and in this process, inflammation occurs, and collagen 
loss occurs.⁵ It has been shown that Sasa borealis contains poly-
phenols, including flavonoids, isoorientine, tricin, luteolin, etc. 
Whether Sasa borealis can induce skin inflammation relief and 
collagen resynthesis has not been studied.¹,⁶ This study aimed 
to increase the need for ecological control of Je-ju-jo-rit-dae by 
applying external skin preparations for Je-ju- jo-rit-dae and to 

discover new active ingredients that exist in Je-ju-jo-rit-dae by 
sorting the methanol extract of Je-ju-jo-rit-dae and confirm-
ing the stimulating activity of anti-inflammatory and collagen 
synthesis.   
�   Methods
1. Reagents and research substances:
1,1-diphenyl-2-picrylhydrazyl (DPPH), 2,2’-azino-bis 

(3-ethylbenzothiazoline-6-sulfonic acid) diammonium salt 
(ABTS), gallic acid, Folin & Ciocalteu’s phenol reagent, 
sodium carbonate (Na₂CO3), aluminum chloride (AlCl3· 
6H2O), quercetin, quercetin-3-O-rutinoside, myrcetin, 
luteolin, kaempferol, madecassic acid, madecassoside, Asiatic 
acid, Asiaticoside used in this experiment were purchased and 
used from Sigma-Aldrich (St. Louis, MO, USA).	

2. Method and preparation for extracting Sasa borealis:
Sasa borealis used in this experiment was collected from 

September to October 2019 in the area of Hallasan in Jeju 
Island, was washed with purified water, dried at room tem-
perature, cut into 1~2 cm in size, and dried at 40°C for two 
days. The completely dried Sasa borealis was weighed in units 
of 500g with a precision balance, mixed with 3 liters of meth-
anol, and extracted at room temperature. After extraction and 
filtering with Whatman Filter paper, the filtrate was con-
centrated until completely evaporated with a rotary vacuum 
evaporator (N-1200, EYELA, Tokyo, Japan) at 40°C. The 
remaining solid extract was dissolved in distilled water and 
methanol. The same amount of n-hexane, chloroform, ethyl 
acetate, and n-butanol were sequentially solvent fractionated 
to obtain a fraction (Figure 1).  

3. The fixed amount of flavonoids:
The content of total phenolic compounds was measured us-

ing the Folin-Denis method.⁷ After each extract was prepared 
at a concentration of 1 mg/ml, 72 μl of distilled water was 
added to 24 μl of the sample solution, and 24 μl of Folin-ci-
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calteu reagent was added and mixed, followed by incubation 
for 5 minutes. After adding 24 μl of Na₂CO₃ and 56 μl of 
distilled water, the mixture was left in the dark for 1 hour 
and 30 minutes, and the absorbance was measured at 725 nm 
(Perkin Elmer, Victor2 1420 Multilabel counter). Then, the 
amount was converted from a standard curve using Gallic 
acid.	

The total flavonoid content was measured using the Zhish-
en method.⁸ After adding 50 μl of distilled water and 7.5 μl 
of a 5% NaNo₂ solution to 75 μl of the sample solution, the 
mixture was allowed to stand for 5 minutes. Then 15 μl of a 
10% AlCl₃·6H2O aqueous solution was added and reacted for 
6 minutes. After 6 minutes, 50 μ l of 1N- NaOH aqueous 
solution was added and reacted at room temperature for 10 
minutes, and the absorbance was measured at 450 nm. Then, 
the Quercetin was compared with the standard solution, and 
the content was calculated.

Confirmation of antioxidant activity: DPPH and ABTS 
assay :
The method of Wayner nine was modified to measure the 

antioxidant efficacy. In the case of the hydrogen donating ac-
tivities for DPPH, 100 μl of the sample solution and 100 μl 
of the DPPH solution were mixed in a 96-well plate, left to 
stand at room temperature for 30 minutes, and then mea-
sured with a spectrophotometer (Perkin Elmer, Victor2 1420 
Multilabel counter) at 540 nm. After comparison with the 
control group to which the sample was not added, the free 
radical scavenging effect was calculated as follows and ex-
pressed as a percentage (%).	  

In the case of ABTS radical scavenging effect, 2.6 mM 
K₂S₂O₈ was mixed with 7.4 mM ABTS solution and reacted 
in the dark for about 12 hours, and then an ABTS solution 
was adjusted to have an absorbance value of 1.0 ± 0.1 at 734 
nm was used. 285 μl of ABTS solution was mixed with 15 
μl of samples for each concentration and reacted in the dark 
for 30 minutes to measure absorbance at 734 nm. The result-
ing value was expressed as a percentage (%) of the radical 
scavenging effect after comparing the extract-added and 
non-added groups.	

5. Confirmation of in vitro anti-inflammatory effects:
To determine the anti-inflammatory effect of the extract, 

the extracts were distributed and used in RAW264.7 cells 
(ATCC, American Type Culture Collection, USA). For cul-
ture, an RPMI medium containing 10% FBS (fetal bovine 
serum, Gibco, USA) and 1% antibiotics was used. Then, it 
was cultured under conditions of 37°C and 5% CO₂.In the 
case of LPS (Lipopolysaccharide derived from E. coli, Sig-
ma-Aldrich), it was diluted to 200 ng/ml in the medium on 
the second day of cell stabilization and treated. For 6 hours 
after treatment, the activation of cells was observed and cal-
culated based on the degree of adhesion of the cells and the 
formation of dendritic structures.

6. Immunofluorescence measurement of collagen formation: 
 To confirm the collagen formation effect of the extract, 

human fibroblasts were received from ATCC and used. 

Twenty-four hours after the sample treatment, each cell was 
fixed with 4% formalin for 5 minutes at room temperature, 
washed several times with PBS (Phosphate buffered saline), 
and then treated with 0.05% Triton-X100 to permeabilize for 
5 minutes at room temperature. The treated cells were blocked 
in 1% albumin solution for 1 hour, and the primary antibody 
was treated with 1:200 (Collagen I/IV antibody, 9007-34-
5, Sigma-Aldrich) at 4° C for 12 hours. After treatment, 
it was washed several times with PBS, and Alexafluro-488 
conjugated rabbit antibody (cellsignaling, USA) as a second-
ary antibody was treated at room temperature at 1:250 for 
3 hours. Then the nuclei were stained with DAPI (1mg/ml) 
at room temperature for 5 minutes. The treated sample was 
observed with confocal laser microscopy (LSM800, Zeiss, 
Germany), and quantitative analysis was performed with 
ZEN blue software.

7. HPLC analysis:
For analysis, the extracts were centrifuged, and the super-

natant was filtered through a 0.45 μm filter and used as a 
sample solution. Then, 15 μl was injected into the HPLC for 
analysis. Agilent 1200 series (Agilent Technologies, Santa 
Clara, CA, USA) was used as the HPLC analyzer, and the 
column was Phenomenex Gemini NX C18 (4.6×150 mm, 
three μm), and the temperature was 30°C. Agilent DAD 
was used as the detector, and the wavelength was set to 254 
nm. The flow rate was 0.6 ml/min, and 15 μl was set as an 
injection volume. The moving bed was 0.5% aqueous formic 
acid solution (A) and acetonitrile (B), 5% B-3 min, 10% B-8 
min, 10% B-12 min, 15% B 15 min, 15% B-20 min, 40% 
B-27 min, 40% B-32 min, 65% B-39 min, 65% B-43 min, 
30% B-48 min, 10%-B 50 min were analyzed under gradient 
conditions. As external standards, quercein-3-O-rutinoside, 
kaempferol-3-O-glucoside, myricetin, luteolin, kaempferol, 
Madecassoside, Madecassic acid, Asiatic acid, and Asiati-
coside were used. The qualitative and quantification of each 
standard were compared with the original standard's reten-
tion time. The result of the content of each fraction and the 
fraction using silica column chromatography was obtained 
from the calibration curve.

8. Statistical analysis:
All experiments were repeated at least three times and 

expressed as mean and standard deviation (S.D). Statisti-
cal analysis was done using ANOVA (one-way analysis of 
variance) and Student's t-test, which was determined to be 
significant when p<0.05. 

Figure 1: Design and progress of the experiment. 
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4. Fraction of EA fraction and measurement of antioxidant 
Activity of Fraction:

Five fractions were obtained using Silica gel column chro-
matography (CHCl3: Methanol = 100:0 to 0:100 gradient) 
for further separation of the EA fraction, showing consistent 
antioxidant activity among the fractions of the extract of Sasa 
borealis (Figure 3A).

The antioxidant activity of each fraction was high in F3 and 
F4 in the DPPH method (Figure 3B) and F3, F4, and F5 in 
the ABTS method (Figure 3C). 

5. Confirmation of the differentiation inhibitory ability of 
fractional extract against LPS-stimulated macrophages:

Activating macrophage cell line RAW264.7 cells by 
treatment with Lipopolysaccharide (LPS), a cell membrane 
component of the infectious agent, is a frequently used method 
for measuring anti-inflammatory activity.¹² To identify 
the active ingredient in the EA fraction, it was determined 
whether the activation of macrophages occurred in cells 
treated with or without LPS after treating the RAW264.7 cell 
line with LPS. As shown in Figure 4A, in the group treated 
with the same amount of DMSO as the vehicle without any 
fraction treatment, the cells reacted to LPS and dendritic 
differentiation. Still, in the group treated with the fraction at 
a low concentration (5% v/v), the number of activated cells 
drops sharply. In particular, when fractions were treated at a 
high concentration (20% v/v), macrophage activity decreased 
to a level similar to that of the negative control (Figure 4B). 

6 Confirmation of the collagen new synthesis promoting effect 
of the fractional extract on fibroblasts:

Polyphenols and flavonoids may cause the anti-inflammato-
ry effect of the fraction. Still, it is well known that Triterpenoid, 
a representative, effective polysaccharide present in plants, also 
has excellent anti-inflammatory effects and the effect of 

�   Results
1. Extraction and extraction yield of Broad-leaved Bamboo:
500 g of dried leaves of Sasa borealis were pulverized, im-

mersed in 3 liters (L) of methanol solvent for 24 hours at 
room temperature, filtered, and reduced pressure to obtain an 
extracted solid in an average yield of 21.30% (S.D = 7.24, N = 
5). After stirring and dissolving the extract in a mixture of dis-
tilled water and methanol (9:1 v/v), the fractions are kept for 
3 hours in 4 solvents with different polarities: n-hexane (Hx), 
CHCl3 (Cf ), Ethyl acetate (EA) and n-BuOH (Bu), and then 
extracted, filtered, and reduced pressure to obtain a solid as 
shown in Table 1. Among the fractions, the yields of EA and 
Bu fractions were the highest. 

 2 Measurement of flavonoid content in total extract of Sasa 
borealis:

According to a study by Nam et al., it was found that phe-
nolic compounds were present in the extract of Sasa borealis, 
but an accurate analysis of the content was not performed.¹⁰ 
Therefore, the amount of total phenolic compounds (TPC) 
and the number of total flavonoids (TFC) were compared and 
analyzed in the extracts and extracted fractions used in this 
study. In the case of  TFC, it was generally about 220 mg/g 
(SD = 45.35) as a result of quantification by the Folin-Ci-
ocalteu method using Quercetin as a reference substance. In 
contrast, in the case of TPC, it showed the highest impact, 
374.30 mg/g (SD = 7.1) in the EA fraction (SD = 7.1).

3 Measurement of Antioxidant Activity of Total Extract of 
Sasa borealis:

DPPH and ABTS assays were performed to evaluate an-
tioxidant activity. DPPH turns purple depending on the 
presence of antioxidant activity and is chemically stabilized, 
water-soluble, and is mainly used to detect antioxidants and 
aromatic amine substances. ABTS radical scavenging effect 
method developed based on the fact that antioxidants inhibit 
the absorbance of ABTS cationic radicals in plasma can be 
compared with Trolox, a positive control. It can be expressed 
by measuring the level at which the turquoise color gradually 
disappears since it has the opposite color development tenden-
cy as DPPH.			 

In the case of the antioxidant activity of the extract of Sasa 
borealis, as a result of comparing vitamin C (Ascorbic acid; 
AA) as positive control by the DPPH method, it was con-
firmed that the total extract (MeOH), EA, and Bu fractions 
had relatively high antioxidant activity (Figure 2A). Similarly, 
compared with the positive control Trolox in the ABTS meth-
od, overall higher antioxidant activity was detected compared 
to the DPPH method, and relatively high antioxidant activity 
was also confirmed in EA and Bu fractions (Figure 2B).

Table 1: Total extract and TPC, TFC result.

Figure 2: Antioxidant Activity of total extracts and fractions (A) DPPH 
assay result (B) ABTS assay result

Figure 3: Ethyl acetate Fraction (A) Result of Silica gel chromatography 
(B) DPPH assay result for each fraction (C) ABTS assay result for each 
fraction 
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promoting collagen synthesis.¹³,¹⁴ To confirm this, the frac-
tions were treated by concentration in human fibroblast cells 
and then quantified by immunofluorescence compared to the 
positive control vitamin C (AA) (Figure 5A). As a result, it 
was confirmed that in cells treated with AA around the cell's 
nucleus labeled (blue fluorescence), high levels of collagen 
were expressed (green fluorescence) in the entire cytoplasm 
and even in cells treated with a low concentration (5% v/v) 
fraction, a slightly increased level of collagen was observed 
compared to the negative control group. Surprisingly, it was 
found that higher levels of collagen were synthesized in cells 
treated with the fraction at a high concentration (20% v/v) 
than in the positive control group, indicating that the fraction 
had a higher content of components that induce collagen syn-
thesis (Figure 5B).

7. Isolation of active ingredients from fractional extract: Trit-
erpenoids and Flavonoids:

To separate the previously identified polyphenols, flavo-
noids, and components having anti-inflammatory and collagen 
synthesis promoting effects, the corresponding fractions were 
analyzed using HPLC. The chromatogram of the standard 
components detected in the standard solution and sample ex-
tracts of each sample is shown in Figure 6. The calibration level 
of each element in the standard solution was checked to estab-
lish the analysis method of each standard component. During 
the precision (%), the yield for QC, RE, and CV of LLOQ 
were less than 20%, and LQC, MQC, and HQC were less 
than 10%.

As a result of the analysis, the contents of Kaempfetol-3-glu-
coside and quercetin-3-rutinoside as flavonoids were high, 44 
ug/ml and 27 ug/ml, respectively (Figure 6A), and as a Triter-
penoid, the contents of Asiatic acid and Asiaticoside among 
the reference substances were high, 637 ng/ml and 213 ng/ml 
respectively (Figure 6B). 

�   Discussion
Broad-leaved Bamboo has been recognized for its efficacy 

in the past. It has been used as a medicinal material in oriental 
medicine but has not received attention for its pharmacolog-
ical use due to its wide growing area and high fertility.¹⁵ In 
particular, the extract of Sasa borealis has been studied not only 
for metabolic diseases such as diabetes and high blood pressure 
but also for its anticancer effect.¹,¹⁰,¹⁶

This study aimed to expand the scope of industrial use of 
Broad-leaved Bamboo, confirm whether Broad-leaved Bam-
boo is effective in human skin health, and isolate and identify 
active ingredients that cause the efficacy.

First, this study focused on non-aqueous active ingredients 
by extracting them with methanol. Previous studies have found 
that antioxidants of polyphenols can be identified by hot water 
extraction. In particular, to be used in skin health products that 
mainly use the emulsion properties of water, oils, and fats, it 
is also essential to confirm a non-aqueous active ingredient. 
As a result of the experiment, TPC and TFC, like hot water 
extraction, were also found in fractions of different solvents 
for the total methanol extract. It was found that extraction 
of phenolic compounds higher than hot water extraction was 
possible in the entire content portion.¹ 

Ethyl acetate is a solvent mainly used to remove caffeine 
from tea and coffee, and the content of the active ingredient 
in the extract of Sasa borealis was the highest.¹⁷ The fraction 
by Silica gel chromatography showed high antioxidant activ-
ity and anti-inflammatory and collagen synthesis promoting 
effects, confirming the possibility as an active ingredient for 
external skin preparations. 

Polyphenols and flavonoid compounds, known mainly as ac-
tive ingredients of Sasa borealis, have high antioxidant activity 
but relatively low anti-inflammatory effects. In particular, little 
is known about the impact of promoting collagen synthesis 
on fibroblasts.¹⁸ This study confirmed high levels of anti-in-
flammatory and collagen synthesis in certain fractions of 
Ethyl acetate from Sasa borealis. It established the hypothesis 
that these effects were not simply due to the high polyphe-
nol content. Triterpenoid is a compound commonly known to 
promote collagen synthesis among many plant-derived active 
ingredients. In particular, Madecassic acid, Madecassoside, 
Asiatic acid, and Asiaticoside have excellent efficacy enough 
to be used in pharmaceuticals.¹⁹ Therefore, it has the possi-
bility that the high collagen synthesis induction ability of Sasa 
borealis may be caused by these Triterpenoids. As a result of 

Figure 4: Determination of the anti-inflammatory activity of ethyl acetate 
activity (A) Optical microscope showing the degree of macrophage activation 
(B) Quantitative analysis result of activation energy 

Figure 5: Measurement of ethyl acetate fraction’s ability to induce collagen 
synthesis (A) Immunofluorescence Image of collagen1, Blue: Nucleus, Green: 
Collagen (B) Quantitative analysis result for expression level 	  

Figure 6: HPLC analysis of Polyphenol, Flavonoid, and Triterpenoid in 
Ethyl Acetate Fraction (A) HPLC analysis results for flavonoids and 
polyphenols (B) HPLC analysis results for representative 
triterpenoids 	  
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HPLC analysis of the EA fraction, it was confirmed that 
the content of Madecassic acid or Madecassoside is low in the 
extract of Sasa borealis. Still, the content of Asiaticoside or Asi-
atic acid is high.

This study expanded the industrial applicability of Broad-
leaved Bamboo by studying the content of previously unknown 
active ingredients and new functions of anti-inflammatory 
and collagen synthesis-inducing ability through fractional ex-
traction from the native Broad-leaved Bamboo of Hallasan 
Mountain. However, in this study, since only Sasa borealis har-
vested from Hallasan Mountain around September 2019 were 
used, additional studies are needed to determine whether Sasa 
borealis harvested in different regions of Jeju or at other times 
have the same content or distribution of active ingredients.

In summary, this study aimed to expand the scope of indus-
trial use of Sasa borealis through the development of natural 
vegetable raw materials that have anti-inflammatory and colla-
gen synthesis induction ability necessary for skin inflammation 
or wrinkle improvement, confirmed the antioxidant efficacy 
of Sasa borealis through methanol extraction and fraction ex-
traction, the anti-inflammatory efficacy and collagen synthesis 
induction ability in the Ethyl acetate fraction with high anti-
oxidant activity to identify new functions of Sasa borealis, and 
not only investigated the new function of Sasa borealis but also 
reported the previously unknown contents of Asiatic acid and 
Asiaticoside as well as the high content of formerly known 
phenols in the fraction. As a result, the methanol extract of 
Sasa borealis appears to have high antioxidant, anti-inflamma-
tory, and collagen synthesis ability due to its active ingredients. 
Thus it is highly likely to be used as an essential material for 
functional skin external preparations.  
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ABSTRACT: The COVID-19 pandemic has created a global emergency that calls for a better understanding of our immune 
defenses against SARS-CoV-2. The gut microbiome plays a vital role in regulating host immunity. Emerging evidence has 
suggested a possible association of the irregular gut microbiome with COVID-19. However, the heterogeneity among the results 
of these studies requires thorough statistical analysis. This study examines the relationship between gut microbiome composition 
and COVID-19 through a systematic review of published research and statistical analysis. Three databases, including PubMed, 
Web of Science, and Embase, were searched for articles that reported measures of gut bacterial composition in COVID-19 
patients. Eleven publications containing appropriate information were selected and analyzed for alpha diversity, beta diversity, and 
relative abundance indexes. The results of this study suggest that COVID-19 patients are associated with abnormal microbiome 
composition, as reflected by a statistically significant decrease in microbial diversity compared to healthy individuals. In addition, 
COVID-19 patients exhibited notably decreased health-promoting bacteria. The result of this study indicates that the gut 
microbiome can be used as a biomarker in monitoring COVID-19 disease progress and recovery. These findings suggest restoring 
the immunomodulatory bacteria may serve as a promising novel adjuvant therapy for COVID-19.   

KEYWORDS: Microbiology; Applied Microbiology; COVID-19; Gut Microbiome; Bacterial Diversity. 

�   Introduction
COVID-19, caused by SARS-CoV-2, has rapidly spread 

worldwide, resulting in over 500 million infections and 6 mil-
lion deaths globally since December 2019.¹ It is a respiratory 
illness with a spectrum of clinical implications, and the symp-
toms can range from mild fever and cough to severe pneumonia 
and multiple organ failures. Infection by SARS-CoV-2 induc-
es an immune response to eradicate the virus. Still, plenty of 
evidence has suggested that an aberrant immune response is 
responsible for severe illness and damage to the lung and other 
organs. It is also common that long-term implications on the 
body remain after the patients have recovered from the acute 
phase of the disease.²,³ The severity of this disease has elicit-
ed the development of multiple COVID-19 therapies, most 
of which are focused on virus clearance, such as neutralizing 
monoclonal antibodies and small molecule drugs targeting 
the viral protease or RNA polymerase. However, due to the 
long-lasting effects of SARS-CoV-2 infection on the human 
body even after viral removal, it is necessary to develop novel 
therapy that allows patients to recover from the severe damag-
es caused by COVID-19 entirely. The gut microbiome is the 
collection of many microorganisms living in symbiosis with 
hosts that contribute to human health. The gut microbiome 
is involved in the host nutrient metabolism, drug metabolism, 
protection from pathogens, and maintenance of structural in-
tegrity of the intestinal mucosal barrier. Studies in recent years 
have shown that the gut microbiome also plays an essential role 
in regulating the host immune system. Maintaining a healthy 
gut microbiome and the imbalance of the microbiome are im-
plicated in metabolic diseases, autoimmune and inflammatory 
diseases, neurodegenerative disorders, and cardiovascular ill-

ness.⁴,⁵ The goal of this study was to systematically review the 
emerging evidence on the association between gut microbiome 
alterations and COVID-19, highlighting the potential of using 
gut microbiome composition as a biomarker for monitoring 
disease progression and treatment effectiveness and its promise 
as a potential new adjuvant therapy for COVID-19.  
�   Methods
A systematic review of the original clinical articles was con-

ducted to evaluate  the human gut microbiome in COVID-19. 
The "preferred reporting items for systematic review and me-
ta-analysis" (PRISMA) reporting guidelines were followed.⁶ 
PubMed, Embase, and Web of Science were searched to 
identify articles with original data published before Febru-
ary 1, 2022. Search terms or keywords include: “COVID-19,” 
“COVID-19,” SARS-CoV-2 Infection,” “Gastrointestinal Mi-
crobiome,” and “Gut Microbiome.”	

Selection Criteria:
The PRISMA guidance stipulates that the literature re-

trieval of systematic review and meta-analysis shall comply 
with PICOS:

P(Population): Patients with COVID-19
I(Intervention): SARS-CoV-2 infection
C(Comparison): Healthy controls without COVID-19
O(Outcomes): Aberrant gut microbiota composition
S(Study): Observational study
Data Extraction:
Publications details, including several patients and meth-

odological information, were extracted. The community-level 
measures of gut microbiota composition (using alpha and beta 
diversity indexes) and taxonomic findings at the phylum and 
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species levels (using relative abundance indexes) were then 
determined. Alpha diversity provides an overview of micro-
bial communities in individual samples. It can be compared 
across groups to assess the samples' richness (number of spe-
cies) and uniformity (representation of each species). Beta 
diversity is a measure of diversity among individuals (between 
samples). It evaluates the similarity between the community 
and control samples analyzed.⁷,⁸ For the relative abundance 
of microbial groups, qualitative synthesis was conducted.
�   Results
1235 original studies in PubMed, Embase and Web of 

Science databases were obtained. 11 original studies were 
included according to the inclusion criteria. The literature 
screening flowchart is shown in Figure 1.

Characteristics of Included Studies:
Of the 11 studies included, seven were from China, and 

the remaining four were from the United States, Italy, India, 
and the United Arab Emirates. A total of 436 patients with 
COVID-19 infection and 336 healthy people were included 
in the analysis. The detailed characteristics of the included 
studies are shown in Table 1.

Alpha Diversity:
Six of the eight studies that reported the Shannon index 

provided available data and were included in the analysis 
(230 patients and 182 controls). Although there is hetero-
geneity between the studies(I2=89%), the pooled estimate 
demonstrated a significant difference between groups (Stan-
dard Mean Difference (SMD) = −0.81; 95% CI, −1.56 to 
-0.06; p=0.03) (Figure 2). Compared with healthy people, 
COVID-19 patients had significantly lowered intestinal flora 
diversity.

Beta Diversity:
10 of the 11 studies performed the difference test based on 

principal component analysis. The results of the beta diversi-
ty analysis are summarized in Table 2. These studies showed 

that the composition of intestinal flora after infection with 
COVID-19 was significantly different from that of healthy 
people.

Relative Abundance:
All studies assessed the relative abundance of gut microbes, 

and 10 of 11 studies identified significant differences between 
patients and controls at phylum or genus levels. The differ-
ences between COVID-19 patients and healthy controls in 
microbial taxa spanned 14 phyla and 37 genera. 

Because the microbial taxa in the human intestine are very 
complex, and the microbial taxa studied in the 11 included 
articles are quite different, I chose to compare the typical flora 
in the top 7 phylum and top 7 genera. The phylum Bacte-
roidetes, Firmicutes, Fusobacteria, Proteobacteria, Actinobacteria, 
Tenericutes, and Verrucomicrobia account for more than 95% 
of the healthy human gut microbes,²⁰ and the genera Bac-
teroides, bifidobacterium, eubacterium, clostridium, peptococcus, 
peptostreptococcus, and ruminococcus are predominant in human 
gut microbes,²¹-²³ so the differences between the two groups 
in those categories were summarized. 

The differences between healthy control and COVID-19 
groups are shown in Figure 3.

Figure 1: Screening flowchart. 

Table 1: Summary of included studies. 

Figure 2: Compared with healthy controls, forest plots of Alpha Diversity 
richness estimators in the gut microbiota of patients with COVID-19. 

Table 2: Methodology and findings of the included studies assessing beta 
diversity for comparing the COVID-19 and healthy control groups.
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To my knowledge, this is the first research to assess gut 
microbiota perturbations in COVID-19 patients through a 
systematic and comprehensive search and statistical analysis. 
As the gut microbiome is severely perturbed in COVID-19 
patients, it can be used as a biomarker in monitoring patients’ 
disease progress and recovery. Additionally, restoring the 
gut microbiome can be used as an adjuvant therapy to treat 
COVID-19 patients. COVID-19 can involve sequelae and a 
broad range of medical complications that last months after 
the initial recovery. Coincidently, the perturbation of the gut 
microbiome in COVID-19 patients can also last months 
after recovery. Since the gut microbiome plays a vital role in 
many host functions, including metabolism, strengthening 
gut integrity, and regulating host immunity, restoring the 
gut microbiome by supplementing patients with beneficial 
microorganisms may serve as a promising novel adjuvant 
therapy during the disease phase and post-acute phase to 
counteract long-lasting complications of COVID-19. 
�   Conclusion
I performed a systematic and comprehensive search of pub-

lished studies in this study and analyzed 11 selected studies 
for gut microbiome alpha diversity, beta diversity, and relative 
abundance indexes. The results suggest that COVID-19 pa-
tients are associated with aberrant microbiome composition, as 
reflected by a statistically significant decrease in microbial diver-
sity compared to healthy individuals. In addition, COVID-19 
patients exhibited decreased health-promoting bacteria, espe-
cially Bifidobacterium, which is abundant in healthy individuals. 
This study indicates that the gut microbiome can serve as a 
biomarker to monitor the disease progression and treatment 
effectiveness; that is, full recovery of a healthy microbiome is a 
valid indicator for the recovery of the patients. These findings 
also suggest that restoring the health-promoting bacteria may 
serve as a promising novel adjuvant therapy for COVID-19. 
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ABSTRACT: Acetylsalicylic acid (aspirin) is a popular over-the-counter medication possessing anti-inflammatory and 
antipyretic properties. Given the large amount of aspirin manufactured annually worldwide, any modification of the manufacturing 
process that could increase its yield or purity would have industrial implications. In this study, we prepared aspirin through the 
esterification of salicylic acid with acetyl anhydride in the presence of phosphoric acid over a duration of 20 min while varying the 
temperature from 50 to 80 °C at 10 °C intervals. We observed increases in the percentage purity and yield of 1.25- and 1.28-fold, 
respectively, upon increasing the temperature from 50 to 80 °C at intervals. Linear relationships existed in the yield and purity of 
the synthetic aspirin, with both increasing upon increasing reaction temperature. 

KEYWORDS: Acetylsalicylic acid; esterification; yield; spectrophotometry; thin layer chromatography. 

�   Introduction
Salicylic acid has been used since ancient times, with the 

Sumerians and Egyptians describing the application of willow 
leaves containing it, for joint pain. In 1828, Johann Buchner at 
the University of Munich purified salicin from willow leaves. 
Still, it was not until Felix Hoffman from Bayer synthesized 
acetylsalicylic acid (aspirin) for the first time that it became a 
staple in medicine cupboards in every home.¹

Salicylic acid is a weak acid isolated initially from the bark 
of the willow tree. Its structure features a hydroxyl (OH) group 
in an ortho position with respect to a carboxylic acid functional 
group on a benzene ring (Figure 1).² 

Approximately 40,000 metric tons of aspirin are produced 
annually worldwide; as such, determining the optimal reaction 
temperature—to give the highest yield and purity—would 
dramatically affect industrial efficiency. The e-factor for the 
equilibrium reaction would also be significantly lower. Yield is 
the ratio of the actual number of moles of the product to the 
theoretical number of moles expected; purity is characterized 
by the mass of the desired chemical relative to the total mass 
of the product.

In this study, we explored the efficiency of the method used 
by pharmaceutical firms to synthesize aspirin: the acetylation of 
salicylic acid with acetic anhydride under reflux. Using an acid 
catalyst for this acetylation provides the reaction with a low-
er activation energy.³ A concentrated acid is preferred because 
the water present in a dilute acid would also react with acetic 
anhydride to form acetic acid. This study aimed to evaluate the 
effect of the temperature of the reaction mixture (50, 60, 70, or 
80 °C) on the yield and purity of the aspirin produced.

Reaction 1 is the primary reaction employed in this study for 
the synthesis of aspirin.

Salicylic acid undergoes acetylation in the presence of acetic 
anhydride and a strong acid catalyst. Salicylic acid can, however, 
also react with acetic acid to form aspirin in an equilibrium 
reaction. As displayed above, acetic acid is a product of Reaction 
1 and can, therefore, react with any unreacted salicylic acid to 
form aspirin, as shown in Reaction 2.

�   Methods
In this experiment, the controlled variables included the time 

under reflux during the synthesis, the quantity of salicylic acid 
used, and the concentration of the acid catalyst (phosphoric 
acid). The independent variable was the temperature of the 
reaction mixture (50, 60, 70, or 80 °C), modified by changing 
the temperature of the water bath. The water bath was 
controlled such that if the water temperature fell below the 
set temperature, then the heating system would switch on to 
keep the actual temperature of the water close to the set value. 
The temperature was measured using a digital thermometer 
with an error of 0.5°C. The dependent variables were the purity 
and yield of the aspirin product. The purity of each aspirin 
sample was measured using a UV–V is spectrophotometer 
(Ultraviolet-Visible Imaging Spectroscope) and a calibration 
curve.⁴,⁵ The percentage purity by mass was calculated from 
the mass of salicylic acid present (i.e., the major impurity) and 
the total mass of the product.⁶ Thin layer chromatography 
(TLC) was used to check the purity of the aspirin. Since 
different compounds have different polarities, TLC can be 
used to identify the compounds present in a mixture because 
each component would have different affinities toward the 
stationary (silica gel) and mobile (solvent) phases.⁷ For this Figure 1: Synthesis of acetylsalicylic acid.
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carboxylic acid and phenol/ester functional groups render sal-
icylic acid and aspirin as relatively polar.	

Procedure
Synthesis of aspirin :
Salicylic acid (2.000 g) was placed in a round-bottom flask 

equipped with a condenser (Figure 2). Cool tap water was 
passed through the condenser to prevent fumes of acetic 
anhydride and acetic acid from escaping and being inhaled 
during the reaction. A water bath was prepared at 50 °C. The 
round-bottom flask was heated in the water bath to a tem-
perature of 50 °C over a period of 10 min. Using a graduated 
pipette, concentrated phosphoric acid (1 mL) and acetic an-
hydride (5 mL) were added to the flask. The amounts of acetic 
anhydride and phosphoric acid were measured in a fume 
hood. The mixture was left to react for 20 min.²,³ Distilled 
water (2 mL) was added to the mixture to stop the reaction 
through hydrolysis of the acetic anhydride. The flask was 
removed from the water bath. Distilled water (10 mL) was 
added slowly at the 21-min mark to decrease the solubility of 
the aspirin in the solvent mixture, inducing it to crystallize. 
The mixture was submerged in an ice bath for 5 min, allow-
ing the aspirin to crystallize further (its solubility decreases at 
lower temperatures). Although the addition of water would 
have caused some of the aspirin to hydrolyze, the extent of 
hydrolysis was minimized by the low temperature of the ice 
bath. 	  

During the cooling period, a Büchner filter funnel was 
set up using filter paper and some distilled water; prior to 
filtration, the filter paper was weighed to the third decimal 
place. The reaction mixture was then passed through the fun-
nel with vacuum suction and the solids were left to dry for 
20 min under constant vacuum pressure. The dryness of the 
sample was confirmed by treating a small amount of the mix-
ture with cobalt(II) chloride, which would have turned pink 
in the presence of water. The aspirin sample was weighed, 
with the weight of the filter paper subtracted from the total 
weight. This whole process was repeated by applying the oth-
er water bath temperatures (60, 70, and 80 °C). Each run was 
replicated three times to improve the precision of the data 
collected.	

Spectrophotometry:
A solution of 1% ferric chloride was prepared. Iron(III) 

chloride hexahydrate (5.000 g) was added to a 500-mL vol-
umetric flask. 1 M Hydrochloric acid (20 mL) was added to 
the flask, followed by distilled water up to the 500 mL mark. 
This 1% ferric solution was used for the spectrophotometric 
analysis.

A calibration curve was established relating the concen-
tration of the tetraaquosalicylatroiron(III) complex to its 
absorbance. Salicylic acid (0.200 g) was measured, with its 
mass recorded to the third decimal place. Ethanol (10 mL) 
was added to the powder, and then the solution was trans-
ferred to a 250-mL volumetric flask. Distilled water was 
added up to the 250 mL mark. A portion (20 mL) of the 
solution was transferred to a 100-mL volumetric flask. The 
1% ferric chloride solution was added to the flask up to the 
100 mL mark. Four different solutions were prepared to con-
struct the calibration curve, using 2, 4, 6, and 8 mL of the 
complex solution and 8, 6, 4, and 2 mL of water. A spec-
trophotometer was used to determine the absorbance of the 
various solutions; the calibration curve was plotted, with ab-
sorbance on the y-axis and concentration on the x-axis.

To determine the concentration of salicylic acid in a sample 
of crude aspirin, the sample (0.200 g) was weighed and dis-
solved in ethanol (10 mL). The solution was transferred to a 
250-mL volumetric flask, and distilled water was added up to 
the mark. The solution (20 mL) was transferred to a 100-mL 
volumetric flask, and then the 1% ferric chloride solution was 
added up to the mark. A cuvette was filled with the sample, 
and the absorbance was measured at 530 nm.

Measurements of the concentration of salicylic acid were 
used to calculate the aspirin concentration. Because the com-
bined number of moles of unreacted and reacted salicylic acid 
was equal to the initial number of moles present, the number 
of moles of acetylsalicylic acid could be measured by subtract-
ing the number of moles of unreacted salicylic acid from its 
initial number of moles.

Thin layer chromatography:
All of the following steps were performed in a fume hood. 

Three test tubes, A, B, and C, were set up on a rack. Pure 
salicylic acid, pure aspirin, and lab-synthesized aspirin (ap-
proximately one-third of a spatula) were added to test tubes 
A, B, and C, respectively. The aspirin sample was prepared 
by crushing a single tablet of store-bought aspirin (Cardiprin 
100). A mixture of dichloromethane (DCM) and ethanol was 
prepared at a ratio of 1:1, using a 10-mL pipette. A portion 
of the mixture (5 mL) was measured in a measuring cylinder 
and added to each test tube. A TLC plate was marked with a 
horizontal starting line, drawn using a pencil (pen ink would 
have interfered with the results), featuring three equally dis-
tanced starting points labeled A (aspirin), PS (pure salicylic 
acid), and SA (synthesized aspirin). Using capillary tubes, the 
solutions from test tubes A, B, and C were drawn up and 
placed on the respective labeled marks on the TLC plate. The 
spots were left to dry. The last two steps were repeated five 
times to ensure that sufficient quantities of the solutes were 
present on the TLC plate. Ethanol was poured into the chro

Figure 2: Experimental setup for the synthesis of aspirin. 
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Table 2 lists the spectrophotometric data obtained for all of 
the samples of synthetic aspirin. Table 3 lists the corresponding 
TLC data. Table 4 provides the calculated yields and purities 
of the aspirin samples synthesized in this study.

 

matography chamber to a height of at least 1 cm below the 
starting line of the TLC plate.

A lid was placed over the chamber to saturate the cham-
ber with ethanol vapor, thereby preventing the rate of ethanol 
evaporation from significantly exceeding the rate of ethanol 
condensation on the TLC plate. If the evaporation rate were 
significantly higher than the condensation rate, the values of 
Rf obtained would be lower than those expected. The TLC 
plate allowed the mobile phase to move the analytes without 
hindrance. The TLC plate was developed for 1 hr.; the solvent 
level was marked with a pencil line, and then the TLC plate 
was left to dry for another 1 hr. The plate was placed under 
a short-wavelength UV lamp, and the locations of the spots 
of pure salicylic acid, aspirin, and lab-synthesized aspirin were 
identified. The distance between the starting and final points 
was recorded for each spot, as was the distance between the 
starting line and the final solvent level.
�   Results
Figure 2 displays the experimental setup. Figure 3 reveals 

that the gradient of the calibration curve was 1140±90. The 
plotted data and its line of best fit had a correlation coefficient 
of 0.973, suggesting a strong positive linear fit. The spectro-
photometer was calibrated to measure an absorbance of 0 μM 
for a solution of iron(II) chloride with no salicylic acid present. 
The line of best fit must pass through the origin because the 
absorbance is directly proportional to the concentration (Ta-
bles 1 and 2; Figures 2, 3,4).

Figure 3: UV–Vis spectra were recorded to construct the calibration curve 
for salicylic acid solutions.

Figure 4: Calibration curve plotting the average absorbance of three runs 
with respect to the concentration of salicylic acid. 

Table 1: Absorbance data was recorded to construct the calibration curve for 
aspirin solutions. 

Table 2: Spectrophotometric data for the samples of synthetic aspirin. 

Table 3: TLC data for the products of aspirin syntheses performed at 
various temperatures. 
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�   Discussion

Figure 5 reveals that the temperature of the reaction mixture 
had a strong, positive, and linear correlation with respect to 
both purity and yield. The yield and purity of the aspirin de-
pended on the rate of the reaction. The three factors affecting 
the rate of reaction in this exploration were the temperature, 
the concentration of the reactants, and the concentration of 
the catalyst. To understand these processed data, it was neces-
sary to examine the roles of all three factors.

The relationship between the temperature and both the 
yield and purity can be explained by considering the Maxwell–
Boltzmann curve and collision theory, as displayed in Figure 
6. The two curves represent the distributions of the speeds of 
molecules in a sample at two different temperatures, T1 and T2, 
where EA signifies the activation energy (the minimum ener-
gy required to have successful collisions). The curve T2 has a 
greater number of molecules with sufficient energy to undergo 
successful collisions per unit time, as indicated by the larger 
area under the curve. In other words, reactants in a solution 
of higher temperature will undergo collisions at a greater fre-
quency.

By considering the enthalpies of formation, we can deter-
mine whether a reaction is endothermic or exothermic.⁹

Table 4: Procedures used to calculate the yields and purities of the synthetic 
aspirin samples. 

Table 5: Purities and yields of aspirin samples synthesized at various 
temperatures. 

Figure 5: Percentage purity and yield of the aspirin produced, plotted with 
respect to the reaction temperature.

Figure 6: Maxwell–Boltzmann curve (temperature).8
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Using the values above, the reaction enthalpies for reaction 
1 and reaction 2 are -32.4 kJ mol-¹ and 25.8 kJ mol-¹. Reac-
tion 1 is exothermic, and the forward reaction of reaction 2 is 
endothermic. Reaction 1 is exothermic; therefore, more energy 
is released in the form of heat as Reaction 1 continues. This 
release will heat the mixture to a greater degree. The forward 
reaction for the equilibrium reaction is endothermic. Using Le 
Chatelier’s principle, an increase in temperature should shift 
the equilibrium in Reaction 2 to the right, producing more as-
pirin.¹⁰,¹¹

As Reaction 1 occurs, the concentrations of acetic anhydride 
and salicylic acid decrease, while the concentration of acetic 
acid increases. Upon increasing the concentration of the reac-
tant acetic anhydride, in the equilibrium reaction, the rate of 
the forward reaction would increase because of the frequency 
of collisions. Because the amount of product from the equilib-
rium reaction (water) was extremely low (in addition to using 
95% phosphoric acid as the catalyst), the backward reaction 
was extremely slow.

Catalysis is the final factor to consider as affecting the reac-
tion rate. Both reactions were catalyzed by H+ ions. Because 
H+ ions take part in the rate-determining step, the reaction was 
on the first order with respect to the acid catalyst.¹² Therefore, 
as more acetic anhydride was consumed to produce acetic acid 
and aspirin, the rates of both reactions increased because the 
concentration of H+ ions had increased. A catalyst allows a re-
action to follow an alternative pathway with a lower activation 
energy, as shown in Figure 7. Therefore, a greater number of 
successful collisions would occur because more particles would 
have energy greater than the new, lower activation energy. As 
a result, considering all of these concepts, increasing the tem-
perature would cause the reaction to reach closer to completion 
with less salicylic acid left unreacted, leading to a higher per-
centage yield and purity, respectively.

Limitations:
When using the water bath to control the temperature of the 

reaction, the temperature might not have remained constant 
throughout the whole 20 min of the experiment. Minor fluc-

tuations in temperature might have been a source of error. The 
aspirin samples could not be left out for long periods of time 
because they would hydrolyze naturally in response to moisture 
in the air. Similarly, the acetic acid could react with moisture in 
the air, potentially making it less pure as the study progressed.

Because of time constraints, only three replicates were per-
formed. A greater number of replicates would have increased 
the reliability of the data produced. Furthermore, acetic an-
hydride is very reactive, and its concentration might have 
decreased during this study due to contact with moisture in the 
air. When drying the aspirin samples, a Büchner filter was used 
instead of an oven because the heat would have increased the 
rate of hydrolysis. Nevertheless, because of Singapore’s hot and 
humid climate, some of the aspirin would have been hydro-
lyzed in the Büchner filter, leading to some systematic errors.

TLC helped increase the reliability of the data and the 
method of calculating the yield and purity because it revealed 
that there were no UV-active impurities present, other than 
salicylic acid, in the aspirin samples. Nevertheless, it is possible 
that some UV-inactive impurities were present, but they were 
not fluorescent under short-wavelength UV light and, there-
fore, were not detectable.

Extension:
Heterogeneous solid acid catalysts can be sustainable alter-

natives to liquid acid catalysts in industrial processes. Solid 
catalysts are easier to remove, resulting in less wasted resources. 
Nevertheless, diffusion is limited for a liquid solvent reaction 
when a porous acid solvent is used. Additional studies could 
be performed using solid acid catalysts to determine whether 
more efficient catalysts might be available for the acetylation 
of salicylic acid. 
�   Conclusion
A higher temperature resulted in aspirin being obtained in 

greater yield and purity. A linear relationship existed between 
both the yield and purity of the aspirin synthesized when vary-
ing the reaction temperature between 50 °Cand 80 °C.
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ABSTRACT: By reviewing what is known and describing future research directions, this paper explores the qualities that 
make a planet habitable and the environment it may create. We consider two planetary systems — TRAPPIST-1 and Kepler-62 
— and develop a metric to rank the likelihood of habitability on their respective planets. Our guideline for habitability includes 
the capability of sustaining liquid water, reasonable environmental conditions, and the presence of molecules known to sustain 
life. Previous research has determined specific values and rankings within each system for planet density, obliquity, effective 
temperature (Teff) of the planet, equilibrium temperature (Teq) of the planet, and semimajor axes (among others) that increase the 
likelihood of habitability. After compiling these system properties from the literature, we rank the planets in each system based on 
their expected probability of habitability. The two systems are compared to demonstrate how different environments might affect 
habitability. The rankings, system comparisons, and other information lead us to conclude that Kepler-62 f and TRAPPIST-1 
e are likely the most habitable planet in each system. We compare these planets to each other and individually to Earth. We 
conclude by placing these findings into the broader context of exoplanet discovery and discussing future constraints on planetary 
habitability. 

KEYWORDS: Physics and Astronomy, Astronomy, Planetary Systems, Exoplanets, Habitability, Kepler-62, TRAPPIST-1. 

�   Introduction
Currently, there are over 5,000 known exoplanets, and more 

continue to be discovered.¹ In a grander sense, little is known 
about them; however, this does not mean the absence of infor-
mation entirely. While we cannot physically go to these planets, 
we can collect critical data through various methods and com-
pile them to form conclusions about individual systems and/or 
planets. These planets can be broadly categorized as falling into 
one of four categories: high-mass gas giants, sub-Neptunes, su-
per-Earths, and terrestrial planets.² They are all located in a 
relatively small region of the Milky Way that surrounds Earth.¹ 
Being hundreds or thousands of light years away, there are two 
main ways of finding exoplanets: transit and radial velocity.³ 
The transit method uses the light a planet blocks as it goes 
in front of its star to detect an exoplanet. The radial velocity 
method observes a slight change in the color of a star when it 
wobbles slightly due to an exoplanet hinting toward an orbit-
ing planet. Collectively, the transit and radial velocity methods 
(along with other complementary measurements) are used to 
deduce the key properties of planetary systems.

This paper explores how various properties of a planet and 
its system come together to produce a unique environment. 
Through the data available, we study individual parameters and 
their implications for habitability, focusing on one parameter at 
a time for simplicity before considering each planet’s properties 
as a whole. Our primary comparison point is the Earth, the 
only planet on which life has been confirmed to date. In other 
words, we use the life we know of as a baseline to identify the 
possibility of life elsewhere. 

Habitability is not clearly defined by one decisive set of 
qualities, as we base it solely on life as we know it on Earth and 
do not know of the other forms in which it might manifest. 

This paper considers a planet most likely to be habitable if 
it has a solid surface, is capable of hosting liquid water, has 
no sign of abnormal climate conditions, and has a protective 
atmosphere.³ Evidence related to these requirements can be 
collected through measurements of a variety of qualities such as 
planet density, semimajor axis, formation history, obliquity, etc., 
that have a cumulative impact on the planet. We acknowledge 
that some shortcomings are inherent to this definition of 
habitability, discussed later in this work, along with possible 
pathways to more robustly evaluate our candidates’ likelihood 
of habitability. 

This work demonstrates that Kepler-62 f and TRAPPIST-1 
e are the most likely habitable planets in their respective 
systems. We first discuss the reasoning behind choosing the 
Kepler-62 and TRAPPIST-1 systems to focus on. We then 
define each of the parameters used to rank the planets. After 
providing a ranking, we analyze the results and determine each 
system's most likely habitable planet. Then, we compare (1) 
the properties of the two systems, (2) the most likely habitable 
planets to each other, and (3) each potentially habitable planet 
with Earth. 

Lastly, we outline our conclusions' broader implications for 
habitability and discuss future research.
�   Materials and Methods
How systems were selected:
As a general guideline, certain qualities were considered 

when looking for systems to study. We favored systems with 
at least 4-5 rocky planets, at least 1-2 planets in the habitable 
zone (area in the system in which liquid water can exist), and 
relatively well-characterized properties from existing data/
research. We differentiate between the optimistic and
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conservative habitable zone when possible and use these 
characterizations to aid in considering habitability.⁹ Most 
quantitative data on planet properties were taken from the 
NASA Exoplanet Archive. We ultimately selected two prom-
ising systems, outlined below. 

Overview of TRAPPIST-1:

TRAPPIST-1 was selected due to its extensive set of 
promising terrestrial planets, which have cooler than our Sun, 
at 0.1192 R⦿ and 2566K.5 Figure 1 contains a scaled de-
piction of TRAPPIST-1 and our Sun; evidently, our sun is 
much larger, and TRAPPIST-1 is more comparable in size 
to Jupiter. While this difference from the Sun might make 
TRAPPIST-1 initially seem, unlike the solar system, all 
seven planets orbit much closer to TRAPPIST-1, at a dis-
tance of 0.0619 au at most.⁵ This places a total of 2 planets 
in the optimistic, conservative, and/or tidal habitable zones 
(TRAPPIST-1 d & e) and another in the optimistic and tidal 
habitable zones. The system is predicted to be slightly young-
er (TRAPPIST-1 f ).⁶ The inner six planets are also believed 
to be rocky based on planet density.⁷ Figure 1 demonstrates 
that the TRAPPIST-1 planets are all near the size of the 
planets in our inner solar system.  In a more general sense, 
the system’s parameters (other than star size and temperature) 
are similar to or near Earth's. These include planet density— 
that is, the system consists of a large number of small, rocky 
planets— and the expected temperature of the planets. The 
combination of promising qualities (parameters that are 
promising for studying habitability) and a system relatively 
similar to our own solar system distinguished TRAPPIST-1 
from other planetary systems. As mentioned before, the 
TRAPPIST-1 system has extensive research on it in the form 
of data, analysis, and predictions. As a well-studied system 
with desired qualities, TRAPPIST-1 was ideal for the rank-
ing and analysis conducted within this paper. 

Overview of Kepler-62:
Similarly, Kepler-62 possesses qualities that make it opti-

mal to study for potential habitability. Kepler-62 is smaller 
and cooler than our sun at 0.73 R⦿ and 4842K.⁸ The sys-
tem has five planets, each orbiting at 0.05-0.718 au.⁸ Figure 2 
shows a scaled comparison of all five planets to the planets in 
our own inner solar system. One of the planets is in the opti-
mistic habitable zone (Kepler-62 e), while a second is in the 
conservative habitable zone (Kepler-62 f ).⁹ While the other 
planets within this system have high temperatures, Kepler-62 
e & f are more temperate. These two planets provide a chance 
for more in-depth study and have potential in terms of hab-
itability. Overall, the Kepler-62 system is well-studied, with 
rare constraints on planetary obliquities and potential atmo-
spheric properties. Overall, the qualities of the Kepler-62 
system make it optimal for this paper.

Parameters used in rankings:
It is vital to understand the reason behind each category 

used to rank and evaluate these planets, along with the impact 
they can have on habitability. The categories used are equi-
librium temperature (Teq) of the planet, orbital semimajor 
axis (which we use as a proxy for the distance from the host 
star), planet density, and obliquity. Unless otherwise stated, 
rankings for each category were made in direct comparison 
with Earth, and a higher ranking denoted greater similarity 
with Earth’s properties. The motivation behind our inclusion 
of each of these properties is as follows:
● Teq: As per the definition of habitability used in this pa-

per, Teq is essential to knowing whether liquid water can exist 
on the planet. If the planet cannot sustain liquid water, it will 
likely be unable to maintain or create an environment full of 
life. Water, a versatile and key molecule for different cellular 
reactions, is needed to enable cell growth and the existence of 
life on Earth more broadly.
● Semimajor axis: The distance of a planet from its star 

is directly related to its temperature. Previously determined 
habitable zones for each system were compared with the 
semimajor axis of each planet, measured in astronomical units 

Figure 1: Visualization of the size of TRAPPIST-1’s planets and host star 
alongside our Sun, the inner solar system, Jupiter, and its moons. European 
Southern Observatory. (2017). Comparison of the sizes of the Trappist-1 
planets with Solar System bodies. European Southern Observatory. 
Retrieved July 1, 2022, from https://www.eso.org/public/images/eso1706d/. 

Figure 2: Size comparison of individual Kepler-62 planets to our solar 
system’s planets. NASA Ames/JPL-Caltech. (2013). Kepler-62 and the Solar 
System. NASA. NASA. Retrieved July 1, 2022, from https://www.nasa.gov/
content/kepler-62-and-the-solar-system. 

	 ijhighschoolresearch.org



	 30	DOI: 10.36838/v5i1.6

Discussion of rankings: 
Kepler-62:
Rankings listed in Table 1 suggest that Kepler-62 f and 

Kepler-62 e are most likely habitable since they are the two 
highest ranked for all individual parameters. In all parame-
ters, Kepler-62 f is ranked above Kepler-62 e, aside from the 
Teq(K). Kepler-62 f has a Teq of 208 K, which is lower than 
the 255 K of Earth and 270 K of Kepler-62 e.⁸ Kepler-62 e & 
f are predicted to have less evolving obliquity (degree of tilt) 
through time relative to the other planets in the Kepler-62 
system.¹⁰ 

However, Kepler-62 e is predicted to have reached pseu-
do-synchronization, where the frequency of the planet's spin 
and orbital velocity at its closest approach (“periastron”) are 
very close or the same.¹¹ This would mean that the planet only 
shows one face to its host star for the majority of the time. This 
would cut off an entire half of the planet from sunlight and 
create a hostile environment for the side facing away. The side 
facing the sun would be extremely warm, while the side facing 
away would be extremely cold. 

Kepler-62 e is also predicted to have a slower rotation period 
in comparison to Kepler-62 f.¹² This may have contributed to 
an unusual and varying environment across the planet, with no 
longitudinal circulation. Kepler-62 f has an obliquity close to 
Earth’s, along with a more rapid rotation period (20-40 hours) 
based on model predictions.¹² This may produce similar wind 
patterns to those on Earth due to a similar heating pattern for 
Kepler-62 f. By these criteria, we conclude that Kepler-62 f is 
the most likely habitable planet in the Kepler-62 system.

TRAPPIST-1:
Rankings for the TRAPPIST system in Table 2 show that 

TRAPPIST-1 e and TRAPPIST-1 f are the most similar 
to Earth in terms of Teq and semimajor axis rankings based 
on model predictions.¹³ We also know that the outer planets 
(beyond TRAPPIST-1 d) have lower ion escape rates (<10²⁷s 
−¹) that would have helped them to retain their atmospheres 
if the planets formed further out and migrated closer to the 
TRAPPIST-1 star as the system evolved.¹⁴ So, TRAPPIST-1 
e, f, g, & h are most likely to have retained their atmospheres. 
TRAPPIST-1 b and c are likely completely dry due to X-ray 
and UV irradiation. At the same time, TRAPPIST-1 d is 
predicted to be hot and dry, with minimal water in limited 
regions.¹⁵ On the other end of the scale, TRAPPIST-1 g 
and h are too cold (Teq is too low) to be likely habitable. The 
estimated masses of the planets indicate that the six inner 
planets are probably rocky.⁷ 

Furthermore, we use tidal parameters to examine a planet’s 
properties further. The tidal parameter describes how resilient 
a planet is to distortion by tidal interactions. For instance, 
the Earth experiences a change in rotation rate due to our 
moon’s tidal tug.¹³ Any gravitational force exerted on a planet 
often plays some role in determining its climate and rotation, 
an effect that the tidal parameter measures. Simulations 
show that when Q’, the tidal parameter, is equal to 100, 
TRAPPIST-1 e & f are in the conservative habitable zone. 
However, when Q’=103, TRAPPIST-1 e was the only planet 
in the conservative habitable zone.¹³ 

(au; distance from the Sun to the Earth). If a planet was not 
in the conservative or optimistic habitable zone, it was deter-
mined that it could not support liquid water. 
● Planet density: Planet density, derived from planetary 

radius (Rp) and mass (Mp), determines the planet's gravita-
tional pull. A planet's density is directly related to its expected 
ability to retain an atmosphere, and it is crucial to character-
ize whether a planet is rocky or gaseous. Because it is assumed 
that a rocky planet is best for habitability, density and its im-
plications were considered during the analysis, as stated in 
referenced papers.
● Obliquity: Data on obliquity (degree of tilt to a planet) 

was used as another way to predict environmental condi-
tions. The obliquity of the Earth is known to partially drive 
the long-term climate variations of the planet, producing 
different seasons in the northern and southern hemispheres. 
An obliquity close to 0° or one that is unusually high can 
cause adverse wind patterns and highly varying temperatures 
throughout a planet of interest.
�   Results and Discussion
The results of our rankings are provided in Table 1 (Ke-

pler-62) and Table 2 (TRAPPIST-1), together with all 
properties used in this study for reference. Rankings are pro-
vided from top to bottom (top: most similar to Earth; bottom: 
least similar to Earth). 
Table 1: Overview of Kepler- 62 properties, in order of most favorable for 
each parameter. Teq and semimajor axis, planet radius, and mass (radius 
and mass values were used to calculate planet density) were obtained from 
https://exoplanetarchive.ipac.caltech.edu/overview/Kepler- 62. Obliquity 
rankings were obtained from https://doi.org/10.1017/s1743921415007832.   

Table 2: Overview of TRAPPIST-1 properties, in order of most favorable 
for each parameter. We exclude obliquity from our parameter list in this table 
because this parameter has not been measured for the TRAPPIST-1 planets. 
Teq, semimajor axis, and planet density were obtained from 
https://exoplanetarchive.ipac.caltech.edu/overview/TRAPPIST-1. Semimajor 
axis rankings were decided with predictions made in https://doi.org/10.1093/
mnras/stx2980.  
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Considering the tidal parameter, Teq, predicted atmospheres, 
and likely formation history, we determine that TRAPPIST-1  
e is the most likely habitable planet in the system. 

Comparison between systems:
To further examine the most likely habitable planets from 

each system, we will compare the systems as a whole and their 
host stars. The findings from these comparisons will be con-
sidered when comparing the most likely habitable planets 
themselves. This comparison broadens our understanding of 
each system and, most likely habitable planet. 

Host star comparison:
The two host stars must also be compared to understand 

their influence on their companion planets. TRAPPIST-1 has 
an effective temperature of 2566 K, a stellar mass of 0.0898 
M⦿, and a stellar radius of 0.1192 R⦿.⁵ Kepler-62, at 4842 
K, has a stellar mass of 0.79 M⦿, and a stellar radius of 0.73 
R⦿.⁸ For reference, our sun has an effective temperature of 
5778 K. These parameters classify Kepler-62 as a K-type main 
sequence star and TRAPPIST-1 as an M-type main sequence 
star. While the two host stars and our sun are different, both 
of their most likely habitable planets lie within their respective 
liquid-water habitable zones. Furthermore, our analysis focus-
es on the incident thermal radiation that reaches the planet 
rather than just the planet’s distance from the host star. There-
fore, the size and temperature differences in host stars do not 
strongly affect our analysis beyond what has already been in-
cluded in this study. 

Non-thermal radiation from the host star:
The TRAPPIST-1 planets do, however, receive intense 

X-ray and extreme ultraviolet (EUV) radiation from the star. 
An analysis of this radiation demonstrates that the inner three 
planets would receive tens to thousands of times more radi-
ation than present-day Earth.¹⁵ As a result, TRAPPIST-1 b 
and c are predicted to be completely dry from radiation, while 
TRAPPIST-1 d, e, and f each have a chance of retaining some 
of their initial water.¹⁵ Kepler-62 does not emit analogous 
high-energy radiation in problematic amounts.

Atmospheric properties:
TRAPPIST-1 has an age of ~3-8 Gyr, while Kepler-62 has 

an age of 7 Gyr.⁷,⁹ This has implications for each system's for-
mation history and atmosphere (discussed in the next section). 
The Kepler-62 planets are expected to have varying obliqui-
ties, yet none are considerably higher than Earth’s. This allows 
us to predict that the planet’s wind patterns and temperatures 
are not extreme. The obliquities of the TRAPPIST-1 planets 
are not yet well-constrained. TRAPPIST-1 b and c have been 
observed to have clouds and/or hazes; however, it is unknown 
what they are composed of.¹⁶

Expected formation mechanism:
The formation history of TRAPPIST-1 has been partic-

ularly well-studied. The TRAPPIST-1 planets likely formed 
further from the star, then migrated inwards to their current 
orbits.¹³ More specifically, simulations revealed that the inner 
two planets must have migrated separately from the others to 
allow the present-day system to exist.¹³ The formation history 
of Kepler-62 has not yet been well-constrained. 

Comparison of the most likely habitable planet from each 

system:
We concluded from the data we have that the planets pre-

dicted to be most similar to Earth in each system are Kepler-62 
f and TRAPPIST-1 e. 

Similarities between planets:
Kepler-62 f and TRAPPIST-1 e have some similarities, 

despite being from different solar systems. Both are in their 
systems’ conservative habitable zones and are the only planets 
in their respective systems within this zone. They are predicted 
to most likely have atmospheres capable of maintaining agree-
able temperatures and weather. Lastly, the planets have similar 
eccentricities. Kepler-62 f is consistent with an e=0, circular 
orbit for 267 days.¹⁷ TRAPPIST-1 e has an eccentricity of 
<0.085.⁷ Since these eccentricities are close to zero and close 
to each other, both planets likely experience minimal net heat-
ing variations over their orbits.

Differences between planets:
Kepler-62 f and TRAPPIST-1 e do, however, differ in their 

temperatures and sizes. Kepler-62 f is 208 K, while TRAP-
PIST-1 e is 251.3 K. TRAPPIST-1 e is also slightly smaller 
than Kepler-62 f at 0.92 R🜨, while Kepler-62 f is 1.41 R🜨.¹⁷

Kepler-62 f comparison with earth:
In comparison with Earth, Kepler-62 f has a cooler tem-

perature at 208 K, while Earth has an equilibrium temperature 
of 255 K. The planet also has an obliquity close to Earth’s, 
meaning it will experience seasonal effects.¹² Its predicted rap-
id rotation period (20-40 hrs.) means stronger wind patterns.¹² 
This is a positive sign for its habitability, confirming that the 
planet may have Earth-like weather. 

TRAPPIST-1 e comparison with earth:
TRAPPIST-1 e is very close to Earth in temperature, at 

251K compared to Earth’s 255K. It has a planet density of 
0.80±0.76 ρEarth7. While not an exact match, these parameters 
are all similar to Earth’s. Models predict that TRAPPIST-1 
e has been able to retain an atmosphere throughout time.¹⁴ 
This is due to the low ion escape rate that prevents a loss of 
atmosphere. While TRAPPIST-1 e and Earth are similar in 
that they have atmospheres, the details of TRAPPIST-1 e’s at-
mosphere are unknown and may not be comparable to Earth’s.  
�   Conclusions
Broader implications for habitability:
The Kepler-62 and TRAPPIST-1 planets are among the 

most promising for habitability compared to the 5,000+ con-
firmed exoplanets discovered. However, the scope is much 
larger than this. These confirmed exoplanets are relatively 
close to Earth and large enough to be detected by our technol-
ogy. Even with various methods being used to find exoplanets, 
some limitations render us incapable of finding smaller, more 
distant planets. To summarize, the planets studied in this pa-
per are the ones that are the most realistic ones known today to 
do further study on and are most likely habitable in compari-
son to other exoplanets that have been found.
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It is essential to keep in mind that, thus far, very few exoplan-
ets have resembled any of the planets in our solar system, as 
Figure 3 displays. Figure 3 shows that the currently confirmed 
exoplanets are not similar to the inner solar system in terms 
of orbital period and planet mass. In fact, Figure 3 shows that 
not one exoplanet is plotted near Mercury, Venus, Earth, Mars, 
Uranus, or Neptune, and very few are plotted near Saturn and 
Jupiter. Despite having discovered more than 5,000 exoplanets, 
we can infer that we are not yet capable of discovering planets 
precisely like our inner solar system’s and that there is more 
work to do in the field of exoplanet discovery.¹ It is essential to 
keep this in mind as a disclaimer when considering the find-
ings and conclusions discussed in this paper. 

Moreover, it is not feasible to consider a direct mission to any 
of these planets, as they are all light-years away. The TRAP-
PIST-1 system, which is about 40 light years from Earth¹⁸, can 
be characterized in much greater detail with JWST and oth-
er upcoming space missions. However, the Kepler-62 system 
is relatively dim and is located about 1,200 light-years from 
Earth, making it substantially more challenging to characterize 
in comparison with the TRAPPIST-1 system.¹⁹ 

Specific molecules and biosignatures would help in verifying 
the habitability of a planet. 

PH3, or phosphine, is produced only by anaerobic organ-
isms on Earth (ex., bacteria, and microbes) and is thought to 
be difficult to form in the absence of life.²⁰ CH4, or methane, is 
produced by anaerobic organisms as a waste product.²⁰ CH3Cl, 
or methyl chloride, is a gas whose primary sources are oceanic 
algae, tropical/subtropical plants, certain aquatic and terrestri-
al planets, and the decay of organic matter.²⁰ The presence of 
these biosignatures, along with others, would provide convinc-
ing evidence pointing to some form of life or organism living 
on the planet. On the other hand, properties (beyond those 
mentioned in this paper) that make a planet highly inhabitable 
would also be useful to rule out the potential for habitability.

Final Takeaways:
This paper analyzes the available data to conclude that 

TRAPPIST-1 e and Kepler-62 f are the most likely habit-
able planets within their respective systems. Our findings are 
reached through an individual study of the planets of each 
system, comparisons with Earth, and an analysis of the envi-

ronment within which each planet resides. We discuss how our 
findings fit into the demographics of exoplanets found thus 
far; the limitations of currently confirmed exoplanets; plans of 
characterization and observation for the TRAPPIST-1 sys-
tem; and possible biosignatures that would be of use in future 
research. 
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ABSTRACT: More than 5.25 million people worldwide are diagnosed with colorectal cancer (CRC), representing 10% of the 
global cancer incidence and 9.4% of all cancer-caused deaths. It is common to find genetic and epigenetic alterations in CRC, 
which are the driving force of tumorigenesis. Therefore, discovering a novel genetic alteration in colorectal cancer can support 
early diagnosis and finding novel targets for cancer treatment. However, genetic alterations found in colorectal cancer are not 
fully elucidated. A meta-analysis of colorectal cancer genomics data sets was performed using 12 different studies provided by 
cBioPortal to identify the novel genetic alteration in colorectal cancer patients. Through cBioPortal analysis, it was hypothesized 
that chromosome 17q21 amplification is associated with tumor progression. Patient survival analysis was performed through 
cBioPortal analysis. Also, nine genes located in 17q21 were further analyzed with GeneMania, a web-based program that predicts 
the function of gene sets. Using cBioPortal analysis, it was discovered that chromosome 17q21 amplification was enriched in 
deceased patients. Furthermore, through patient survival analysis, amplification of each of the nine genes located in chromosome 
17q21 was significantly associated with decreased patient survival rate. Hence, using GeneMania analysis, it was discovered that 
the gene network of the nine genes was significantly associated with DNA integrity checkpoint function. Through this study, 
chromosome 17q21 amplification, which may alter the part of DNA integrity in cancer cells, can be used as a biomarker that 
predicts poor patient survival. 

KEYWORDS: Human genetics; Colorectal cancer; Patient survival rate; Chromosome 17; DNA integrity checkpoint. 

�   Introduction
Colorectal cancer (CRC) mostly begins as a polyp, a non-

cancerous growth that develops in the colon's inner lining.¹ 
Polyps are classified as either adenomatous or serrated.² Simi-
lar to adenomas, serrated polyps, traditional serrated adenomas, 
and large hyperplastic polyps are associated with an increased 
risk for CRC.³ Because sessile serrated polyps (SSPs) are diffi-
cult to detect during colonoscopy as they are usually flat, these 
features make them the precursors for a large proportion of 
cancers.⁴

Gene mutation found in colorectal cancer affects overall pa-
tient survival.⁵ For example, approximately half of all colorectal 
cancers show TP53, otherwise known as P53, gene mutations, 
with higher frequencies observed in the distal colon and rectal 
tumors.⁶ The role of the TP53 gene is to regulate the cell cycle 
and apoptosis. Specifically, the P53 protein induces G1 cell-cy-
cle arrest and controls the repairing of the DNA before the cell 
goes into DNA replication.⁷ If the DNA repair is unsuccessful, 
P53 causes cell death. TP53 mutation occurs at the time of 
transition from adenoma to cancer. Several studies attempt-
ed to explain the significance of TP53 mutation in colorectal 
cancer, with conflicting results. A study concluded that the sur-
vival rate for P53 positive patients was far greater than that for 
P53 negative patients. However, overexpression of P53 in stage 
three CRC carried a better overall survival in CRC patients.⁸

Gene deletion in colorectal cancer also affects colorectal 
patients’ survival. In chromosome 18, loss of heterozygosity 

(LOH) in the region of 18q21 is often seen in advanced col-
orectal cancer. LOH is defined as the loss of one allele at a 
specific locus.¹⁰ Often, the remaining allele is affected by a de-
letion mutation or a loss of chromosome from a chromosome 
pair. Some studies found an inverse relationship between CRC 
patient survival and 18q LOH. A previous study evaluated the 
effect of 18q LOH on 532 non-MSI-high, stage I-IV CRC 
tumors; in patients with non-MSI-high CRC, 18q LOH were 
not significantly associated with a difference in survival.¹¹

The cBio Cancer Genomics Portal (cBioPortal) contains 
numerous multidimensional cancer genomics data sets.¹² 
The cBioPortal minimizes the tasks needed to collect data by 
summarizing complex genomic data from large-scale cancer 
genomics projects.¹³ Through cBioPortal, it is possible to 
better understand biology and clinical applications.

GeneMania provides hypotheses about gene function 
by showing a list of genes and categorizing genes based on 
their functions.¹⁴ After receiving comprehensive gene lists, 
GeneMania groups the genes based on their function, followed 
by genomics and proteomics data. GeneMania determines 
whether the functional genomic dataset follows its predictive 
value during this process. GeneMania also predicts gene 
function. Using a single gene, GeneMania searches for several 
genes with the same function based on its interactions with 
other genes.¹⁴ Overall, GeneMania allows researchers to 
analyze genes more efficiently and intuitively.
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After analyzing colorectal cancer genomics data sets 
consisting of 12 different studies via cBioPortal, novel genetic 
alterations were found in colorectal cancer patients. Using the 
given data, it was hypothesized that 17q21 amplification is 
highly associated with tumor progression, affecting the patient 
survival rate. In addition, using GeneMania, nine genes located 
in 17q21 that play a role in the function of gene sets were 
further identified.
�   Methods
Analyzing genomic alteration on colorectal patients’ genomic 

data using cBioPortal:
Through cBioPortal, 4341 colorectal patients (4488 

samples) were analyzed to find a novel genetic alteration as-
sociated with patients’ survival. After the patient samples were 
divided into two groups: living group (n= 1275) and deceased 
group (n= 273), amplified genes enriched in the deceased 
group were found. The gene location, percentage of alteration 
in each group, log-ratio between living and deceased group, 
p-value, and q-value was analyzed using cBioPortal. The log-
rank statistical test was used to calculate the p-value. 

Gene network analysis using the GeneMania program:
Gene network analysis was performed with eleven genes 

found in the cBioPortal (GJD3, CCR7, TOP2A, CDC6, IG-
FBP4, WIPF2, KRT222, SMARCE1, RARA). GeneMania 
predicts the function of listed genes and their genetic net-
work, including co-expression, physical interaction, shared 
domains, and biological pathways. GeneMania analyzes the 
gene lists and prioritizes the genes for functional assays. It 
finds functionally similar genes within the genomics and 
proteomics data that have been previously published. Since 
hundreds of millions of interactions had been collected by 
the database from GEO, BioGRID, IRefIndex, and I2D, the 
interaction databases were used to predict the gene function.

Patient survival analysis using cBioPortal:
cBioPortal for cancer genomics provides visualization anal-

ysis of overall patient survival status. The overall survival of 
patient groups between the gene amplified group (TOP2A 
and CDC6) and the non-amplified group was analyzed. 
Kaplan-Mier analysis and log-rank test were performed to 
calculate the p-value. The median survival month in each 
group was also investigated. 
�   Results and Discussion

Gene amplification is when there is an increase in the copy 
number of DNA present in a specific region of the chromo-
some or an increase in the RNA and protein made from that 

gene. Cancer cells often produce multiple copies of genes, and 
some of the amplified genes can cause cancer cells to grow 
faster or become resistant to anticancer drugs. 4341 colorectal 
patients (4488 samples) were analyzed to find a novel genet-
ic alteration associated with patients’ survival through the 
cBioPortal database. First, the patient samples were divided 
into two groups: living group (n = 1275) and deceased group 
(n = 273). It was found that chromosome position 17q21.2 
amplification is enriched in the decreased patient group (Ta-
ble 1). In total, nine amplified genes are located in 17q21.2: 
GJD3, CCR7, TOP2A, CDC6, IGFBP4, WIPF2, KRT222, 
SMARCE1, and RARA. Overall, it was found that the novel 
amplification of nine genes in colorectal cancer patient sam-
ples enriched in decreased patient groups.

Previous studies showed that 17q21 amplification was 
detected in gastric cancer and breast cancers.¹⁵,¹⁶ The com-
parative analysis of DNA copy number and microarray in 
gastric cancer shows that the 17q12-q21 region is amplified 
and many genes in this region are overexpressed. A breast 
cancer study indicated that HER2/NEU amplification (both 
positioned on 17q21) is responsible for the development of 
Trastuzumab, one of the first immunotherapeutic drugs for 
the successful treatment of breast cancers.¹⁷ In conclusion, 
the amplification in region 17q21 not only caused colorectal 
cancer but also gastric cancer and breast cancer. This shows 
how 17q21 plays a critical role in cancer progression.

GeneMANIA analysis was performed to find a novel func-
tion of nine amplified genes on colorectal cancer progression. 
It was found that DNA integrity checkpoint, negative reg-
ulation of epithelial cell proliferation, hormone receptor 
binding, and mitotic cell cycle checkpoint were determined 
to be the most significant functions of the nine amplified 
genes (p-value= 3.33e-1) (Table 2). Since the maintenance 
of genomic integrity is important in normal cell growth and 
development, gene alteration on DNA integrity checkpoints 
is found in many cancer cells. In addition, DNA integrity 
checkpoints provide cells with time to repair damaged DNA, 
but cancer-initiating cells have lost DNA repair or cell-cycle 
checkpoints. In conclusion, four genes among nine amplified 
genes were significantly associated with the function of the 
DNA integrity checkpoint meaning alteration in this func-

Table 1: The amplified genes located on 17q21.2 enriched in the deceased 
colorectal cancer patient’s group.   

Table 2: The result of functional prediction of nine amplified genes with 
extended genes that are functionally similar using GeneMANIA.    
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CDC6 non-amplified patients (72.47 months). In conclusion, 
it was speculated that since TOP2A and CDC6 are associat-
ed with the function of DNA integrity checkpoint, the lower 
survival rate in amplified groups may have abnormal DNA 
structure with severe DNA damage. 

Conclusions
To reiterate the findings shown in Figure 2, two genetic al-

terations TOP2 and CDC6 both significantly decreased the 
patient survival rate. Using the given information, when ana-
lyzing genomics for colorectal cancer patients in the future, it 
is possible to more accurately diagnose and predict the surviv-
al rate of the patients. Furthermore, it was found that 17q21 
amplification affected DNA integrity checkpoints the most. 
With a better understanding of the impact of amplified genes, 
ways to recover the affected DNA integrity checkpoint can be 
found, possibly supporting the development of a novel treat-
ment for colorectal cancer. Lastly, a considerably large sample 
size of 4448 patients was analyzed. Therefore, the results from 
this study provide a more accurate interpretation of the impact 
of 17q21 amplification, further reducing the margin of error 
when treating colorectal patients in general.

However, the study is limited in the methods used, as only 
data analysis was performed. The media used to perform me-
ta-analysis has the potential for publication bias, skewed data, 
and difficulties in combining studies that may have differenc-
es in population, interventions, etc. Furthermore, the study is 
limited in scope, as only gene copy alterations, disregarding 
other genetic alterations, such as mutation and fusion genes, 
were focused on.  Therefore, cancer cell experiments to not 
only validate the real implications of 17q21 amplification 
on cancer cell development can be performed but it is also 
possible to find potential treatments for colorectal cancer. In 
addition, cBioPortal can be used to further analyze other ge-
netic variations which could have played a significant role in 
tumor progression.
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ABSTRACT: Alzheimer's Disease (AD) is a neurological disease that degenerates memories and cognitive abilities. A key 
factor of the disease that is still being studied is microRNA (miRNA), a non-coding strand of RNA that regulates gene expression. 
Particularly, miRNA-132 is known to play a significant role in AD. Past research has shown that miRNA-132 functions as a 
negative regulator and slows down the progression of the disease in the later stages. Through this study, four genes were identified 
to be associated with the regulating G1/S transition: RB1, EP300, PTEN, and CDKN1A. These four genes were known to inhibit 
the G1/S transition. However, the result was contrary to our expectations because if the microRNA-132 activates G1/S transition 
in neurons by silencing these four genes, the neurofibrillary tangles and amyloid plaques may be formed, inducing apoptosis in 
neurons. We transfected miRNA-132 on A172 (human brain cell) to confirm this result. The miRNA-132 transfection cells 
showed decreased cell proliferation and increased cell death. This result indicates that microRNA-132 may advance the progression 
of AD in the early stages. 

KEYWORDS: Alzheimer, Brain, Gene Network Analysis, G1/S transition, micro-RNA. 

�   Introduction
Alzheimer’s disease is one of the most common neurodegen-

erative diseases worldwide.¹ It is a neurodegenerative disease 
that worsens the functions of neurons and destroys the connec-
tions between its networks. The disease most commonly harms 
the neurons that are part of the brain associated with memory, 
such as the hippocampus and entorhinal cortex.² This disease 
causes symptoms including memory loss, abrupt changes in per-
sonality and emotions, and cognitive impairments.³ Although 
drugs were created to reduce their symptoms; an effective cure 
has not been developed yet due to a lack of funding.⁴ 

miRNA is a single strand of non-coding RNAs that reg-
ulates gene expression.⁵ These strands, mainly composed of 
22 nucleotides, silence the mRNAs by binding to mRNAs 
and controlling the types and number of proteins.⁶ A miR-
NA is first transcribed from the DNA sequence into primary 
miRNA, which then undergoes modifications (such as RNA 
splicing) to become mature miRNA. In the cytoplasm, the 
miRNA binds to RISC molecules (RNA Interference Si-
lencing Complex) before binding to a specific mRNA.⁷ The 
binding between the miRNA and the mRNA in the 3’ un-
translated region leads to suppression in translation and even 
degradation. A miRNA-bound mRNA that was not destroyed 
is preserved for translation.⁷ 

miRNA-132 is a non-coding RNA that has several roles 
within the brain. It is crucial for axon growth, the development 
of brain cells, and plasticity.⁸ This RNA is vital for matura-
tion, a process of neurons developing molecular functions to be 
complete brain cells. In addition, studies have shown that miR-
NA-132 could correlate with Alzheimer’s Disease. Against the 
Amyloid Beta, which is a polypeptide of amino acids that can 

cause AD, miRNA-132 has shown to have the strongest neu-
roprotective activity.⁹ 

Target Scan is a website that predicts biological targets of 
microRNAs. It does so by searching for 8mer, 7mer, or 6mer 
sites that match the seeding region of a miRNA. It also finds 
mismatches within the seed regions and uses conserved 3’ pair-
ing and centered sites to fix them.¹⁰ The seed region is vital 
because miRNA can repress mRNA by binding the miRNA’s 
seed region and the mRNA’s 3’ UTR. And this is also how 
miRNA targets are recognized as well. However, many of the 
sites are ineffective, and the mRNAs are targeted through 
non-canonical interactions.¹¹

EnrichR is a system application that can identify the specific 
genes or proteins from the gene sets of interest.¹² For this re-
search, this program was used to find the genes that could be 
linked to the protective role of miRNA-132 during a case of 
Alzheimer’s disease. Gene enrichment analysis was performed 
in this research to identify the correlated genes between miR-
NA-132 and Alzheimer’s Disease. This program provides a 
wide variety of studies, including transcription analysis, bio-
logical pathway analysis, ontology analysis, disease, and drugs 
analysis, etc.¹²

GeneMania is a system application that finds and visually 
illustrates the correlation between the inputted genes. 
This application provides multiple ways the correlation of 
genes can be viewed, along with the networks, such as the 
physical interaction or co-expression of each gene.¹³ For this 
research, the genes that EnrichR identified were inserted into 
GeneMANIA, revealing the genes that are associated with the 
G1/S transition of the cell cycle. It also identified the specific 
genes linked to several neurodegenerative diseases, including 
Alzheimer’s.
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The cell cycle is a process that cells undergo to replicate 
themselves. There is a difference in the cell cycle between 
somatic cells and gametes. Still, for somatic cells (non-
reproductive cells), the cycle mainly consists of stages called 
G1, S, G2, and M.¹⁴ During the G1 phase, the cell prepares 
for division by growing larger and making more organelles. 
In the S phase, the DNA is replicated. The synthesis of 
organelles, proteins, and cell growth continues during the G2 
phase. These three stages are known as Interphase. After the 
G2 phase ends, mitosis begins. The M phase also occurs in 
several steps: Prophase, Prometaphase, Metaphase, Anaphase, 
Telophase.¹⁵

Cell cycle regulation is the ability of cells to control the 
progression into the cycle. A dysregulation would lead to an 
uncontrollable division of cells; a typical result of dysregulation 
is cancer.¹⁶ This dysregulation can also be seen in patients 
with Alzheimer's disease. Instead of progressing into the 
cell cycle and dividing, most neurons stay in the stage of G1 
or G2. Alzheimer's disease can cause the G1 and S control 
mechanisms to fail and cause the neurons to divide. As a result, 
neurofibrillary tangles and amyloid plaques are formed, and 
then the neurons undergo apoptosis.

MicroRNA-132 has been extensively studied in Alzheimer’s 
disease for its protective role. However, it is still unclear how 
MicroRNA-132 interacts with the target genes and how 
these target gene networks protect the neuronal cells in the 
brain. To find how MicroRNA-132 has a protective role in 
Alzheimer’s disease, we screened all potential target genes of 
MicroRNA-132 by Target Scan. Then, these target genes were 
further analyzed by the web-based programs Enrich R and 
Gene Mania. Enrich R identified the significant biological 
pathways of the target genes of MicroRNA-132. GeneMania 
provided the protein physical interacting gene network among 
the target genes of MicroRNA-132.
�   Methods
Target Scan:
Target Scan is a web-based program that predicts the tar-

get genes of the specific miRNA in human cells. To find all 
possible target genes of miR-132. On the microRNA name, 
“miR-132-3p” was inserted in the search tab. Then, the pro-
gram provides the list of all the predicted target genes. The list 
of all predicted genes was saved as an excel file.  

EnrichR analysis:
EnrichR is a web-based program that profiles the genes 

and proteins in mammalian cells. To find the novel role of the 
miR-132-3p target genes, all 474 genes were inserted into the 
input data. This program provides interactive visualizations 
of the results in many ways. The biological pathway section 
showed a significant result of gene enrichment analysis. 

GeneMania:
GeneMania analyzes the gene list and prioritizes the genes 

for functional assays. The 14 genes analyzed from the Enrich 
R were used to analyze the relative gene functions and bio-
logical pathways. 

Cell culture and Maintenance:
A172 cells were purchased from Korea Cell Line Bank.

A172 cells were cultured with RPMI 1640 cell culture media

(Gibco). The cells were maintained in the CO2 incubator. 
Cell transfection and viability assay:
RNAimax transfection (Invitrogen) reagent was used 

to transfect miR-132 on A172 cells. First, A172 cells were 
plated 24 hrs. before the experiment into 24-well plates at 
50,000 cells/well. Subsequently, each well was provided with 
the appropriate amount of complex solution in 500 µL Op-
ti-MEM, corresponding to 10 pmol of siRNA per well. After 
four hrs. incubation, the transfection medium was replaced 
by fresh culture medium. After 48 hrs. transfection, the cells 
were imaged, and cell viability was measured by Prestoblue 
assay (Invitrogen). PrestoBlue® reagent was added directly to 
the wells (1:10) and incubated at 37o C for 60 min. To mea-
sure the samples' absorbance (570 nm) was measured using a 
spectrophotometer (Biotek).

Statistical analysis:
An enrichment p-value is calculated by comparing the ob-

served frequency of an annotation term with the frequency 
expected by random chance. The individual terms beyond a 
cut-off (p-value ≤ 0.05) were used for enrichment. One-way 
ANOVA with Tukey’s post hoc test was performed for cell 
proliferation to calculate the p-value. A p-value less than 0.05 
was considered to be statistically significant.

Results and Discussion
The purpose of this analysis was to find out the number of 

human genes that the miRNA-132-3p targets. Using Target 
Scan, 474 genes were identified. They were sorted by cumula-
tive weighted context, which means they are listed in order of 
the possibility of being targeted by the miRNA-132-3p. The 
next step was to identify the biological pathways and connec-
tions these identified genes have. The program EnrichR was 
used for this pathway enrichment analysis to find which genes 
are involved in AD progression. 

Pathway enrichment analysis helps researchers gain mech-
anistic insight into gene lists generated from genome-scale 
data. This method identifies biological pathways enriched in 
a gene list more than would be expected by chance. Gene set 
pathway enrichment analysis allows one to identify classes of 
genes or proteins over-represented in a large set of genes or 
proteins and may be associated with disease phenotypes. The 
method uses statistical approaches to identify significantly 
enriched or depleted groups of genes. 

Table 1 shows the result of the EnrichR biological pathway 
enrichment analysis based on the 474 genes that Targetscan 
previously identified. The P-value indicates the probability of 
the biological pathway occurring by random chance. There-
fore, the p-value was used to rank the biological pathway. 
Table 2 results show that the lowest p-value was identified as 
signaling pathways in glioblastoma. 

Table 1: Result of EnrichR biological pathway analysis.  
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To confirm the miR-132 function in human brain neurons, 
cell viability was analyzed in A172 cells. Figure 2 results show 
that neurons that were transfected with miRNA-132 died at 
a quicker rate. Figure 2A shows the two cell conditions: con-
trol A172 cells and miR132 transfected A172 cells in the 
brightfield image. Less viable cells were observed in miR132 
transfected A172 cells. A prestoblue assay was performed in 
Figure 2B to quantify the cell viability. This result is consistent 
in Figure 2A that cell viability decreased after the miRNA-132 
transfection. 

Among 474 target genes, four genes are associated with the 
G1/S transition of the mitotic cell cycle. Interestingly, all four 

genes encode proteins that inhibit the G1/S transition. For 
example, RB1 is a tumor-suppressor gene that codes for pro-
teins called RB.¹⁷ These proteins are essential because, without 
them, the cells would continuously divide without control.  
Thus, the RB1 gene acts as an inhibitor of G1/S transition. 
Through the creation of RB, the transition into the G1 or S 
phase is regulated.¹⁷ 

EP300, also known as p300, is a gene that codes for p300 
transcriptional co-activator protein. Cells lacking the p300 
proteins progress through the G1 phase without fully devel-
oping, suggesting that the protein acts as a negative regulator 
of the G1/S transition. p300 inhibits cdk6-mediated RB phos-
phorylation from occurring early in the G1 phase to prevent 
premature entry into the S phase.

PTEN is a well-known tumor-suppressor phosphatase that 
plays a key role in cell growth, embryonic development, and 
apoptosis.¹⁸ As a PI3-phosphatase (phosphatidylinositol-3 
phosphatase) negatively regulates the PI3 kinase pathway; 
thus, PTEN blocks the G1/S phase. In addition, by controlling 
the expression of cyclin D1 and p27Kip1, PTEN inhibits the 
transition to the G1/S phase.¹⁸

The lowest p-value pathway indicates that out of 82 genes 
associated with glioblastoma, 14 overlapped with 474 genes 
identified in Enrich R. Glioblastoma as a type of cancer that 
occurs in the brain or spinal cord starts from astrocyte cells. 
Interestingly, glioblastoma is also known to be associated with 
Alzheimer's disease. To find more information about these 14 
genes, we further analyzed the protein-protein interaction of 
these genes using GeneMania (Figure 1).

The right column represents the gene sets, known as pro-
tein-protein physical interaction with 14 gene sets (Figure 
1). The red line represents the protein-protein interaction 
between genes. The Red in the circle represents the genes as-
sociated with the G1/S transition of the mitotic cell cycle. 
The blue in the circle indicates the genes associated with reg-
ulating chromosome organization.

As shown in Figure 1, the genes responsible for regulating 
G1/S transition, colored red, were RB1, EP300, PTEN, and 
CDKN1A. The genes that regulated chromosome organiza-
tion, colored blue, were RB1, MAPK3, MAPK1, and BRCA1. 
In this case, RB1 is responsible for regulating both G1/S 
transition and chromosome organization, thus indicated with 
blue and red together.     

Figure 1: The result of protein-protein physical interaction analysis by 
GeneMania. The left column represents the 14 gene sets identified from 
signaling pathways in glioblastoma.  

Figure 2: miR-132 decreased cell viability of human brain neurons. (A) The 
cell image of the A172 human brain cells compared to the control condition 
and miR-132 transfected A172. (B) The bar graph of cell viability comparing 
control A172 and miR-132 transfected A172 cells. The mean and standard 
deviation of 570 nm absorbance is shown in the graph. One-way ANOVA 
with Tukey’s post hoc test was performed to calculate the p-value. 
(p = 0.0007) 

Figure 3: Our proposed model of miR-132 impairing neurons in 
Alzheimer’s disease.  
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CDKN1A is a gene that encodes for a protein called p21. 
The protein acts as an inhibitor of the cyclin E/Cdk2 com-
plex.¹⁹ For p53-dependent G1 inhibition to happen, p21 is 
needed. Its presence is also required for G2 inhibition when 
there is DNA damage.¹⁹ 

Overall, the gene network analysis found that miR-132 
targets four genes (RB1, EP300, PTEN, CDKN1A) that in-
hibit G1/S transition. This result indicates that miR-132 may 
enhance the cell cycle in brain neuronal cells (Figure 3). How-
ever, many previous studies show that dysregulation of G1/S 
transition leads to an uncontrollable division of cells, a typical 
characteristic of cancer, and has been discovered in the brain 
neuronal cells of Alzheimer’s patients. Therefore, our gene 
network data suggest that miR-132 may be involved in Alz-
heimer’s progression by targeting G1/S inhibiting genes. 

Interestingly, one study suggested an initial increase in miR-
132 levels during early AD Braak stages I and II in the human 
prefrontal cortex, which contrasts with the decrease seen at 
more advanced stages of the disease. The Braak stages I and 
II are determined by the tau pathology, which is found within 
the entorhinal and transentorhinal cortex (stage 1) and hip-
pocampus (stage 2). In conclusion, this study discovered that 
miR-132 might play an essential role in developing the early 
stage of Alzheimer’s by targeting genes that inhibit G/S tran-
sition. 
�   Conclusion
Overall, the gene network analysis found that miR-132 tar-

gets four genes (RB1, EP300, PTEN, CDKN1A) that inhibit 
G1/S transition. This result indicates that miR-132 may en-
hance the cell cycle in brain neuronal cells. However, many 
previous studies show that dysregulation of G1/S transition 
leads to an uncontrollable division of cells, a typical character-
istic of cancer, and has been discovered in the brain neuronal 
cells of Alzheimer’s patients. To verify the effect of miR-132 
on AD, miR-132 transfection was conducted in A172 neuron 
cells (Figure 3). miR-132 decreased the cell viability of neu-
ron cells. However, our study has several limitations. We only 
investigated miR-132 target genes. Therefore, another type of 
miRNA should be examined in the future. Also, we only used 
one type of A172 brain cell. Therefore, more types of brain 
cells should be tested in the future. Overall, we concluded that 
miR-132 is a positive regulator of Alzheimer’s Disease by im-
pairing neuronal cells in the human brain.
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ABSTRACT: This research paper aims to create a hybrid spacesuit design by a unique amalgamation of the two most popular 
spacesuit design techniques - Gas pressure and mechanical counterpressure in such a configuration that the overall suit can 
essentially capitalize on both advantages. In contact with the skin, the mechanical pressure layer has been modified with bands 
of Magnetic Shape Memory Alloys (MSMA’s) to reduce donning/doffing time and solve the key limitation of a static fiber by 
allowing it to fit securely over curves of the body. Numerous other enhancements and safety mechanisms have been made possible 
due to this unique configuration, all in a cost-effective package. Furthermore, experiments were conducted to construct a breathing 
bladder to map its pressure regions uniformity and map airflow vectors. Apart from this computational experiment, a physical 
glove was prepared to check the differential pressure and hand movements. Lastly, a trait study was conducted to observe the 
difference between our suit and the other commercial ready-to-use spacesuits.

KEYWORDS: Engineering Mechanics; Mechanical Engineering; Shape Memory Effect; Computational Pressure Mapping. 

�   Introduction
With Project Artemis, Mars Missions, Space Tourism, etc. 

planned for the near future, new spacesuit designs must be 
brought into production to enhance efficiency and reduce the 
cost of these missions. Gas Pressure layers are very stiff and 
uncomfortable. The current models need to sacrifice sensitive 
fingertip control and fine motor skills. Poor-fitting results in a 
significant discrepancy between the wearer's and suit's move-
ments. It is estimated that the wearer moves about 30% more 
than the suit, which is exhausting and inefficient.  

Due to stiffness and rigidity, a solution has been adopted to 
adjust the internal pressure in a spacesuit at 0.3 atm. But this 
can cause decompression sickness, a medical condition caused 
by dissolved gases emerging from solution as bubbles inside 
the body tissues during decompression.¹ Current spacesuits are 
“anthropomorphic balloons,” Despite over 50 years of devel-
opment, the pre-breathe time and protocols make them high 
maintenance. The 100% pure oxygen pre-breathe protocol for 
Extra-Vehicular Activity (EVA) is a 12 hours-long process. 
Such emergencies will consume much valuable time for long 
missions on the Martian or Lunar surface. 

Dust on other planets or moons is different from that experi-
enced on Earth.² The soil is usually very coarse and jagged and 
tends to be very sticky. Thus, it is required that new spacesuit 
designs minimize gaps like zippers. Current suits are respon-
sible for musculoskeletal injuries in the hands, shoulders, and 
other joints.

Our suit aims to tackle these challenges with a reimagined 
design, combining gas and mechanical pressure layers with the 
strategic use of new-age materials like Magnetic Shape Mem-
ory Alloys and thinner Breathing Bladders.

A new spacesuit design is not a luxury; it is essential to en-
hance the efficiency of future manned missions to the Moon, 

Mars, and beyond. With the increased focus on EVA, current 
systems, which use Gas Pressure, cannot sustain the demands 
of astronauts much longer.
�   Methodology
Firstly, a trait study was conducted (refer to Table 1) among 

the current commercial spacesuits and a thorough analysis of 
their shortcomings to decide on the garments to be used in the 
two pressure layers. The following six criteria were utilized. A 
scoring rubric was decided with a score range of 0-5, where 
0 represented non-existence/critical failure, and 5 represented 
absolute success. This study paved the way to integrate the best 
features in our suit and introduce new features, as seen in the 
Results and Discussion sections. 

Secondly, using NASA’s Man Systems Integration Stan-
dards, Volume 1, Section 14 as a reference for the human body 
and device standards, a human body was modeled in Autodesk 
Maya and exported to Fusion 360 and ExactFlat for 2D cut-
outs (to get precise measurement) with our desired coverage 
area of breathing bladder on the torso (refer to Figure 1 for the 
pipeline). Torso covers two regions of significant importance. 
Firstly, the chest (C) and the abdomen (A). These are further 

Table 1: Trait study criteria for the physical and economic aspects.  
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divided into four regions for simulations, which are, Chest 1 
(C1), Chest 2 (C2), Abdomen 1 (A1), and Abdomen (A2). 
C1, C2, A1, and A2 are the pillars of all calculations that are 
required to be carried out for the simulations.

Accordingly, MIT’s research document determined the 
volume changes for breathing bladder in two cases of EVA 
were decided, that are, 4 liters for adult males during maximal 
forced inspiratory and expiratory maneuver (MFIEM) and 
0.5 liters for quiet breathing.³ Using Fusion 360 static pressure 
simulation, the torso was divided symmetrically into four parts 
(refer to 2) to achieve uniform pressure on the whole bladder. 
Sample pressure applying needles were developed similar 
to those used by doctors to map put points on the Chest-
Abdomen 1 (CA1) and Chest-Abdomen 2 (CA2) pressure 
applied to keep the breathing bladder in order with the body 
(as shown in Figure 2).

Thirdly, a flow duct was designed between the gas pressure-
filled helmet to identify the airflow vectors, which in turn 
helps us decode the breathing process for future astronauts 
and space tourists.⁴ Here, low and high-pressure vectors were 
designed in the helmet. Through the CA1 and CA2 pressure 
data, the upper and lower limit of the airflow speed was set. 
Further, from NASA’s xEMU (Extravehicular Mobility Unit) 
and mEMU spacesuit data, data was collected about the 
EVA missions to understand the physiological changes in 
astronauts.⁵

Fourthly, an Arduino-based glove prototype was made with 
five flex sensors, five servo motors, multiple resistors,¹ Arduino 
Mega Board, and batteries.⁶ Each flex sensor was placed on 
one finger, and the same was followed with servo motors (refer 
to Figure 3). Additionally, glove materials were prepared using 

NASA’s xEMU and mEMU paper, and we came up with our 
custom volume and thickness of the glove.⁷ Figure 4 shows 
you the variables and a code snippet. 

Results and Discussion
Spacesuit Configuration and Advantages:
In Table 2, a detailed comparison has been conducted be-

tween the commercial spacesuits and ours - CosmoVest and 
accordingly explained the scores below.  

Mobility Factor: Elevated gas pressurization will increase 
system cost because it decreases mobility. Mechanical Count-
er Pressure (MCP) garments will do the same, but with less 
loss of mobility and increased pressurization. Our hybrid 
spacesuit will thus reign at first position here because oth-
er companies still use the 1960s and 70s-based gas pressure 
systems. 

Feasibility Factor: Other configurations will have a smaller 
system cost than ours because they have been widely manu-

Figure 1: The pipeline of bladder creation. Autodesk Maya 3D model (left) 
and 2D cutouts in ExactFlat (right). 

Figure 2: Symmetrical division of the breathing bladder on the torso. 

Figure 3: Circuit diagram showing the components. 

Figure 4: Code snippet highlighting the variables. 

Table 2: Trait study scores for commercial spacesuits.  
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Pressure Layers and Garments:
Table 1 shows that our space suit needs to be less bulky and 

less complex regarding its composition and mass load. Due to 
the two layers complementing each other and the internal lay-
er (mechanical counterpressure layer) being so thin, it was easy 
to reduce the outer gas layer by 60%, decreasing each garment’s 
volume and overall cost, as shown in  Figure 6.

As explained in the previous section, it will work on the 
Magnetic Shape Memory Alloys (MSMAs). Pressure is dis-
tributed by a viscous thermal regulating gel layer (for regulating 
temperature shifts in alloys). MSMA has four primary layers 
(from outside to inside); the abrasion-resistant layer, SMAs 
mesh, distribution gels, evaporative cooling, perspiration, ther-
mal control, and radiation protection layer (ECPTCRPL). 
The last layer further contains Shape memory alloys for fab-
ric tensioning, nylon-spandex layers, boron nitride nanotubes 
(BNNT), aerogel radiation, and a thermal protective layer.10 
Refer to  Figure 7 for its layer.

The gas pressure layer (external layer) has an Ortho-Fabric 
inspired from xEMU suits that contain layers of multi-layer 
aluminized layer, neoprene coated ripstop for liner, and dacron 
resistant layer.¹¹ The LCVG is worn underneath the pressure 
enclosure and is designed to circulate cold water and oxygen 
to cool the user and ventilate the system. It uses a stretch, ny-
lon knit fabric integrated with ethyl vinyl acetate cooling tubes 
and a nylon tricot comfort liner. This entire system together 
provides the functionality of the soft elements of the spacesuit 
and protects the user from the external environment (as shown 
in  Figure 8).¹³

factured and successfully flown. Ours is equal to xEMU due 
to the objectives they both fulfill.

Decompression Sickness (DCS): Since our suit is driven by 
two pressure layers, it will reduce the chance of decompression 
sickness compared to the older suits, especially Internation-
al Latex Corporation Dover’s, which have only one pressure 
garment and no backup. Lower total pressure will increase 
system cost because it increases the risk for DCS, as seen in 
the David Clark Company Incorporated test suit.

Mass Factor: Our suit took inspiration from NASA’s 
xEMU suit and used its garment for the gas pressure layer 
(external) but modified it according to the internal layer in 
our suit. This reduced the volume, thickness, and quantity of 
each material and its sublayers. This makes our suit light and 
production costs less. Compare this to xEMU with 20 times 
more mass than ours, International Latex Corporation Do-
ver’s commercial suits having 40 times the mass of ours.

Complexity: Designs incorporating both layers will in-
crease internal components and make it easier and more 
accessible for astronauts during EVA. A significant factor is 
the storability of CosmoVest compared to International La-
tex Corporation Dover’s clunky suits that took more space 
on the external layer for mechanical components than EVA 
tools.  

Robustness: Designs incorporating only one layer will in-
crease system costs because using both technologies decreases 
the risk if one technology fails. 

Accordingly, the pressure layers were decided. Firstly, the 
mechanical counterpressure layer is a skin-tight thin layer 
working on the Magnetic Shape Memory Alloys (MSMAs).⁸ 
SMAs mesh generates voltage-controlled mechanical coun-
terpressure. Secondly, the traditional Gas Pressure Layer is 
the outermost layer that keeps the mechanical pressure layer 
tight by applying uniform pressure. This eliminates the need 
for a complex locking mechanism which has held back some 
other mechanical pressure designs.

The reason for combining these layers is to capitalize on 
both advantages. Since the gas pressure layer is not relied 
upon alone, only a 2-2.5 PSI layer will be required compared 
to a traditional 4-4.5 PSI, significantly reducing bulk and en-
hancing mobility.⁹ Besides this, the skin-tight nature of the 
innermost mechanical layer allows for fine motor control. 
MSMAs are further used to ensure the mechanical pressure 
layer can be contracted upon curves and cavities, which has 
traditionally been a problem for mechanical pressure suits. 
The use of MSMAs also reduces the donning/doffing time as 
the MSMAs can be expanded/contracted to ease the process.  
Figure 5 shows the flexible working of the MSMAs.

Figure 5: The shape memory effect of MSMAs.  

Figure 6: Each layer’s pressure contour and thickness of the eight layers.  

Figure 7: Mechanical counterpressure layer’s garments.  
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Breathing Bladder Construction and Airflow Vector 
Simulation:
The breathing bladder of CosmoVest is made of semi-elas-

tic and puncture-resistant thermoplastic polyurethane (TPU). 
The interior layer is composed of a latex rubber seal, and it is 
surrounded by an external layer to be attached on top of it, 
forming a complete seal. Gortex Fabric, a fabric semi-per-
meable to water vapor while remaining airtight, shall address 
the issue of sweat salt in the suit.¹⁴ Two criteria were focused 
upon for the creation of the bladder, i.e., pressure and volume 
consistency throughout the suit, which is demonstrated in our 
computational experiment as well. The force to radius ratio was 
calculated through the relation,

F=Pbr 
where F is force exerted, P is pressure applied, b is band-

width, and r is the radius of curvature. Table 2 represents the 
Pressure to radius ratio calculated. Here each bandwidth was 
taken as 5cm as a standard reference in Table 3.

Accordingly, the selected ratio was the smallest of 2:1, where 
the radius was the least. Hence 1.43 cm with a 3.5 psi was the 
ideal choice. The pressure and volume were balanced according 
to the standard guidelines. As our helmet would be filled with 
gas for pressure, the air must be regulated between the hel-
met and the breathing bladder. Two pressure conditions were 
identified to achieve a successful breathing and pressure flow. 
The first condition is low pressure, and the second is high pres-
sure generated during EVA. Using MATLAB for the inputs 
and algorithm and SigmaPlot for the graphing with Adobe 
Photoshop, the airflow vectors were mapped with the pressure 
contours, as shown in  Figure 9. 

Glove Prototype:
Firstly, the individual reading of the sensors was taken into 

account for a linear pressure increase in  Figure 10. Secondly, 
the user’s personal experience with stiffness was recorded too.  
Figure 11 shows the final prepared glove. A striking feature is 
that this design has reduced our glove’s thickness to the max-
imum extent. Our glove is based on the principle of getting 
Earth-like uniform pressure for smoother movements. Hence 
the glove had external servo motors. Accordingly, it was found 
that Graph 2 is the best possible option based on the user’s 
experience and experimental data. 

Other External Components and Utilities
Utility Belt :
A simple yet functional utility belt (as shown in  Figure 12) 

has been imagined that can be attached to the waist of the 
suit using hooks. This allows for convenient storage of tools/
instruments required for ExtraVehicular Activity (EVA). This 
belt can also be used to store other modern accessories that 
are currently being researched by other members of the scien-
tific community, including a surface impingement nozzle that 
stores the "magical" puncture healing resin - thiolene-trialkyl 
borane.¹⁵

Table 3: The observation regarding the pressure to radius ratio.  

Figure 9: Internal airflow vectors at varying pressure contours.  

Figure 10: Graphs for each sensor placement.  

Figure 11: Physical glove prototype.  

Figure 12: Utility Belt.  
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Portable Life Support System (PLSS):
A backpack-like module will host the life support systems 

in our design (as shown in Figures 13 and 14). This allows 
maximum freedom during EVA as the life support system ex-
ists separate from the suit's internal systems. The suit uses a 
Primary Life Support System (PLSS) configuration similar to 
those used in the Apollo Missions, with minor changes in the 
module's volume and total mass load.¹⁶ No significant modifi-
cation has been proposed to other generic components, such as 
the helmet, boots, etc. 

�   Conclusion
In this research, a realistic attempt has been made to cate-

gorically solve the issues in conceptualizing and manufacturing 
a hybrid spacesuit combining gas and mechanical counterpres-
sure techniques. Our design combines contemporary gas and 
mechanical pressure layers, which provides enhanced motor 
control, reduced suit mass, lower cost, and other advantag-
es which will be essential for future space missions. Using a 
Shape Memory Alloy further eliminates some of the signifi-
cant drawbacks of a skin-tight space suit.

Compared to the expensive experiments for gloves, the team 
tried to simulate the same using Arduino. Computational re-
sults for the experiments show a positive sign that the suit's 
development is achievable and shall be a significant milestone 
in streamlining the future EVA missions for astronauts and 
space tourists.
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ABSTRACT: Urbanization and zoonotic disease in Hong Kong have resulted in a shrinking agricultural industry. Locally 
grown vegetables account for only 1.6% of total vegetable consumption, while imported meats make up a greater percentage of 
meat consumption each year. Imported meat made up 40% of all meat consumption in 1982 but rose to 78% in 2002. At the 
same time, years of unregulated livestock manure disposal into waterways have created pollution problems in several rivers. For 
example, the River Ganges, located in an area with a high concentration of farms, has phosphorus levels of 0.72 mg/L. This far 
exceeds the recommended limit of 0.05 mg/L established by the United States Environmental Protection Agency in 1986 to 
control eutrophication. Livestock manure recycling for vegetable farms is explored as an option for supporting the sustainability 
and growth of the agriculture industry. Using data from literature, the paper estimated the amounts of N, P, and K produced and 
demanded from clusters of farms in Hong Kong, as well as possible savings in fertilizer if manure is utilized. Allium fistulosum was 
grown with fertilizer and livestock manure to evaluate the differences in treatment. The control, Allium fistulosum, grew better than 
manure and fertilizer-treated plants. The untreated Allium fistulosum reached a height of 13 cm, while manure-treated pots reached 
7 cm and fertilizer treated reached 3 cm. However, manure and fertilizer improved soil nutrients. This study concluded that the 
government-backed field experiments must be conducted to confirm the viability of manure application, followed by technical 
support, financial incentives, and stricter regulations to encourage manure recycling.  

KEYWORDS: Hong Kong; Agriculture; Manure production; Manure recycling; Soil quality; Nutrient demand; Nutrient 
balance.  

�   Introduction
The Hong Kong agricultural industry is facing many chal-

lenges, including insufficient workforce and policy support, 
expensive land, and mountainous terrain.¹ In 2006, agriculture 
and fisheries workers made up only 0.3% of the working pop-
ulation; by 2016 it diminished to 0.1%.² Overall, agriculture, 
fishing, mining, and quarrying combined only made up 0.06% 
of the 2019 GDP of Hong Kong.² The decline in the agri-
cultural workforce and economic footprint is reflected in local 
food consumption trends. Between 1982 and 2002, overall beef 
consumption increased. However, domestically-produced beef 
consumption decreased from 30.5 thousand tonnes to 12.1 
thousand tonnes in 2002 and local production of pigs dropped 
from 23,200 tonnes in 2007 to 8,443 tonnes in 2016³ as the city 
has grown more reliant on chilled and frozen beef.⁴ Increases 
in chilled and frozen meat consumption and decreases in fresh 
meat consumption were also present in per capita consumption 
(Figures 1 and 2). The same trend occurred in poultry con-
sumption as avian flu shook the local poultry industry.⁵ 

Although local vegetable production decreased from 42,500 
tonnes in 2000 to 14,200 tonnes in 2016,³ fertilizer application 
rates have grown tenfold from 390.8 kg/ha in 2004 to 3,573.9 
kg/ha of arable land in 2018.⁶ In comparison, the United States 
applied an average of 128.7 kg/ha of fertilizer in 2018.⁶ The 
decrease in vegetable production and increase in fertilizer con-
sumption suggests that fertilizer is being applied in excess. 
Over-applying fertilizer for an extended period can damage 
soil quality by decreasing organic matter, microbial activity, al-
tering acidity, and more.⁷ It also pollutes surrounding bodies 

of water and potentially leads to surface water eutrophication. 
Depleted soil threatens important ecological services.   

One way to support crop production, soil health, and sus-
tainability of the farming industry is by applying livestock 
manure to the soil.⁸ In 2017, 160 tons of livestock waste were 
produced per day in Hong Kong, of which 43% were disposed 
of at landfills. The remaining waste was treated through on-
site composting, aerobic treatment, or dry muck-out.⁹ 

Figure 1: Hong Kong beef consumption per capita,1982-2002.   

Figure 2: Hong Kong pork consumption per capita,1982-2002.   
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However, livestock waste from farms is a major source of 
pollution in waterways (see Figure 3). E. Coli, phosphorus, and 
ammonia nitrogen levels¹⁰ can increase with the presence of 
livestock waste in the water. Other potential issues include soil 
contamination¹¹ and overfertilizing the soil.¹² Therefore, ma-
nure management is needed to harness livestock manure as a 
valuable resource while protecting the environment. 

This paper serves to analyze the current situation of manure 
management in Hong Kong and explore potential policies and 
infrastructure that will support livestock manure application. 
First, the paper will estimate nutrient balances, crop nutrient 
demands, recycled nutrients, and fertilizer savings. The paper 
will then suggest infrastructure schematics to assist farmers in 
recycling manure and policies to manage manure application. 
The aim is to develop management methods that cover the 
multiple steps of manure application in the context of Hong 
Kong’s urban setting while filling the gaps in knowledge of 
livestock manure management in urban areas.  

Government Policy and Programs:
The Agriculture, Fisheries, and Conservation Depart-

ment (AFCD) is the branch of the Hong Kong government 
responsible for facilitating food production, conserving natu-
ral habitats, and monitoring disease in animals. It is divided 
into five branches: Agriculture, Fisheries, Country and Ma-
rine Parks, Inspection and Quarantine, and Conservation. 
In 2004, 2005, and 2008, the AFCD launched a Voluntary 
Surrender Scheme for poultry farms which paid them to 
surrender their Livestock Keeping License and cease opera-
tions.¹³ Figure 4 shows the timeline of government policies 
and programs. These measures were taken to combat avian in-
fluenza outbreaks. As local poultry farms decreased in number, 
consumption of frozen and chilled chicken went from 58% in 
2003 to 85% in 2008.¹³ In 2006, the government proposed a 
Voluntary Surrender Scheme for pig farmers. There were 265 
pig farms at the time which produced 520 tonnes of manure 
per day,¹⁴ along with over 130 poultry farms.¹⁵   

The illegal discharge of livestock manure was one of the 
main causes of polluted rivers and streams.¹⁰ E Coli counts 
and quantities of ammonia nitrogen, nitrate-nitrogen, and 
phosphorus were highest in Northwestern New Territories 
(see Figure 3), where most livestock farms are located. Ad-
ditionally, farmers indiscriminately dumped dead pigs and 
illegally slaughtered pigs, and there was public concern over 
disease transmission through pigs. There are two abattoirs for 
livestock and seven locations where slaughtered animals can 
be disposed of and destructed.¹⁶ It appears these resources 
were insufficient and located too far away for farmers. As a 
result, farmers would rather illegally slaughter and dispose of 
pigs than transporting them to the proper sites.¹⁶ Pollution, 
illegal slaughtering and dumping, and outbreaks of Japanese 
encephalitis were the leading deciding factors behind the Vol-
untary Surrender Scheme for pig farming. Heightened public 
concern over zoonotic disease from livestock before 2006 
led the Health, Welfare, and Food Bureau (HWFB) and the 
Environmental Protection Department (EPD) to conclude 
that sustainably developing pig farming was not a realistic 
long-term policy option. In addition to voluntary surrender 

tection of African swine fever in recent years has resulted in 
the government culling animals. The Hong Kong government 
culled 6000 pigs in 2019¹⁷ and 3000 pigs in 2021.¹⁸

In 2014, the HWFB and (AFCD) released the New Ag-
ricultural Policy on Sustainable Agricultural Development 
in Hong Kong. It stated that the agricultural sector was di-
minishing as the city became more urban. Additionally, public 
opinion on the agriculture sector had shifted to a more positive 
stance, and the government reviewed its position on agricul-
tural policy and developed new policies to support the sector’s 
growth. The initiatives outlined included the Sustainable Ag-
ricultural Development Fund (SADF) to support the research 
and adoption of modern farming practices. The proposal added 
that the government was looking to boost fruit and vegetable 
farming, not the livestock sector, though the SADF could help 
upgrade their operations.¹⁹

By 2021, there were 43 pig farms and 29 poultry farms.²⁰ 
Of these, the Hong Kong Environmental Protection Depart-
ment provided free livestock waste collection to 68 farms.²¹ In 
Hong Kong, the government classifies the collection of live-
stock waste into three areas: 

1. Livestock waste prohibition areas: urban areas where live-
stock keeping is banned.

2. Livestock waste control areas: farmers must apply for a 
license from the ACFD and comply with the Waste Disposal 
Ordinance. 

3. Livestock waste restriction areas: livestock keeping is 
banned unless the land has been used for livestock keeping 
twelve months before 1994, the keeper holds a license, and 
follows the Waste Disposal Ordinance. 

The Waste Disposal Ordinance provides regulations on live-
stock waste disposal. Farmers must store livestock waste for 
collection in secure containers intended for livestock waste 
only. Solid livestock waste used as fertilizer must be stored 
securely and composted on the farmer’s land and the farmer 
must take all precautions to prevent spillage. Liquid manure 
must be disposed of through channels, into a collection vehicle, 
or a soakaway pit greater than 30 meters away from a drink-
ing water source. Treated liquid manure should be disposed of 
through channels into a soakaway pit, sewer, saline water, or 
watercourse. Farmers must also construct a permanent barrier 
to prevent livestock waste from escaping the grounds.²²

Targeting Breast CSCs’ Markers:

Figure 3: Hong Kong river water quality, 2019.   
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Additionally, an experiment was performed to determine 
the effects of manure on plant growth and soil health (see 
Appendix B). Allium fistulusom was planted in three pots of 
plain soil, three pots of fertilizer-treated soil, and three pots 
of cow-manure-treated soil. The plants were watered daily 
and parameters such as soil type, soil nutrients, and plant 
growth were recorded. Plants grown without any treatment 
grew the most, while little growth was seen in manure and 
fertilizer-treated pots. However, applying fertilizer or manure 
improved the nutrient content in the soil. The results showed 
some potential for manure application to crops, though fur-
ther research is needed to implement the change without 
impacting crop production.  
�   Results and Discussion
In 2018, the flow of nutrients N, P, and K were found to be 

220 kg/ha/year.³¹ Data from 2004 was used to calculate the 
nutrient balance.³² The results in Tables 1 and 2 indicated a 
positive N and P balance, but a negative K balance. The sur-
plus of N and P can be attributed to inputs of fertilizer and 
manure. 

Then, we estimated the following annual manure N, P, and 
K production per zone as shown in Table 3.³³ The mean N:P: 
K ratio was 1.2: 1.0: 0.7. Thus, phosphorus levels were high 
and potash contents were low.  

Failure to follow the Waste Disposal Ordinance or dis-
charging livestock waste into public spaces and drinking 
water elicits a fine. Prosecutions can only happen when the 
offender is caught red-handed, thus making it difficult to de-
termine those responsible for pollution.²³

�   Methods
Through government data, we identified the 286 local 

vegetable farms involved in the Accredited Farm Scheme 1  
in addition to 43 pig farms and 29 poultry farms located in 
the city. In total, these farms have a total rearing capacity of 
50,000²⁴ and 130 million²⁵ respectively for pigs and poultry. 
The farms were divided into four zones, or clusters, based on 
location (Figure 5). Each zone consists of farms close in prox-
imity, allowing for easier transportation of livestock manure 
to vegetable farms. The area of accredited vegetable farms was 
14.80 ha, 25.32 ha, 45.04 ha, and 1.40 ha for zone 1, 2, 3, and 
4 respectively, which amounts to 86.56 ha of land. 

Next, the NPK input and output flow were identified 
through the literature. Nutrient balance was estimated by cal-
culating the difference between inputs and outputs. Inputs 
were both environmental and farm managed, while outputs 
included the harvested crop and losses to the environment. 
Manure production per zone was determined with the follow-
ing equation:²⁶

Manure N, P, and K production per zone [kg] = Number of 
farms per zone * average LSU per farm* average manure NPK 
per LSU [kg]

Data for the number of farms, average manure NPK per 
livestock unit, or LSU , and average LSU were found in the 
literature. The daily manure production per livestock unit was 
determined based on data in the literature. This helped iden-
tify the annual N, P, and K production from animal manure. 
Manure recovery fractions (RF) were found through literature. 
RF is the percent of N, P, and K excreted in manure that is re-
cycled. A low percentage indicates poor nutrient management. 
The RF for N was 22%, and 50% for P and K.²⁷ The low RF 
values suggest that there were nutrient losses, possibly during 
the storing stages through ammonia emissions or because the 
manure was discharged into a landfill or body of water. Finally, 
the crop nutrient demand (kg ha-1 year-1) was estimated for 
each zone. Based on its relevance in terms of production, three 
major crops in Hong Kong were selected for this analysis: Chi-
nese white cabbage, flowering Chinese cabbage, and Chinese 
Kale.²⁸ Fertilizer savings were estimated using fertilizer com-
position data from Sinofert, China’s largest fertilizer supplier. 
Data for the cost per ton of fertilizer was taken from late 2020 
to 2021.

Figure 4: Timeline of government policies and programs. See Appendix A.   

Figure 5: Distribution of livestock (pig farms in pink, poultry farms in 
yellow)29 and accredited vegetable farms in Hong Kong,30 divided into four 
zones.   

Table 1: Nutrient N, P, and K balance.  

Table 2: Nutrient N, P, and K balance by zone.  

¹ The Accredited Farm Scheme is a program that has run since 1994. It aims to improve farm management and production by promoting sustainable agricultural practices, production process standards, and pre-sales testing. 
² A livestock unit, or LSU, is defined as one adult dairy cow producing 3,000 kg of milk per year (Glossary, n.d.)
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We found the total NPK nutrient crop demands as shown 
in Table 4. They were determined by crop type, crop nutrient 
needs, and the area of each zone. As Zone 4 had the smallest 
area of farmland, the nutrient demands were the lowest. 

The total fertilizer application rate in 2018 in Hong Kong 
was 3,573.9 kg/ha.⁶ Assuming an application rate of 90-296 
kg/ha N, 75-180 kg/ha P, and 90-270 kg/ha K based on farm-
er’s traditional practice and application rates determined from 
yield response, soil testing, and agronomic efficiency,³⁴ the fol-
lowing amounts of fertilizer N, P, and K are applied per zone 
(Tables 5 and 6).

As is shown in Tables 1 through 6, even with low recovery 
fractions, livestock manure could potentially account for 100% 
of fertilizer N, P, and K applied. By replacing fertilizer with 
manure, between 1,075.05 - 12,193.39 USD could be saved in 
urea fertilizer³⁵, 7,328 - 21,984  USD could be saved in diam-
monium phosphate³⁶ and 4,950.11 - 18,409.46 USD in potash 
fertilizer.³⁷ The overall fertilizer savings over twenty years are 
shown in Figure 6.
�   Discussion
Even with low recovery fractions of 22% for nitrogen and 

50% for phosphorus and potassium, there is sufficient manure 
produced to replace the number of nutrients currently supplied 
by fertilizer. However, differences in nutrient demand and bal-
ances mean that manure application alone may not be adequate. 
The nutrient balance showed a major deficit in potassium and 
surpluses in nitrogen and phosphorus. Potassium has the great-
est nutrient demand and deficit, yet more nitrogen is applied 
in fertilizer than potassium. With a manure replacement, more 
phosphorus and nitrogen would be produced than potassium. 
To avoid a deficiency in nutrients would require overapplying 
nitrogen and phosphorus to fulfill potassium needs. Therefore, 
manure should be applied until phosphorus requirements are 
met since those are the lowest. The remaining nitrogen and po-
tassium needs can be supplemented with organic nitrogen and 
potassium fertilizer. A different approach would be to fertilize 
areas of high nitrogen and potassium demand with nitrogen 
and potassium-rich pig and cattle manure. Phosphorus and 
some nitrogen fertilization needs would be met with phospho-
rus and nitrogen-rich manure fractions. If manure replaces all 
phosphorus fertilizer, that would reduce 11% of all fertilizer 
imports.

There are multiple benefits to increased manure recycling 
in Hong Kong. Soil pH, electrical conductivity, and nutrients 
can all increase with higher manure application rates.⁸ Live-
stock manure application increased the nutrient content in B. 
Chinensis and Z. Mays L. Pollution from importing and manu-
facturing chemical fertilizers as well as water pollution could be 
decreased. Multiple considerations need to be taken to account 
before applying livestock manure.³⁸ Emissions and nutrient 
loss need to be minimized during storage and transportation. 
Contaminants can be present in livestock manure, making the 
application of manure to crops hazardous for the environment 

Table 3: Nutrient N, P, and K manure production by zone.  

Table 4: Nutrient N, P, and K crop demands  by zone.  

Table 5: Minimum fertilizer application rate by zone and nutrient.  

Table 6: Maximum fertilizer application rate by zone and nutrient.  

Figure 6: Maximum and minimum fertilizer savings in Hong Kong over 
twenty years.  
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and human health. For example, Hong Kong experienced zoo-
notic diseases such as avian influenza and Japanese encephalitis 
which can be spread through manure. Transporting manure 
between farms increases the risks of disease exposure, however, 
it is necessary given that farms have become more specialized, 
as they either have crops or livestock. The creation of zones in 
Hong Kong can minimize the spread of pathogens by keeping 
the livestock manure within a closer range.

Experiment on Allium Fistulosum:
The results of the experiment both supported and disagreed 

with other findings in the literature. A study in Hong Kong 
found that manure application increased pH, potassium, and 
dry weight of B. Chinensis and Z. mays L.⁸ However, growth 
in manure-treated pots was not better than in control pots as 
manure-treated plants withered and turned white after three 
weeks. It is possible that the soil was already rich in nutrients, 
or that manure application increased salt content to a detri-
mental level. Another study saw increases in nutrients P and 
K and taller chili peppers with manure application.³⁹ Levels of 
nutrient P and K did increase in this paper’s experiment, but 
the tallest manure-treated onion remained 0.5 cm shorter than 
the smallest control and 5.5 cm shorter than the tallest control.  

We believe one significant reason for the lack of growth 
in manure and fertilizer-treated pots is the lack of technical 
support in irrigation. The pots were watered twice a day for 
a total of 115 mL of water. Along with several days of heavy 
rain on the pots and a humid climate, the pots appeared to be 
overwatered and lacked a strong drainage system, resulting in 
algae growth on the soil in manure and fertilizer-treated pots. 
In addition, there was not enough soil in the pots to buffer 
the fertilizer and manure. This demonstrates the importance 
of involving farmers in field experiments with technical sup-
port before implementing major policy changes. The 286 
farms involved in the Accredited Farm Scheme should receive 
guidance from the Accredited Farm Scheme program and 
support from the Sustainable Agriculture Development Fund 
in manure storage and application. While plant growth was 
negatively affected by manure application, applying manure 
did increase the nutrients in the soil, though there was some 
imbalance as there was a surplus of potassium and phospho-
rus but not enough nitrogen. To meet all three NPK nutrient 
requirements with just livestock manure would result in excess 
potassium and phosphorus. One option to solve this would be 
applying enough manure to fulfill potassium and phosphorus 
nutrient demands and supplement the nitrogen requirement 
with organic nitrogen fertilizer.

Limitations of the paper:
There was not much data available on the farming industry 

in Hong Kong. As a result, much of the data used to make esti-
mations came from studies run nearby in China. Additionally, 
this paper does not fully represent every farm and source of 
animal manure in Hong Kong. There were over 1,200 racing 
horses in 201940, creating up to 8,443.618 kg of manure per 
year.⁴¹ However, manure from racehorses should be tested first, 
as steroids can be present in the manure. The vegetable farms 
represented in this paper are the ones that are a part of the Ac-
credited Farm Scheme. There are 347 ha, 128 ha, 7 ha, and 273 

ha of land used for vegetables, flowers, field crops, and orchards 
respectively.⁴² They may not receive the same support needed 
to make farm-wide changes or explore new farming practices 
like those in the Accredited Farm Scheme. However, there is 
enough manure to replace the fertilizer needed for all vegetable 
crops. This would save up to 411,365.32 USD in fertilizers per 
year. In five years, 2,056,826.61 USD could be saved in fertil-
izer costs. 
�   Conclusion
Nutrient imbalances on farms and in manure production 

mean that nitrogen and phosphorus fertilizer is still needed, but 
most nutrient requirements can be fulfilled through manure 
application. Soil testing can help determine the exact amount 
of manure and fertilizer that needs to be applied, to avoid 
nutrient leaching and the environmental impact that comes 
from it. The experiment with Allium fistulosum did not yield 
results that support the case for manure application. However, 
this may be a matter of a poor irrigation system and low tech-
nical support, which shows that additional field experiments 
and guidance for farmers in the future are crucial. The benefits 
of livestock manure application to crops are multifaceted but 
come with environmental and health risks. Nevertheless, these 
risks can be mitigated through strong manure management. 
There remain more options in livestock manure recycling that 
can be further explored.  

To move closer to a livestock manure recycling system in 
Hong Kong, there first needs to be more field experiments 
with soil testing done to test different manure application 
strategies and confirm their viability. These include effects on 
food production, the more accurate amount of manure needed 
across a variety of crops, differences between technology used 
to spread the manure, etc. Second, technical support should 
be given to farmers to help them adjust practices. To promote 
manure recycling, fines for the illegal discharge of manure 
should increase. Monetary incentives for recycling should be 
created as manure is a valuable resource. Hong Kong currently 
has regulations for livestock manure handling, these could be 
revised to further reduce nutrient loss and emissions. Addi-
tionally, the government should implement stronger policing 
in areas where rates of illegal livestock manure discharge into 
water are known to be higher. They could also market livestock 
manure to vegetable farmers as a sustainable, more economical 
option compared to chemical fertilizer. Finally, using the data 
from field experiments, the government can create a nutrient 
recommendation system that covers different crops, soils, farm 
types, etc.⁴³
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�   Appendix A

�   Appendix B
Allium fistulosum, commonly known as bunching onions, 

was grown in pots with a diameter of 5.5 inches and 5.5 inches 
in depth. The pots were filled with 200g of soil and treated as 
follows:

1. 10g of Fertiplus COW 2-2-2 (cow manure pellets)
2. 10g Manutec 9:2:4 vegetable fertilizer
3. Control
There were three replicas of each treatment, making for nine 

pots total. The different treatments were mixed into the soil 
before planting the seeds. Five seeds were planted in each pot. 
Each pot was watered twice a day using the Claber Oasis Au-
tomatic Drip Watering System, for a total of 115 mL of water 
per day.  The soil texture was identified as clay loam using a 
sedimentation test. The percentage of clay, sand, and loam was 
determined using the soil textural triangle.⁴⁴ See Table 7 for 
soil characteristics. Soil pH, moisture, and sunlight were mea-
sured using a soil detector. An outdoor temperature sensor was 
used to measure ambient temperature and relative humidity. 
Plant height was recorded daily. Additionally, the first cotyle-
don and the percentage of seeds that germinated for each pot 
were noted. Nitrogen, phosphorus, potassium, and pH were 
measured using a Luster Leaf 1601 Rapitest soil test kit. The 
test kit graded nutrient levels on a scale of 0 to 4, with 0 being 
depleted, 1 being deficient, 2 being adequate, 3 is sufficient, 
and 4 being a surplus. 
Table 7: Soil characteristics. pH, N, P, and K levels were tested with the 
Luster Leaf 1601 Rapitest soil test kit.  

Growth of Allium f istulosum and soil quality:
The control pots had an overall germination percentage of 

80%, while the fertilizer-treated pots were at 13% and manure 
at 40%. In all three control pots, the first cotyledon occurred 
six days after planting. The first cotyledon happened six days 
after planting for two of the manure-treated pots, and eight 
days for the third. For fertilizer-treated pots, the first cotyledon 
occurred six days after planting for one pot and seven days for 
the second one. The third pot never germinated. Additionally, 
the onions in one of the manure pots and one of the fertilizer 
pots withered and turned white after three weeks. Figures 7, 
8, and 9 show the growth of the plants over three weeks after 
planting. The nutrients in fertilizer and manure-treated pots 
increased (Table 8). According to the results reported by the 
soil analyzer, manure-treated pots were nitrogen deficient but 
had enough potassium and phosphorus. Fertilizer-treated pots 
had a surplus of nitrogen, and enough phosphorus and potas-
sium. 
Table 8: Soil nutrient content (C controls, F is fertilizer, M is manure). N, 
P, and K graded on a 0-4 scale with 0 being depleted and 4 being a surplus.  

Figure 7: Control pot 26 days after planting.  

Figure 8: Fertilizer pot 26 days after planting.  

Figure 9: Manure-treated pot 26 days after planting.  
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ABSTRACT: Heart failure is one of the most significant public health concerns, with a mortality rate greater than most cancers. 
Due to this, cardiovascular disease has attracted intensive attention in the fields of medicine and engineering. Atherosclerosis is the 
underlying pathology responsible for these deaths. As people get older, it becomes a more common disease. High blood pressure 
and genetic factors are mainly related to this, which could be exacerbated by obesity and diabetes from an unhealthy lifestyle. For 
clinical improvement in the future, we could respond immediately to medical issues to prevent the recurrence of the disease. In 
this review, we investigate the current bioresorbable stent technology and the future of micro-fluidic sensing/wireless devices to 
overcome issues in current diagnosis. With advances in nanofabrication, new bioresorbable sensing/wireless components could 
be integrated into the stent without failure under expansion. The future shape of a bioresorbable electronic stent in the context of 
the emerging “Internet of Things” and how this will significantly influence future diagnosis technology for future generations are 
also discussed. 

KEYWORDS: Multi-functional; Bioresorbable; Electronic Stent; Cardiovascular disease diagnosis; Wireless. 

�   Introduction
The blood flow in an artery can be reduced or even reversed 

by a buildup of plaque inside the coronary arteries, which pre-
vents heart muscles from receiving sufficient blood supply. If 
the blood supply to the arms and legs is cut off, severe agony 
and tissue death may result. A damaged cardiac muscle may be 
unable to pump effectively, resulting in heart failure. A stent is 
a device that helps to widen a section of an artery to enhance 
blood flow; they are crucial pieces of technology used to im-
prove blood flow and revitalize the heart. Among many cardiac 
diseases, the most common cardiovascular disease is coronary 
artery disease. It commonly occurs with atherosclerosis. Ath-
erosclerosis is a type of thickening or hardening of the arteries 
caused by the accumulation of plaque inside the wall of the 
coronary arteries. Cholesterol, fatty compounds, waste mate-
rials, calcium, and the clot-inducing substance fibrin make up 
plaques. Over time, plaques continue to collect and form in 
your arteries, causing them to narrow and harden. This makes 
vessels lose elasticity and limits blood flow to the heart muscle. 
Most hospitals use implantable medical devices (IMD) called 
stents to treat atherosclerosis. 

 Stents are tubular, implantable vascular scaffold devices that 
have a circular cross-section (Figure 1). They retain their shape 
when deployed in a vessel but are also designed to be elastic. 
Stents are used to reopen blocked vessels in various deployment 
locations from the biliary duct to the coronary arteries. The 
doctor uses the percutaneous coronary intervention to insert 
the stent into the target artery. PCI is a process that involves the 
usage of a stent to treat cardiovascular disease.¹ This technique 
involves a four-step process, which uses balloon angioplasty to 
open up clogged arteries. First, a series of catheters and guiding 
wires are inserted through the patient's skin. To be precise, they 

are most commonly inserted from the wrist's brachial artery. 
Next, the catheter is carried up the arterial vasculature to the 
location of occlusive disease inside the heart's coronary arteries. 
Then, a balloon inside the stent is inflated; subsequently, the 
stent expands with the balloon and is deployed through the 
catheters. The plaque material, which consists of fat deposits 
and cellular components like smooth muscle cells or inflam-
matory cells, is pushed back by the expansion of the balloon. 
Finally, the balloon is deflated, but the stent keeps its expanded 
shape to prevent plaque from recoiling. As a result, the proper 
flow of lumen in the location is restored. 

Patients treated with PCI have shown improved coronary 
heart disease symptoms and enjoyed the procedure's benefits: 
reduced costs, less invasive than coronary artery bypass graft 
(CABG) surgery, and faster in-hospital recovery. However, one 
obstacle to this procedure was in-stent restenosis (ISR), a pro-
cess where the overgrowth of scar tissue cells occurs nearby or 
inside the stents, obstructing the flow of blood again. 17%-41% 
of first-generation stents developed ISR. Second-generation 
stents were coated with drugs that prevent cell proliferation 
from addressing this issue. A drug-eluting stent (DES) slowly 
releases a drug from the stent to block cell proliferation.²

Figure 1: Schematic showing stent in an artery.  
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�   Discussion
Why is a multi-functional bioresorbable stent required?:
With the advancement of micro and nanofabrication tech-

niques and wireless technology, bio-implantable technology 
for medical diagnosis has been improved.³ Specifically, devel-
oping miniaturized microelectronics devices to continuously 
monitor the internal phenomena in real-time in vivo, such 
as blood flow velocity and pressure for cardiovascular im-
plants,⁴ and real-time measurement of pressure for intraocular 
and brain implants enhance the quality of diagnosis. Stents, 
which are typically tubular, with a circular cross-section, im-
plantable vascular devices also have been developed with this 
multi-functional system to improve its functionality. When 
it is deployed in the vessel, restenosis occurs when an artery 
that was opened with a stent or angioplasty becomes narrowed 
vessel again. Currently, early diagnosis of restenosis is almost 
impossible to detect, and it is shown with significant chest pain 
or a second cardiac event in the worst case. Luckily, patients 
who find their restenosis still rely on lifelong medication. We 
should make medical treatments to predict possible issues in 
advance to prevent the worst cases. Remote detection of med-
ical problems would significantly impact patient welfare and 
costs and decrease the risk of adverse events occurring outside 
the hospital environment unexpectedly. A promising solution 
is a stent with integrated sensors/wireless systems that can 
detect the growth or accumulation of cells (endothelial cells) 
and measure changes in flow and pressure across the local site 
of the blood vessel. A vital technology to achieve this inte-
grated system within a limited space is micro/nanofabrication 
technology. As such, stents integrated with sensors/wireless 
systems will offer an advanced solution to unexpected resteno-
sis detection (Figure 2).⁵

Transient materials for stent application:
Using bioresorbable materials for stents in interventional 

cardiology is a novel approach to treating coronary artery 
disease.⁶ The transient technology was introduced to the stent 
to overcome the limitations of current metallic stents, including 
late in-stent restenosis and permanent location in the vessel. 
The purpose of a bioresorbable stent is to provide mechanical 
support to the vessel for a long time before degradation and 
absorption in the body, enabling vessel healing and restoration 
of vasomotion. To develop practical bioresorbable stents, there 
have been many issues regarding the stability of materials in the 
fluidic environment of the body. In this section of the review, 
we investigate the current technologies of a bioresorbable stent, 

including the chemical and mechanical aspects of available 
materials and many approaches to improve it. 

Transient metallic materials for stent application:
Many researchers have developed bioresorbable metallic 

materials to tune the mechanical, electrical, and degradation 
properties for bioelectronic applications. Mg (Magnesium), 
Mg-alloy, Mo, Zn (Zinc), and their oxide form have been 
considered promising metallic materials for bioresorbable 
electronics due to their biocompatibility.⁷ Among them, the 
Mg-alloy metallic materials have been used commonly for 
bioresorbable stent applications. 

Due to its mechanical properties and low degradation rate, 
pure magnesium is not suitable as a structural material for 
stents. For example, pure magnesium has a high modulus (41-
45 GPa) and a low elasticity, so using it to make stents would 
cause it to be prone to damage under stress. As a result, mag-
nesium alloys are appealing due to their excellent mechanical 
properties in terms of radial stiffness, biocompatibility, low 
cost, and low density. As the elastic modulus is proportional 
to radial stiffness, stents manufactured of magnesium-based 
materials have 50–240% thinner struts than cobalt-chromi-
um and polymer stents, respectively, to maintain the required 
level of performance. Pure Mg, aluminum-containing alloys 
(AZ91, AZ31, LAE422, AM60, etc.), rare-earth elements 
containing alloys (AE21, WE43, etc.), and aluminum-free 
alloys (WE43, MgCa, MgZn) are the four main classes of 
Mg-based bioresorbable materials. These alloying elements 
optimize grain size, enhance corrosion resistance, and pro-
vide intermetallic states. The addition of rare-earth metals 
enhances castability and pressure resistance but exhibits low 
strength at room temperature.⁸

For effective functionality, stent materials need appropriate 
mechanical features in expandability, plasticity, rigidity, and 
resistance to the elastic recoil of blood arteries, depending 
on the type of stent (balloon-expandable or self-expand-
able). In addition, the stent should also remain mechanically 
stable after at least 4-6 months after implantation. The me-
chanical properties of magnesium alloys are refined through 
their processing history of hot rolling, hot extrusion, and 
equal-channel angular pressing. This increases the strength of 
magnesium alloys while sometimes decreasing their ductility 
in some cases. Additionally, alloying has the potential to en-
hance the mechanical properties of Mg-based bioresorbable, 
including ductility and strength.

The degradation of metallic bioresorbable stents occurs 
through the corrosion of metals; an electrochemical reaction 
caused that produces oxides, hydroxides, hydrogen gas, and 
possibly other compounds (chemical equation 1).

Mg + 2H2O -> Mg(OH)2  + H2 (chemical eq. 1)
High-purity magnesium exhibits the lowest corrosion 

when exposed to air at room temperature. Pure magnesium 
has limitations as it corrodes quickly in a physiological en-
vironment (pH 7.4-7.6), generating hydrogen gas at rates 
unmanageable by the host tissue. In addition, corrosion speed 
is high in chloride-containing liquids or acid solutions. NaCl 
and minor amounts of other inorganic molecules, includ-
ing Ca2+ and HCO3- are present in the human body. The 

Figure 2: Schematic illustration of Restenosis.  
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infinite time frame, biodegradable electronic devices feature a 
stable operation in a defined time before complete degradation 
within the body. The concept of the transient device has strong 
advantages for immediately controlling diagnostic or therapeu-
tic functions, enabling the monitoring of short-term biological 
responses, such as for wound healing and infections, while 
avoiding adverse effects associated with long-term implanta-
tion of bio-implantable devices. Moreover, secondary surgical 
procedures are needed for device removal without this prop-
erty. We need an advanced version of bio-implantable sensor/
wireless electronic components to make such a system. There 
have been many signs of progress in bioresorbable electronic 
devices, which could be integrated with a stent for biomedical 
applications, including implantable pH and a pressure sensor 
for detecting a rheological property of blood flow in a vessel, 
impedance sensor to detect the cell growth near endothelium, 
wireless antenna for data and power transmission,¹² and mem-
ory to memorize data. Of those parts, the doctor might miss.¹³ 
As we could find in previous reports, bioresorbable electronic 
components should be fabricated in a flexible thin film to be 
integrated into the stent. For example, researchers report ma-
terials, device architectures, integration strategies, and in vivo 
demonstrations in rats of implantable, multifunctional silicon 
sensors for the brain. 

All of the constituent materials naturally resorb via hydrolysis 
and/or metabolic action eliminating the need for extraction.¹⁴ 
All sensors are fabricated in the shape of thin film and can de-
tect flow rate, temperature, and  pH of the internal body, which 
are also vital components in bioresorbable electronics stents. 
Another research group showed the multi-functional stent in-
tegrated with an antenna for power/data transmission, flow/
temperature sensors, memory storage devices, anti-inflamma-
tory nanoparticles, and drug-loaded core/shell nanospheres 
activated by an external optical stimulus. The entire operation 
mode of the stent is as follows: the flow sensor measures blood 
flow, which is stored in the embedded memory module for 
pattern analysis and diagnosis. Catalytic reactive oxygen spe-
cies scavenging and hyperthermia-based drug release can be 
used as advanced therapies. 

Real-time monitoring stent:
As previously mentioned, the smart stent has been devel-

oped to minimize the surgical process. In conventional stent 
technology without multi-functions, detecting other diseases 
was challenging because the doctor must check the status of 
inserted stents via medical instruments, including Computed 
Tomography (CT), Magnetic Resonance Angiography (MRI), 
which could provide discontinuous data by capturing the im-
age. For this reason, it is impossible to respond immediately 
in an emergency. For example, despite using stents to improve 
blood flow, the physiological process can produce restenosis, a 
phenomenon that causes tissue growth, again closing the ves-
sels. In-stent restenosis obstructs blood flow inside the artery 
and will result in variations in local blood pressure, hemody-
namics, and blood flow characteristics. The early signs of the 
in-stent restenosis can be detected with pressure/flow sensors 
and wireless platforms by properly monitoring these parame-
ters (Figure 4).

presence of chloride ions accelerates corrosion, whereas phos-
phates and carbonates may foster the formation of corrosion 
product layers that protect or partially protect Mg from 
corrosion. Currently, the two most popular methods for en-
hancing Mg alloy biodegradation resistance are alloying and 
surface treatment or coatings.⁹

Synthetic polymeric materials for stent application:
The degradation of synthetic biodegradable polymeric ma-

terials in our body occurs mainly through two mechanisms: 
hydrolysis and oxidation. Polymers, including polyesters, 
polycaprolactone (PCL) polycarbonates, polyvinyl alcohol 
(PVA), and polylactic acid (PLA), degrade mainly via hy-
drolysis.¹⁰ In hydrolysis-based degradation, water causes the 
cleavage of ester bonds in the polymer chain, separating poly-
mers into a few oligomers or monomers that can be clearly 
absorbed in the bodily fluid. For example, the products from 
the degradation of PLA and PCL are small molecules, in-
cluding lactic acid and 6-hydroxyhexanoic acid. These small 
molecules could be eventually eliminated from the body to 
the outside, like carbon dioxide and water. Unlike natural 
biodegradable polymers, synthetic polymers with a specific 
degradation rate can be produced, allowing us to control the 
degradation time in the artery. The degradation rate of biode-
gradable polymers can be tuned by many strategies, including 
change of composition, molecular weight, the crystallinity of 
polymers, blending, copolymerization, and surface modifica-
tion (Figure 3).¹¹ Typically, blending and copolymerization 
are used to increase the degradation rate of a slowly degrad-
ing polymer. To reduce the degradation rate, increasing the 
crystallinity and molecular weight of the polymer can be 
the solution. The polymeric stent's mechanical softness and 
low modulus are considered critical advantages. Generally, 
polymeric materials consist of cross-linked polymeric chains 
which have freedom of movement in the matrix, enabling the 
relaxation of external stress. So a stent fabricated by polymer-
ic material is mechanically robust under radial stress induced 
by expansion in an artery. In the future, we need to fulfill the 
requirements in biomedical engineering, including biodegra-
dation rate, mechanical robustness, and biocompatibility.

What kinds of components could be integrated with the tran-
sient property?:

Implantable electronic devices allow physicians to extract 
meaningful data in real-time and activate corresponding tis-
sue functions by electrical stimuli to interface with the human 
body. Unlike most conventional bio-implantable electronic 
devices that remain functional and intact in the body for an 

Figure 3: Strategies for tuning biodegradable polymers.
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�   Conclusion
In this review, we consider the promising technologies for 

the stent. First, we introduce the necessity of a multi-functional 
bioresorbable stent fabricated from a biocompatible and biore-
sorbable material. To investigate the candidates, we divided the 
bioresorbable materials into two categories: i) metallic and ii) 
polymeric materials. Metal is an essential component in a stent 
for supporting the shape of the stent and providing electri-
cal functions. Most of the sensors integrated on bioresorbable 
stents have been fabricated with bioresorbable metals such 
as Mg, Zn, and Mo. Bioresorbable polymer is also the main 
component for the stent to provide mechanical flexibility to all 
components on the stent.

Moreover, in contrast with metal, it could be used as an 
encapsulation layer for preventing current leakage from the 
wireless/sensor components, resulting in malfunction. The 
lifetime of a bioresorbable stent dominantly depends on the 
bioresorbable polymeric materials. We review the available 
kinds of sensor/wireless devices which could be integrated 
into the stent and their valuable functions. Such devices have 
great potential for real-time and continuous monitoring of pa-
rameters such as the stress of endothelium and blood flow. In 
addition, the monitoring done with smart stents may help pre-
vent some clinical complications of conventional stents, which 
include stent thrombosis (a life-threatening event where the 
artery is completely blocked due to the formation of a blood 
clot in the stent) and in-stent restenosis (a slow re-narrowing 
of the segment with the stent).
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Figure 4: Real-time, wireless monitoring stent. 
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ABSTRACT: Since its initial discovery in November 2019, COVID-19 has caused a worldwide pandemic with substantial 
medical, economic, and social repercussions, with over 4.22 million deaths.¹ Although pandemics are inevitable, consequences 
from them can be minimized. Non-pharmaceutical interventions have been helpful in decreasing COVID-19 transmission, but 
they are broad and have severe educational and economic consequences. Understanding the factors that affect disease transmission 
is pivotal for non-pharmaceutical interventions to maximize their effectiveness while minimizing their repercussions. This study 
examined COVID-19 cases in each U.S. county to create a multiple linear regression model predicting incidence based on 
socioeconomic, demographic, and chronic disease factors. The model accuracy had a coefficient of determination of 71%, and the 
most impactful factors were population density, rural/urban status, social vulnerability, and multi-unit housing. Results from this 
study are necessary to help stakeholders decide how to allocate resources and target interventions to minimize the spread of the 
virus. 

KEYWORDS: Translational Medical Sciences; Disease Prevention; virology; Computational Epidemiology; COVID-19. 

�   Introduction
COVID-19, the coronavirus disease caused by the SARS-

CoV-2 virus, has caused a widespread pandemic resulting in 
severe economic, social, and chronic medical consequences. Af-
ter first being detected in Wuhan, China, in November 2019, 
it has spread to over 197 million people worldwide.¹ With-
in the United States, COVID-19 cases first began in January 
2020, and by June 2021, there were over 33 million cases and 
nearly 600 thousand deaths.² Nearly 1 in every 10 Americans 
has received a positive COVID-19 test³ and the number of 
Americans that have had COVID-19 is likely 2-3 times that 
number.⁴

Within the US, there have been striking differences in inci-
dences across geographic areas. According to data collected by 
the New York Times (NYT) on June 29, 2021, of over 3,000 
U.S. state counties, there have been 18 counties in which over 
20% of the population has had COVID-19 and ten counties 
in which less than 2% of the population has had COVID-19.² 
This is a tenfold difference in COVID-19 incidence between 
these two different groups of counties. A reasonable follow-up 
question to this interesting find would be, what factors lead 
to differences in COVID-19 incidences across different areas 
within the US?

The COVID-19 pandemic has caused significant disruption 
to daily lives. Consequently, non-pharmaceutical interventions 
have been a primary means of reducing the spread of the virus. 
Many sectors have moved to remote workplaces to decrease 
workspace transmission rates,⁵ and consumers have changed 
their shopping habits from in-person to online platforms.⁶ 
Many schools moved to remote learning or hybrid (combina-
tion of both virtual and in-person) plans to minimize classroom 
crowding.⁷ The pandemic has even caused trends of migra-

tion away from metropolitan areas. A recent study showed a 
3.92% increase in the movement of people across the United 
States, most moving away from large cities such as New York, 
Chicago, San Francisco, and Los Angeles.⁸ Many of these be-
havioral changes are based on assumptions and extrapolation 
from previous knowledge of virus transmission. However, these 
have adverse effects, such as learning loss for children not in 
school,⁹ and economic consequences for closed businesses.¹⁰ 
More research is needed so that the impact of these non-phar-
maceutical interventions (on reducing the spread of the virus) 
can be effectively maximized while minimizing the pandemic's 
economic, educational, and social costs.

Although previous papers have been published regarding 
demographic, socioeconomic, and spatial factors that correlate 
with COVID-19 incidence, the great majority of these papers 
used data from the first six months of the pandemic and thus 
under-represent the current situation. This paper updates these 
studies by analyzing 16 months of data to determine which 
demographic, socioeconomic, and medical factors continue 
to correlate with COVID-19 incidence strongly. The aspects 
of focus include demographic characteristics (age, ethnicity), 
socioeconomic factors (the Social Vulnerability Index, poverty, 
multi-unit or single-unit homes, rural versus urban popula-
tions, population density, average household size), percent of 
the population staying at home (from pre-pandemic compared 
to the pandemic time period), and chronic health conditions 
(obesity and diabetes).

Furthermore, this study combines the factors that have shown 
a correlation in previous papers into a model that explains the 
varying incidence of cumulative COVID-19 incidence within 
U.S. counties. Understanding this model and the components 
that lead to increased COVID-19 incidence are critical for di-
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recting policies and decisions for the future of this pandemic. 
It can also help institutions decide how to allocate resources 
and target interventions. Post-pandemic, these results are still 
crucial in planning for future pandemics.
�   Literature Review:
Previous research has been done on demographic factors 

that significantly impact COVID-19 incidences, such as age, 
sex, and ethnicity. Multiple studies have found that underrep-
resented racial and ethnic groups were two to three times more 
likely to contract this virus.¹¹,¹² In August 2020, Moore et al. 
examined U.S. counties with sufficient data on COVID-19 
infection and race, finding that Hispanic, Black, American 
Indian, Asian, and Pacific Islander races were two to four 
times more disproportionately affected by COVID disease.¹¹ 
Mahajan and Larkins-Pettigrew also found a positive correla-
tion between counties with increased percentages of African 
Americans and Asian Americans and increased COVID-19 
incidence and mortality rates in May 2020.¹² 

Many studies combined demographic and socioeconomic 
factors in their COVID-19 risk factor analysis. Rozenfeld et 
al. studied over 34,000 patients who took COVID-19 tests in 
the Providence Health System in April 2020 and found that 
the COVID-19 positive patients were more likely to be male, 
of older age, of Asian or Black race, Latino ethnicity, non-En-
glish language, or residing in a neighborhood with financial 
insecurity, low air quality, housing insecurity, transportation 
insecurity, or in a senior living community.¹¹ Gunness and Mil-
heiser compared communities in Queens, NY, in April 2020 
and found overcrowded communities with lower education 
levels, less healthcare access, and more chronic disease rates 
were more severely affected by the COVID-19 outbreak.¹³

Poverty, income disparity, and social vulnerability, therefore, 
seem to play a vital role in COVID-19 incidence in communi-
ties. The Centers for Disease Control and Prevention (CDC) 
Social Vulnerability Index (SVI) measures a community’s abil-
ity to prevent human suffering and financial loss in disasters. 
This index is subdivided into socioeconomic status, household 
composition and disability, minority status and language, and 
housing type and transportation in communities and ranges 
from 0-1 (1 representing an extremely vulnerable communi-
ty).¹⁴ In May 2020, Karaye and Horney used the SVI in U.S. 
counties and found that a percentile increase in SVI resulted 
in a 16% increase in COVID-19 case counts.¹⁵ In July 2020, 
Karmakar et al. also studied SVI and found a 0.1 point increase 
(or 10% increase on the 0-1 scale) in SVI resulted in a 14.3% 
increase in the COVID-19 incidence rate.¹⁶ Long-standing 
inequality in healthcare access for vulnerable communities 
contributes to increased incidence. 

Several studies demonstrated increased COVID-19 trans-
mission in urban settings. Karim and Chen divided all U.S. 
counties into metropolitan, micropolitan, and rural. They col-
lected data up to June 2020, showing that most COVID-19 
cases and deaths were in urban areas.¹⁷ Hamidi et al. also noted 
in May 2020 that metropolitan areas correlated with increased 
COVID-19 incidence, but population density did not cor-
relate with increased COVID-19 incidence after controlling 
for urban populations.¹⁸ Similarly, in June 2020, Cromer et al. 

noted that patients who tested positive for COVID-19 were 
more likely to live in census tracts with higher rates of house-
hold crowding, a higher percentage of multifamily homes, and 
lower rates of high school completion.¹⁹

Only a few studies focused on movement and COVID-19 
incidence. Badr et al. examined anonymous mobile phone data 
before April 2020 and determined that decreased movement 
resulted in decreased COVID-19 transmission 9-12 days lat-
er.²⁰ Gatalo et al. continued this analysis with data into July 
2020. Although early data showed a correlation between mo-
bility data and transmission, later time frames showed weaker 
correlations, which suggested other non-pharmaceutical mea-
sures had a more important role as time passed.²¹

As noted, many of these studies were conducted with data 
from the first six months of the pandemic; however, dynamics 
may have changed since then because the pandemic has per-
sisted for about 16 months at the time of this study. Academic 
literature has identified many factors that may correlate with 
increased COVID-19 incidences across counties. All of these 
studied factors are combined and analyzed with 16 months 
of data to build a machine learning model (multiple linear 
regression) for predicting COVID-19 incidence.
�   Methods 
Data Collection:
Data for each of the following factors was collected from 

publicly available sources. 
COVID-19 Incidence per U.S. County:
COVID-19 cumulative U.S. county incidence data was 

gathered from the NYT GitHub website, a publicly available 
repository of U.S. COVID-19 data.² Each county was iden-
tified by unique Federal Information Processing Standards 
(FIPS) codes. Data related to the U.S. territories or data not 
associated with a FIPS code (for example, cases associated 
with a state but unknown county) comprised 3.28% of the 
data set and were eliminated. Cumulative COVID-19 cases 
from January 21, 2020, to June 29, 2021, were used in the 
study.

Percentage of Multi-unit and Single-unit Housing:
Data was collected from the 2019 American Community 

Survey (ACS) on the United States Census Bureau website.²² 
To determine percentages from the data, single-family homes 
(detached and attached) per county were summed and di-
vided by the total housing units in that county. Likewise, to 
determine the percentage of multifamily dwellings, structures 
with greater than 20 units were also added per county and 
divided by the total housing units in that county. FIPS codes 
were used to identify each county.

Population Density, Average Household Size, and Poverty:
U.S. Census Bureau published data on April 7, 2020, that 

provided average household size per county and population 
density based on people per square kilometer.²³ The percent-
age of residents in poverty was available through the 2019 US 
Census Small Area Income and Poverty Estimates (SAIPE) 
data.²⁴ The SAIPE data is based on income tax returns, U.S. 
census estimates, and Supplemental Nutrition Assistance 
Program (SNAP) benefits.²⁵ 
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vulnerability. SVI is calculated from four key factors: socioeco-
nomic status, household composition and disability, minority 
status and language, and housing type and transportation. The 
data is available from 2018 on the CDC website.³¹ This SVI 
database also included estimations for the number of people in 
each county over 65 years old, minorities, and the total pop-
ulation. 

Data Preprocessing:
All analyses in this study were done with Python 3.7.11.³² 

A Jupyter notebook³³ using Google Colab workspaces³⁴ was 
utilized as well. Data preprocessing, descriptive statistics, data 
visualizations, data transformations, linear models, and multi-
ple linear regression were all performed for the data set used 
in this study.

Before fitting the linear regression model, data were pre-
processed in two steps: removing outliers and feature scaling 
(standardizing normally distributed variables and normalizing 
variables with non-normal distributions). Initially, outliers 
were considered as data points greater than three standard de-
viations away from the mean. Still, parameters were modified 
to 2.5 standard deviations to account for the large number of 
outliers. The removed points consisted of 1.24% of the data. 
After adjusting for outliers, the dataset used in this study had 
2,662 data points and 12 features. 

For feature scaling, the data was divided into normally dis-
tributed variables and non-normally distributed variables. The 
normally distributed predictor variables were standardized us-
ing StandardScaler from the sci-kit-learn library in Python 
3.7.11. This shifted the mean to zero and scaled the variables 
to unit variance. The non-normally distributed predictor 
variables were normalized using MinMaxScaler from the sci-
kit-learn library in Python 3.7.11. This adjusts all values in the 
non-normal features to a 0-1 range. Both of these two feature 
scaling techniques were necessary to have a standard range for 
all the variables, as their values encompassed a wide range (for 
instance, percentages range from 0 - 100, SVI ranges from 0 - 
1, rural/urban status ranges from 1 – 9, etc.).

Linear Regression:
To create the multiple linear regression model, the data was 

divided into 80% for training and 20% for testing, also known 
as the 80-20 split. These ratios were based upon the Pareto 
Principle, which states that 20% of causes form 80% of ef-
fects.³⁵ The linear model was then fit to the training data and 
analyzed using sklearn’s ordinary least squares linear regression 
summary. Statistically insignificant features (p<0.05) were re-
moved iteratively until a parsimonious linear model was fit. 
The outcome (COVID cases per county) was noted to have a 
non-normal distribution, so it was transformed into a normal 
distribution.

For the results of a regression model to be accurate, the 
following five assumptions must be met: linearity, normal dis-
tribution of error terms, no multicollinearity among predictors, 
homoscedasticity, and no relationship between residuals and 
variables. Linearity is the ability to draw a linear relationship 
between the predictor and outcome variables. Next, error terms 
must be normally distributed, which can be checked using an 
Anderson-Darling test or quantile-quantile plot. Multicol

Rural-Urban Continuum Codes:
The Rural-Urban Continuum Codes (RUCC) were col-

lected from the U.S. Department of Agriculture Economic 
Research Service (ERS) website.²⁶ The ERS divided coun-
ties into nine classifications, with lower numbers signifying 
a more urban area and higher numbers corresponding to a 
more rural area.  The first three RUCC codes were divided 
by population size into metropolitan areas, and the last six 
codes were non-metropolitan areas classified by proximity to 
a metro area and population.

Population Mobility:
The U.S. Department of Transportation Bureau of Trans-

portation Statistics.²⁷ provides mobility statistics for each U.S. 
county. The data is produced from a survey of an anonymous 
national panel of mobile devices.²⁸ The data also defines trips 
as movements that include a stay of longer than ten minutes 
at an anonymized location away from home. Every day, the 
county population is divided into two parts: the percentage 
staying at home and the percentage not staying at home.

The data can be averaged over a period of time. This study 
collected data from April 7, 2020, to January 10, 2021. The 
data start date was chosen because most mandatory stay-at-
home orders were initiated between mid-March and April 
7, 2020,²⁹ while the end date is representative of the peak of 
the pandemic (i.e., the date with the most daily cases).¹ Daily 
cases declined after the peak of January 10, 2021, so it was 
inferred that before this date would be when the importance 
of social distancing would be most crucial. The percentage of 
the population that stayed at home over the pandemic time 
period in each county was calculated as the average number 
of people that stayed at home each day from April 7, 2020, to 
January 10, 2021, divided by the total population monitored 
in that county. 

In addition, the pandemic time period (April 7, 2020, to 
January 10, 2021) was compared to the same time period one 
year prior (April 7, 2019, to January 10, 2020) to establish a 
baseline of comparison for the movement of individuals on 
a county level. The change in movement was calculated as 
the number of people that stayed home during the pandemic 
period, subtracted by the number of people that stayed home 
during the baseline period divided by the baseline period 
again.

Obesity and Diabetes Rates:
The original data used to estimate obesity and diabetes rates 

in each county was derived from the Behavioral Risk Factor 
Surveillance System (BRFSS) through the CDC.³⁰ The most 
recent BRFSS survey data was from 2019 and reported the 
percentage of the population diagnosed with diabetes and the 
percentage of the population with obesity (defined as a body 
mass index greater than 30).

Social Vulnerability Index (SVI), Percentage of Population 
Greater than 65 years of age, and Percentage of Minority Pop-
ulation:

The Social Vulnerability Index (SVI), as mentioned previ-
ously, is a measure of a community’s susceptibility to loss in a 
disaster or anthropogenic event. Each county is given a score 
between 0 and 1, with higher scores indicating higher levels of 
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linearity among predictor variables cannot be present; if 
there is, it is challenging to make interpretations from the 
model. Homoscedasticity is associated with no relationship 
or patterns between residuals and variables. Violation of this 
implies the lack of a linear relationship. After trying out differ-
ent transformation techniques, including log transforming the 
outcome variable (elaborated in the results section), the Box-
Cox method was the most optimal for this study.
�   Results
In the preliminary analysis, the model with COVID-19 cas-

es as the outcome variable yielded higher accuracy than that 
with COVID-19 deaths as the outcome. For this reason, data 
was focused on COVID-19 cases. Three metrics were utilized 
to evaluate the performance of the model: the coefficient of 
determination measured how much of the variance in out-
come was explained by the predictors, the mean squared error 
measured the average magnitude of errors, and the root mean 
squared error also measured magnitude, but was more tolerant 
of outliers. The metrics after each model iteration is summa-
rized in Table 1.  After data preprocessing, the first model fit 
did not have high accuracy because the data had not yet been 
narrowed down or transformed. It concluded in a coefficient 
of determination of 52%, mean absolute error of 4916.28, and 
mean squared error of 9536.76. After fitting the ordinary least 
squares regression model, features with a p-value <0.05 were 
considered statistically insignificant to the model. As a result, 
two components (average household size and percentage of 
single-family homes) were removed from the model one at a 
time to achieve a parsimonious model.  This new model had a 
coefficient of determination of 58%, a mean absolute error of 
5398.93, and a mean squared error of 10344.53. However, the 
linear model assumptions were violated because the outcome 
variable (COVID-19 cases) was not normally distributed. 

To rectify this, data transformation was executed on the 
outcome by log transforming it. After fitting the model to the 
dataset with the log-transformed outcome, the coefficient of 
determination was 58%, the mean absolute error was 5391.53, 
and the mean squared error was 10382.79. Although the mod-
el's accuracy improved, it still needed modification because 
it did not pass all of the assumptions of a linear model. The 
model violated linearity and homoscedasticity (Figures 1 and 
2). Because there are numerous ways to transform an outcome 
from a non-normal variable to a normal variable (log trans-
formation, square root transformation, inverse transformation, 
etc.), there were no guarantees as to which exact transforma-
tion would work for the outcome. Consequently, a Box-Cox 
method was chosen to transform the outcome variable. The 
Box-Cox method does this by finding the best lambda value to 
transform the outcome variable to follow a normal distribution 

optimally. This function returns a lambda value (For instance, 
lambda = 2 for a square root transformation; lambda = -1 for an 
inverse transformation; etc.). 

Following the Box-Cox method, the optimal lambda value 
for COVID-19 cases was -0.02187. Figure 3 shows the dis-
tribution of the outcome variable before and after the box cox 
transformation. Fitting the model with this newly transformed 
outcome, all five linear model assumptions were met. Figure 4 
displays a plot of predicted and actual values, following the as-
sumption of linearity. Figure 5 is a quantile-quantile (QQ) plot, 
which tests for the normality of residuals. Figure 6 is a residual 
graph with equal variance throughout, following homoscedas-
ticity of error terms. In Table 2, there are no significant variance 
inflation values, proving no multicollinearity was present in my 
variables. Finally, the model also passed the Durbin-Watson 
test, which checked for independent errors assumption. The 
test resulted in 2.11, which is in the normal range of 1.5 - 2.5. 
Thus, there was no multicollinearity present in my variables.

After ensuring the validity of all five tests, the final mod-
el had a coefficient of determination of 71%, a mean absolute 
error of 0.46, and a mean squared error of 0.60. The details 
for the final model are available in Table 3. Now that all five 
assumptions have been met, results could be drawn from the 
model.

Table 1: Coefficient of determination, mean absolute error and mean 
squared error of the experimental models. 

Figure 1: A residual graph of predicted values and actual values. The 
log-transformed model violates linearity, as the points are patterned and not 
clustered evenly along the orange line. 

Figure 2: A graph of the log-transformed residuals, which violates 
homoscedasticity. As X increases, the variance of the residual increases, 
creating a patterned funnel shape that is inconsistent. 
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�   Discussion

The multi-linear regression model was able to predict 
COVID-19 cases successfully using the ten factors listed in 
Table 3.  Two variables (average household size and percent of 
housing units that were single-family homes) were statistically 
insignificant (p>0.05) and subsequently removed from the 

Figure 3: Distribution of dependent variable (COVID-19 cases) before and 
after box cox transformation. The image on the right shows the COVID-19 
cases transformed into a normal distribution. 

Figure 4: Residual graph (plot of predicted values vs. actual values). The 
figure shows that the linearity assumption is well satisfied with a strong linear 
relationship. 

Figure 5: This quantile-quantile (QQ) plot indicates the normality of the 
residuals, as the points closely lie along the orange line. 

Figure 6: The model qualifies as Homoscedasticity of Error Terms. This 
model graphs variance in residuals, and there is no pattern. 

Table 3: The greater absolute value of the model coefficient determines 
the weight the factor is given in the model. This chart includes factors that 
had a significant p-value (p<0.05), the remaining two factors not included 
(percentage of single-family homes and average household size, with p-values 
of 0.356 and 0.232, respectively) were eliminated because their p-values were 
greater than 0.05. 
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model. The model had a coefficient of determination of 0.71, 
indicating reasonable accuracy. The four factors that had the 
most influence on the model included the percentage of multi-
unit housing, population density, rural-urban classification 
status, and Social Vulnerability Index (SVI).

Percentage of Multi-Unit Housing:
Multi-unit housing is the percentage of housing units in 

buildings with more than twenty units per building, cor-
related with increased COVID-19 incidence.  These results 
concurred with Cromer et al., who found that high household 
crowding and occupancy contributed to higher COVID-19 
incidence.¹⁹

Population Density:
The population density was calculated by dividing the total 

county population by the county's area in square kilometers. In 
the model coefficients, population density contributed posi-
tively, showing increased COVID-19 cases in denser counties. 
Results from some previous studies are consistent with this, 
while other studies did not find any significant contribution 
of population density to COVID-19 incidences.¹⁸,³⁶ For in-
stance, Hamidi et al. showed that population density did not 
correlate positively with increased COVID-19 incidence after 
controlling for metropolitan populations.¹⁸ In contrast, Wong 
et al. showed that population density did correlate positively.³⁶ 
These results concur with Wong and show that population 
density positively correlates with COVID-19 incidence.

Rural Urban Classification:
According to the model, urban areas had increased in-

cidences of COVID-19. A 0.1 unit increase in rural status 
would correspond to a decrease of 18.69% in COVID-19 
cases. Calculated from the model coefficients, this statistic 
supported the finding of Karim et al. that metropolitan areas 
continue to have higher rates of disease compared to micro-
politan and rural areas, and the majority of COVID-19 cases 
and deaths in 2020 were in urban areas.¹⁷ This data is also 
consistent with Hamidi et al., that metropolitan areas cor-
related with increased COVID-19 incidence.¹⁸

Social Vulnerability Index:
Social vulnerability plays a vital role in COVID-19 inci-

dence in communities. According to the model coefficients, 
a percentile increase in SVI leads to 4.79% more COVID-19 
cases. This is consistent with other studies of COVID-19 and 
SVI, although the magnitude of contribution varies in each 
study. Karaye and Horney found that a percentile increase in 
SVI resulted in 16% more COVID-19 cases.¹⁵ Karmakar et al. 
found a 0.1 point increase in SVI increased the incidence of 
COVID-19 by 14.3%.¹⁶ Long-standing inequities in health-
care access for vulnerable communities appear to contribute 
to increased incidence; however, variations in the effect of SVI 
changes on COVID-19 cases in these different studies could 
be due to the various time periods examined.

Obesity and Diabetes:
The remaining two factors, diabetes and obesity did not 

add much significance to the model. Nonetheless, the model 
showed a positive correlation between increased incidence of 
obesity and diabetes with increased incidence of COVID-19, 
which supported findings in other studies. A one-unit increase 

in the percentage of the population with obesity matched with 
a 4.16% increase in COVID-19 cases.  This parallels with Jay-
awardena et al., who also found that increased rates of obesity 
correlated with increased incidence of COVID-19.³⁷ In addi-
tion, Chen et al. found that COVID-19 hospitalized patients 
with diabetes had two to three times higher mortality rates.³⁸

Other Factors:
Some factors had minimal effects in the model that seemed 

to contradict previous studies.  First, there was a positive 
correlation between an increase in the percentage of the 
population that stayed at home during the pandemic and 
COVID-19 incidence. However, this might reflect stricter 
stay-at-home orders in metropolitan areas with higher inci-
dences of COVID-19. Next, the model indicated that higher 
poverty rates corresponded with lower rates of COVID-19. 
Again, this could be attributed to metropolitan areas having 
higher rates of COVID-19 and increased average income.  
Metropolitan poverty rates in 2019 were only 11.9% com-
pared to 15.4% in non-metropolitan areas.³⁹

An increase in the percentage of the population that were 
of minority ethnicity also unexpectedly had a negative cor-
relation with COVID-19 cases.  This contradicted previous 
studies that concluded that minority populations were pos-
itively correlated with COVID-19.¹¹ However, this played 
only a minor role in the model and could be because the data 
targeted the number of COVID-19 cases as opposed to the 
percentage of the population that had been diagnosed with 
COVID-19.

Finally, the model showed that counties with higher per-
centages of people over 65 had lower cumulative incidences 
of COVID-19. This seemed to challenge earlier reports that 
indicated elderly patients were more at risk of contracting 
COVID-19.³⁹ However, reviewing CDC weekly cases by 
age 40, early data from the first three months showed older 
age groups having a higher incidence of COVID-19. How-
ever, after June 2020, the group with the highest incidence 
of COVID-19 transitioned to ages 18-29. Perhaps elderly 
patients can socially distance themselves more due to their 
retired status, so as the pandemic progressed, the incidence of 
elderly patients declined.

Pearson's Correlation Coefficient:
In addition to the multiple linear regression model, the 

strength of correlation and direction between the predicting 
factors and COVID-19 incidence was tested. Correlation be-
tween the independent variables and the normally-distributed 
dependent variable (with all outliers removed) was measured. 
As shown in Table 4, the Pearson’s correlation coefficient was 
calculated for each of the ten statistically significant variables 
from the initial model (p<0.05). The factors that correlated 
best with higher COVID-19 cases included greater popula-
tion density, more multi-unit housing, more urban locations, 
and an increased percentage of the population that stayed at 
home. These results concur with the results seen both in this 
model and in other studies as well.¹⁸,¹⁹,²¹,³⁶
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In conclusion, this study emphasizes that COVID-19 trans-
mission is complicated, with numerous aspects to consider.  
Upon examining this model, the data suggests that the most 
effective non-pharmaceutical measures would include reducing 
shared spaces in multi-unit housing, enforcing social distanc-
ing, especially in urban areas with increased population density, 
and investing more resources into medically underserved com-
munities to compensate for persistent healthcare inequities.

Limitations and Future Work:
There were several significant limitations to this study. First, 

COVID-19 incidence relies on COVID-19 testing being ac-
cessible. At the beginning of the pandemic, there were severe 
supply shortages for testing, and many people with suspect-

ed symptoms were never able to receive a confirmatory test. 
Therefore, the data may be skewed towards more severe cases 
of COVID-19, as milder cases are less likely to be tested. In 
addition, some areas had more severe test shortages than oth-
ers, highlighting the effect of healthcare iniquities. Secondly, 
demographic information was gathered from surveys between 
2018-2020, so some of these variables may have changed 
compared to 2020.  Thirdly, this study focused on the number 
of COVID-19 cases in each county, in contrast to most stud-
ies that focused on the incidence of COVID-19 per 100,000 
population.  Consequently, the data was skewed towards larg-
er, more populated counties.  Attempts to minimize this bias 
were made with feature scaling and pre-processing, but the 
bias still may affect the data.

There are several directions in which this research can 
progress. Although this study was based on 16 months of 
pandemic data, the pandemic continues to evolve with time, 
and factors that affect incidence will continue to change. In 
addition, effective immunizations against COVID-19 will 
also change the transmission dynamics of COVID-19. Even 
more importantly, variants such as the new delta variant may 
increase transmission as initial studies have already found it 
to be 50% more contagious and can be transmitted through 
brief contact.⁴¹ 
�   Conclusion
This paper compares COVID-19 cases at a county level to 

multiple factors, including age, obesity, diabetes, poverty, mi-
norities, urban populations, population density, multi-unit 
housing, SVI, and population mobility.  Furthermore, a reli-
able model was created to accurately predict the incidence of 
COVID-19 and showed that multi-unit housing, population 
density, urban population, and SVI were the most significant 
factors. The model also provided a measure of how each factor 
changed COVID-19 incidence; for example, a 0.1 unit move 
towards more rural status led to 18.69% fewer COVID-19 
cases. In addition, a 0.01 unit increase in SVI (meaning more 
social vulnerability) increased COVID-19 cases by 4.79%. This 
study highlights the importance of continuing demographic 
studies over time as the pandemic evolves. Analyzing the fac-
tors that lead to higher COVID-19 rates can determine which 
non-pharmaceutical interventions are most effective. This 
knowledge is critical to crafting policies that reduce the con-
sequences of pandemics and to improving health worldwide. 
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ABSTRACT: Pulmonary hypertension (PH) is a cardiopulmonary disease characterized by uncontrollable cell proliferation 
of adventitial fibroblasts in the pulmonary artery, leading to increased pulmonary arterial stiffness and eventual right ventricular 
dysfunction and heart failure. Previous studies have reported a significant role for glycolysis-induced transglutaminase 2 (TG2) in 
cell proliferation, fibrogenesis and PH. Furthermore, a direct relationship was established between TG2 and YAP/TAZ, molecules 
that activate extracellular matrix remodeling when triggered by vascular stiffness in cancer cells. Thus, this study sought to determine 
whether the same relationship between TG2 and YAP/TAZ existed in cell culture models of PH. Utilizing human pulmonary 
artery adventitial fibroblasts, we conducted a series of three experiments 1) analyzing the effect of high glucose concentrations 
on YAP and TAZ levels, 2) the effect of TG2 inhibition (ERW1041E) on high-glucose induced YAP and TAZ levels, and 3) 
the effect of YAP/TAZ inhibition (YAP/TAZ siRNA) on fibroblast proliferation. We found that high glucose significantly 
induced TG2-mediated YAP and TAZ mRNA expression. Furthermore, YAP and TAZ mediate high-glucose-induced fibroblast 
proliferation. This confirmed our hypothesis that glycolysis- mediated TG2 activation plays a significant role in YAP/ TAZ 
upregulation, promoting pulmonary arterial adventitial fibroblast proliferation in response to high glucose. These findings support 
a novel role for glycolysis-induced TG2 and YAP/TAZ in pulmonary arterial remodeling associated with experimental PH.

 KEYWORDS: Biomedical and Health Sciences; Cell, Organ, and Systems Physiology; Cardiovascular; Pulmonary 
Hypertension; Transglutaminase 2; YAP/TAZ. 

�   Introduction
Pulmonary hypertension (PH) is a proliferative cardiac dis-

ease affecting between 50 to 70 million individuals worldwide. 
The condition may be caused by uncontrollable cell prolifer-
ation of smooth muscle cells (SMCs) and fibroblasts in the 
pulmonary artery, composed of an inner layer of endothelial 
cells, a middle layer of SMCs, and an outer layer of adventitial 
fibroblasts. In PH, aberrant pulmonary arterial (PA) remodel-
ing resulted in a rapid buildup of muscle in the arterial walls 
and increased pressure in the right ventricle of the heart. This 
adverse remodeling of the PA further causes remodeling of the 
right ventricles, eventually culminating in heart failure. Cur-
rently, there is no effective treatment for PH.

In previous years, a notable role for transglutaminase 2 (TG2) 
has been identified in PH.¹,² As a cross-linking enzyme that 
alters protein function, TG2’s post-translationally modified 
extracellular matrix (ECM) proteins were shown to promote 
cell growth and migration.¹ This may result in the increased 
ECM’s stability, fibrogenesis, and tissue stiffness. TG2 has also 
been shown to cross-link between protein glutamine and lysine 
residues, enabling its contribution to the serotonylation of vas-
cular proteins such as fibronectin.² In PH specifically, TG2 was 
shown to mediate heightened collagen deposition and tissue 
fibrosis in the PA, which may promote increased vascular resis-
tance and, eventually, right ventricle (RV) pressure. Recently, 
experiments showed TG2 levels were stimulated by glycolysis, 
which could be induced through high-glucose concentrations.¹

More and more researchers acknowledge vascular ECM 
modifications as an important molecular contributor to 

PH.⁵During both the early and late stages of PH, uncontrolled 
collagen and elastin assembly have been detected.⁵ However, 
activities connecting PH vasculature to ECM mechanotrans-
duction, a series of activities allowing cells to perceive and 
adjust to external stimulants, have only started to be identi-
fied.⁴,⁵ In particular, Yes-associated protein 1 (YAP) and TAZ, 
two regulators of the Hippo signaling pathway, are triggered 
by ECM rigidity; its activity is directly controlled by cell shape 
and polarity, which is governed by the cell’s cytoskeleton. They 
can pick up on how cells perceive both themselves and their 
environment within tissues, communicating with others.⁴,⁵ Its 
ability to modify cells’ actions to an organ’s specific needs, com-
bined with its regulation of cell division, allows it to aid tissue 
growth and repair. In early PH in vivo models, it was found 
that pulmonary vascular stiffness triggers YAP/TAZ, inducing 
further ECM remodeling and cell proliferation. Thus, when 
regular pathways fail, abnormal YAP/TAZ induction results in 
diseases such as fibrosis, cancer, and atherosclerosis. 

TG2 is thought to serve as a direct target gene of YAP/TAZ 
in cancer cells.⁶ In response to YAP/TAZ overexpression, TG2 
levels significantly increased, and YAP/TAZ knockdown de-
creased TG2 expression in multiple cell lines. Data analysis 
showed that mRNA levels of TG2 positively correlated with 
numerous downstream target genes of YAP/TAZ, including 
the expression levels of YAP/TAZ. This suggests that TG2 is 
a direct target of YAP/TAZ, significantly contributing to the 
hostile transformation in cancer cells activated by YAP/TAZ.⁶ 

Analyzing these points, we connected TG2’s role in PA tissue 
fibrosis to YAP/TAZ’s role in ECM stiffness and the correla-
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tion between TG2 and YAP/TAZ in cancer cells. Therefore, in 
the present study, we chose to investigate if a similar relation-
ship between YAP/TAZ and TG2 expression is implicated in 
PH pathogenesis and if these pathways could be explored as 
potential targets for novel therapies for PH. We hypothesized 
that high glucose induces glycolysis-mediated TG2 activation 
and YAP/TAZ upregulation, promoting pulmonary arterial 
adventitial fibroblast proliferation. 
�  Methods
Materials:
This study utilized human pulmonary artery adventitial fi-

broblasts (HPAAFs) grown in 6-well cell culture plates. Cells 
were grown in a fibroblast medium supplemented with fetal 
bovine serum (FBS) and varying high glucose concentrations. 
Glucose-free media was used to starve fibroblasts overnight. 
To test TG2 effects, fibroblasts were pre-treated with vary-
ing concentrations of ERW1041E, a known inhibitor of TG2 
activity, or vehicle control (dimethyl sulfoxide; DMSO). To 
test the effects of YAP/TAZ, fibroblasts were transfected with 
a 20nM concentration of YAP and TAZ siRNA or control 
scrambled siRNA. The quantitative PCR method was used at 
the experimental endpoints to determine the mRNA expres-
sion of TG2, YAP, and TAZ genes. For PCR analysis, Trizol, 
nuclease-free centrifuge tubes, DNase I, RNA primers (TG2, 
YAP, TAZ, and beta-actin), reverse transcriptase enzyme, 
DNA Polymerase, dNTPs, SYBR Green I dye, and a qPCR 
machine were used according to previously published methods 
(1). Cell counting was performed to quantify cell prolifera-
tion. This analysis required a hemocytometer chamber with 
a coverslip, trypan blue, tally counter, pasteur pipettes, and a 
microscope. 

High Glucose Cell Culture:
Seeking to investigate the impact of TG2 activity on YAP/

TAZ expression and fibroblast proliferation, this study used 
high glucose concentrations to stimulate TG2 activity. Three 
sets of experiments were conducted: one to determine if high 
glucose concentrations induced TG2 and YAP/TAZ mRNA 
expression, another to determine the effect of TG2 inhibition 
on high glucose-induced YAP/TAZ mRNA expression, and 
lastly to determine the relationship between YAP/TAZ inhibi-
tion and high glucose-induced fibroblast proliferation. 

The first experimental set mentioned above attempted to 
discover the effect of high glucose concentrations on TG2 and 
YAP/TAZ expression. Thus, the study used glucose concentra-
tions of 0, 5.5, 10, 25, and 50 mM as the independent variable 
and YAP/TAZ expression levels as the dependent variables. 
The experiment was conducted with HPAAFs, placed in 
6-well plates with approximately 300,000 cells per well. Af-
ter reaching about 70% confluency, fibroblasts were starved 
overnight with glucose-free media without FBS to ensure all 
cells began the experiment at the same conditions before glu-
cose introduction. They were then exposed to varying glucose 
concentrations of 5.5, 10, 25, and 50 mM for 72 hours. Cells 
receiving no glucose were used as controls. Each of these con-
centrations was replicated in at least three cell culture wells. 
PCR analysis was then carried out at the experimental end

points to determine TG2 and YAP/TAZ mRNA expression 
levels. 

TG2 Inhibitor:
The second experimental set, as mentioned above, hoped to 

identify the effect of TG2 inhibition on high glucose-induced 
YAP/TAZ mRNA expression. Thus, the independent vari-
ables were the varying ERW1041E concentrations and high 
glucose, while the dependent variable was YAP/TAZ expres-
sion. The experiment was conducted with HPAAFs, placed in 
6-well plates with approximately 300,000 cells per well. After 
reaching about 70% confluency, fibroblasts were starved over-
night with glucose-free media without FBS to ensure all cells 
began the experiment at the same conditions before glucose 
introduction. Following pretreatment with vehicle-control 
(DMSO) or 50uM concentration of known TG2 inhibitor 
ERW1041E for 1 hour, fibroblasts were cultured with high 
glucose (25mM) for 72 hours. Each experimental condition 
was replicated in at least three cell culture wells. PCR analysis 
was then carried out at the experimental endpoints to deter-
mine YAP/TAZ mRNA expression levels. 

siRNA Transfection:
The final experimental set mentioned above sought to de-

termine the relationship between the YAP/TAZ pathway and 
high glucose-induced fibroblast cell proliferation. The present 
study used YAP/TAZ siRNA inhibition and high glucose as 
the independent variables and fibroblast proliferation as the 
dependent variable. It was conducted with HPAAFs, which 
were cultured in a fibroblast medium. The cell cultures were 
done in 6 well plates, with approximately 300,000 cells per 
well. After reaching about 70% confluency, fibroblasts were 
transfected with a 20nM concentration of control siRNA, 
YAP, and TAZ siRNA for 6 hours in growth medium with-
out antibiotics. Fibroblasts were cultured in normal (5.5 mM) 
glucose medium overnight. Cells were then subjected to vary-
ing glucose concentrations for 72 hours. Each transfection 
was replicated in at least three cell culture wells. After 72 
hours, cell counting was then carried out at the experimental 
endpoint to quantify fibroblast growth.  

Polymerase Chain React (PCR) Analysis:
At the experimental endpoints of the first and second ex-

periments, cell lysis and total RNA extraction was performed 
on each individual cell culture well using Trizol. This lysis 
process was conducted in stabilizing conditions required to 
maintain its contents. Specifically, it was done with nucle-
ase-free plasticware (tubes, pipettes, etc.) in a neutral pH 
environment and stored at -20 degrees Celsius to avoid nu-
cleic acid degradation. 

With the cell lysate recovered, RNA estimation was first 
carried out through spectroscopic methods to normalize 
RNA amounts, taking measurements of RNA concentration 
and purity. Real-time PCR was then conducted. While the 
polymerase chain reaction (PCR) is a technique that ampli-
fies DNA fragments after the reaction completes, real-time 
PCR allows the PCR reaction to be visualized as the reac-
tion progresses. By adding Deoxyribonuclease I, or DNase 
I, the RNA solution underwent DNase treatment to cleave 
any genomic DNA strands, leaving RNA with a ribosom-
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ribosomal majority. With DNA removed, reverse transcription 
was conducted with the addition of targeted RNA primers, 
the reverse transcriptase enzyme, DNA polymerase to extend 
the DNA strands, and dNTPs to allow the reaction to occur. 
SYBR Green I dye was added to the solution to detect the final 
DNA product. 
The qPCR machine was used to conduct real-time PCR, al-
lowing the number of cycles and temperatures per cycle to be 
constantly set. To denature proteins, the qPCR machine began 
at 95 degrees Celsius, allowing the primer to begin binding 
to the DNA strands and beginning DNA replication. At this 
point, the temperature was lowered to around 72 degrees Cel-
sius to optimize replication. This heating and cooling cycle was 
replicated in about 45 cycles. Cycle threshold (Ct) values were 
then used for qPCR analysis. 

Cell Counting:
At the experimental endpoint of the third experiment, cell 

counting was conducted on each individual cell culture well. 
The cell suspensions were dropped into a hemocytometer 
chamber using a Pasteur pipette, and capillary action drew 
the suspension into the chamber. The opposite chamber was 
similarly filled. Next, the chamber was placed on a micro-
scope, where the 10x objective was used to count the number 
of cells in a 1mm square area. Cells on the other side of the 
hemocytometer were similarly counted. To calculate the cells' 
concentration, we counted the average of all 1mm 2 areas and 
applied the formula c=n/v, where c was the cell concentration 
in cells per mL, n was the average number of cells per mm 
square area, and v was the volume counted. 
�   Results and Discussion
Role of High Glucose in YAP and TAZ mRNA Expression:
When stimulated with higher glucose concentration levels, 

YAP mRNA expression increased in a glucose-concentra-
tion-dependent manner. A significant increase in expression 
was seen in glucose levels of 10 mM, 25 mM, and 50mM, in-
dicating that high glucose levels serve as a stimulant for YAP 
expression (Figure 1). TAZ expression showed similar results 
when met with high-glucose levels, except for a significant 
change in the presence of 10 mM glucose levels (Figure 1). 
Nevertheless, high glucose concentrations also stimulate TAZ 
mRNA expression. However, in the normal glucose concen-
tration level of 5.5mM, YAP and TAZ expression did not 
significantly differ compared to no glucose (Figure 1). With 
the confirmation that high glucose concentrations stimulate 
both YAP and TAZ expression, 25 mM glucose concentrations 
were used to induce YAP and TAZ expression in each subse-
quent experiment. 

Role of TG2 Inhibition in High-Glucose Induced YAP and 
TAZ mRNA Expression:

YAP expression significantly increased in the presence of 
high glucose at a concentration of 25 mM (Figure 2) compared 
with normal glucose, in line with findings from (Figure 1). 
More importantly, high glucose-induced YAP expression sig-
nificantly decreased when treated with a 50 uM concentration 
of ERW1041E, a known inhibitor of TG2 activity, compared 
to vehicle control (Figure 2). TAZ expression was affected sim-
ilarly, with a significant increase in the presence of high glucose 
at a concentration of 25 mM compared to no glucose (Figure 
2). High glucose-induced YAP expression also significantly de-
creased when treated with ERW1041E at a concentration of 
50 uM compared to vehicle control (Figure 2). These results 
indicate that TG2 activity directly affects the glucose-induced 
expression of both YAP and TAZ mRNA. 

Role of YAP and TAZ siRNA in High-Glucose Induced Cell 
Proliferation:

HPAAF Cell number significantly increased in the pres-
ence of high glucose compared to normal glucose (Figure 3), 
suggesting high glucose induces cell proliferation. As there 
was no significant change when high glucose-induced fibro-
blasts were transfected with control siRNA (Figure 3), it was 
further indicated that siRNA did not adversely impact the 
fibroblast's growth. Fibroblasts transfected with YAP siR-
NA and TAZ siRNA, which largely inhibited YAP and TAZ 
translation, showed a significant decrease in fibroblast cell 
numbers compared to high glucose control siRNA (Figure 3). 
Thus, this indicates that YAP and TAZ both play a substan-
tial role in high-glucose-induced fibroblast proliferation.  

Figure 2: TG2 mediates high glucose-induced YAP and TAZ mRNA 
expression in HPAAFs. Dark grey denotes YAP expression, while light grey 
denotes TAZ expression. Significant differences compared to normal glucose 
(5.5mM) are marked with (*), and significant differences compared to high 
glucose (25 mM) are denoted with (#), utilizing p-values. Error bars depicting 
standard deviation are represented throughout. 

Figure 1: High glucose significantly induced YAP and TAZ mRNA 
expression in HPAAFs. Dark grey bars denote YAP expression, while light 
grey bars denote TAZ expression. The reference groups, normal glucose 
(5.5 mM), are devoted with (x). Significant differences compared to normal 
glucose (5.5mM) are denoted with (*), utilizing p-values. Error bars depicting 
standard deviation are represented throughout.  
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�   Discussion
We found that in HPAAFs, high glucose induces YAP 

and TAZ mRNA expression levels, TG2 activity significantly 
blocks glucose-induced YAP/ TAZ expression, and YAP/TAZ 
expression plays a significant role in fibroblast cell proliferation 
(Figure 4). Figure 4 shows the pathways our study verified, or 
the pathways between high glucose and YAP/TAZ, TG2 and 
YAP/TAZ, and YAP/TAZ and fibroblast proliferation. This 
proves our hypothesis that TG2 and YAP/TAZ are essential in 
promoting PA adventitial fibroblast growth, suggesting these 
molecular pathways may contribute to the adverse PA remod-
eling seen in PH patients. 

In future studies, we hope to confirm real-time PCR mRNA 
analysis of the three experiments through Western Blot pro-
tein analysis. As for potential next steps, we suggest looking at 
YAP/TAZ inhibition's effect on collagen deposition through 
real-time PCR and Western Blot analysis. Finally, we recom-
mend investigating the impact of TG2 inhibition on YAP/
TAZ nuclear translocation through both real-time PCR and 
Western Blot analysis. 

Potential limitations of this study include not conducting a 
controlled trial with 5.5 mM glucose utilizing YAP/TAZ siR-
NA. This could have checked if YAP/TAZ siRNA knocked 
down proliferation in normal glucose conditions. In this case, 
YAP/TAZ siRNA would have knocked down proliferation in 
general and not only in response to high glucose concentra-
tions. 

Given the role of TG2in collagen deposition and fibrogene-
sis,¹,² the impact of YAP/TAZ on ECM,⁴,⁵ and the relationship 
between TG2 and YAP/TAZ in cancer cells⁶; our current 
study’s findings explore the relationship between TG2 activity, 
YAP/TAZ expression and fibroblast proliferation. Thus, these 
studies further advance our understanding of PH pathogenic 
mechanisms. Furthermore, these studies suggest that TG2 and 
YAP/TAZ may serve as potential targets for novel therapies for 
patients with PH. 
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Figure 3: YAP and TAZ mediate high glucose-induced HPAAF cell 
proliferation. Significant differences compared to normal glucose (5.5 
mM) with control siRNA are denoted with (*), and significant differences 
compared to high glucose (25 mM) with control siRNA are marked with 
(#), utilizing p-values. Error bars depicting standard deviation are represented 
throughout. 

Figure 4: Schematic pathway for high glucose-mediated induction of TG2, 
YAP/TAZ, fibroblast proliferation, and fibrogenesis in PH. Verified pathways 
are denoted with filled arrows, while unverified pathways are marked with 
dotted arrows and (?). 
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ABSTRACT: This study proposes the threshold level of steering effort to reduce rollover accidents. There is much research 
about the causes of rollover behavior during driving. The center of gravity height, tread length of road wheels, tire properties, 
and ESC is among the leading causes of rollover of vehicles. An enormous amount of research was done on those factors. First, 
the steering effort threshold value, which leads to loss of wheel grip, was tested. Second dynamic maneuver tests were done in a 
virtual environment with the help of CarMaker® vehicle dynamics software. By doing that, steering effort could be measured to 
understand how much effort is needed in those risky situations. 

KEYWORDS: Rollover; steering effort; vehicle dynamics; cars. 

�   Introduction
Rollovers are a type of collision in which a car tips over to 

its side or roof, runs off the road, and has a more severe fatality 
rate than other crashes. SUVs and pickup trucks have a high-
er tendency to roll over. Many factors in vehicle design affect 
this phenomenon, but the center of gravity height or wheel 
tread length is the leading cause of this problem. A National 
Highway Traffic Safety Administration (NHTSA) report in 
2019 describes that the rollover rate of SUVs in fatal crashes 
was 21.2%. This rate exceeds the rollover rates in fatal crash-
es of all other common types of motor vehicles: cars, pickup 
trucks, vans, large trucks, and buses.¹ This higher fatality rate 
makes rollovers the main culprit of most deadly accidents. This 
phenomenon occurs in two ways. One is the collision-induced 
rollover, and the other is the steering input-induced rollover. 
These two rollovers are closely related to SUV vehicles' charac-
teristics. This propensity to rollover could be better avoided if 
better-designed and tuned dynamics of the vehicles are sought 
and developed. The usual tuning guide to deviate this propen-
sity in vehicles is the lessening of steering effort and the ESC 
(Electronic Stability Control) modification, which reduces 
human effort and stabilizes the behavior in tipping points of 
rolling over. Sivinski says, “as ESC saturates the on-road fleet 
in the coming years, it is likely that rollovers resulting from loss 
of vehicle control will continue to decline. Other types of roll-
overs, such as those caused by an impact with another vehicle, 
are not likely to be affected by the spread of ESC in the pop-
ulation.”² The studies about ESC and vehicle control systems 
are more abundant than steering ones.

On-road rollovers due to vehicle maneuvering comprise 
only a tiny percentage of rollover crashes. Still, despite its 
small percentage, significant importance is given to steering 
input-induced problems for safety reasons.³ So the objective 
of this study is to highlight the importance of the role of the 
steering system in risky maneuvers like J-turn or double lane 

change, which are the recommended tests for rollover valida-
tion.

For this study, a special bench test was prepared with the 
help of Halla University’s car lab. Real steering threshold effort 
could be measured based on this; a practical virtual method was 
employed to prove this threshold value.

1.1 Technological background for simulation test:
Actual tests for dynamic maneuvers are dangerous and chal-

lenging to implement on normal roads because of traffic. And 
most developers of vehicles use a proving ground which is spe-
cially developed roads and environments for vehicle testing. 
Because it is safe and efficient for this kind of test, another way 
of doing a dynamic maneuver test is a simulation, which uses 
a vehicle, road, and driver in a mathematical model and eval-
uates the car in various maneuvers. Mostly the simulations are 
done in a completely virtual environment, but a valuable way 
of using simulations is to combine them with physical models. 
This is called a HIL (Hardware In the Loop) simulation. This 
makes the test more reliable and realistic. Because the interest-
ing parts are real and don’t need to be modeled in mathematical 
form, this study used steering gear as hardware, and the signals 
from the gear go to the virtual car model and steer the car. And 
the car model calculates the road wheel force and pushes or 
pulls the steering gear by the Hils actuator; in this way, they 
interact with each other.

Pfeffer and Koegeler developed the steering system HILS 
test with European car makers, and by using this method, they 
optimized the tuning map of the steering system to get the best 
steering feel and characteristics.⁴,⁵

The research about the virtual driver model is various. Most 
apply to everyday situations where the vehicle doesn’t skid on 
the path due to an unavoidable slip angle. But some research on 
vehicle dynamics dealt with tire dynamics and driver behavior 
at the limits of handling, from lane keeping to drifting.⁶,⁷ This 
discussion can be expanded to vehicle safety systems to avoid 
accidents effectively by taking the physical limitations of 
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vehicles into account. To repeatedly evaluate a vehicle control 
system in the same situation, simulations with a suitable driver 
model are needed to provide reliable analysis results and satisfy 
cost and safety issues, especially at the limits of handling.
�  Methods
Equipment for steering effort measurement:
The equipment was used to test components and systems 

without requiring a complete vehicle. The steering wheel was 
connected to the input test actuator, and steering gear ends 
were connected to the two output test actuators. The simula-
tion was the same as running offline in CarMaker®, but the 
real components were used instead of the software's steering 
model. Figure 1 shows the method used to measure the effort 
of grip loss and its bench and equipment.

HILs dynamic maneuver test:
Rigs were used to test components and systems without re-

quiring a complete vehicle. The steering wheel was connected 
to the input test actuator, and two tie rod ends were connected 
to the road wheel actuators.  The simulation was the same as 
running offline in CarMaker®, but the real components were 
used instead of the software's steering model. And a standard 
SUV model was chosen for this study ( Figure 2).

The steering torque is closely related to rack force, calculat-
ed by rack position, velocity, and acceleration. To control the 
vehicle's direction, the natural rack motion quantities were 
inputted to the vehicle simulation model by the rack motion 
feedback mechanism installed on the test bed. 

Most of the dynamic maneuver test covers open loop tests 
like steady state circular (ISO 4138), sine sweep (ISO 7401), 
and weave test, which doesn’t require a driver’s role in the test. 
But most subjective tests conducted in the proving ground 
were closed loop tests like ISO Lane change (ISO3888) or 
slalom and handling courses. The standard driver model was 
installed in the software to simulate the closed loop test on 
the HILS benches. Figure 3 shows closed loop test principles 
which feedback the vehicle response to the driver tasks. 

The experiment on Steering grip loss and the result:
A special test rig was devised to see the threshold of steer-

ing effort that makes a driver lose grip of a wheel. The test 
procedure was as follows: Evaluator generated the torque-
based excitation by using a torque meter manually, and the 
evaluatee stood behind the wheel. The evaluator increased 
the torque until the evaluatee lost grip of the wheel and 
recorded the value. The grip loss effort was defined as the 
torque that makes one lose one’s grip on the wheel and let the 
wheel rotate 60 degrees. This study selected 5 participants 
who could represent the age group between 18 and 60. And 
20 tests were conducted for each person, and the threshold 
values were averaged. Figure 4 shows the distribution of these 
efforts and has a normal distribution. 

Figure 1: Schematic diagram and test equipment. 

Figure 2: Steering HILS equipment (1 input /2 output actuator). 

Figure 3: Closed loop test principle. 

Figure 4: Histogram of grip loss effort. 

Figure 5: Distribution Identification. 
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from 50 kph to maximum velocity, making the car roll over. 
Reverse quick J-turn:

This test is achieved by transferring the momentum of

the car by reversing quickly in a straight line and then turn-
ing the wheel sharply while using a brake to lock the front 
wheels. The driver changes into a forward gear as the nose 
comes about. Figure 7 shows the x-y bird’s eye view data used 
for the reverse quick J-turn test. And a virtual test run was 
created based on this data.

Sine with dwell:
The test has a steering input defined in terms of angle 

against time. It is a steering plus counter-steering maneuver 
that a panicked driver might apply to avoid an obstacle on the 
road. In this test, the possibility of unreasonable steer effort 
or steer lock was checked, and the performance of suspension 
and tires was also of interest other than steering performance. 
Typically vehicle speed is set to 80 kph, and steer input defined 
in Figure 9 should be implemented. The exact test condition is 
described in Table 1

The p-value is a probability that measures the evidence 
against the null hypothesis. For an Anderson-Darling test, 
the null hypothesis is that the data follow the distribution. 
Therefore, lower p-values provide more substantial evidence 
that the data do not follow the distribution. P-values greater 
than 0.05 and Anderson-Darling statistic is small enough to 
conclude normal distribution. Most importantly, the average 
effort of grip loss was 3.075 Nm. And this shows that the ef-
fort that exceeds this value could make the driver lose control 
of the car and lead to a rollover.

High-risk dynamic maneuver test
Index development for dynamic maneuver test:
To be able to compare outputs from complete simula-

tion and HILS tests in an objective way, key indexes were 
used. Indexes are effective since the behavior of the data is 
described in a scalar value, making it easier to compare. So, 
the most traditional and commonly used rollover index was 
defined using a 2D vehicle model as 

they are shown in Figure 6. Several researchers tried to in-
vent a new rollover index for tripped rollover from external 
inputs such as forces.⁸ But this study confines the rollover 
in the high lateral acceleration-induced rollover category. 
The formula is LTR (Load Transfer Ratio) in Equation (1). 
When the vehicle is lifted and the tire is off the ground, the 
vehicle could be said to have rolled over. The main parameters 
of the rollover index LTR are lateral acceleration ay and roll 
over angle ∅ and the vehicle is said to be rolled over when 
LTR-value nears 1.

Test maneuvers
Double Lane Change:
Pylons were arranged as seen in Figure 7 and Figure 8. The 

test consisted of an entry and an exit lane with a length of 
12m and a side lane with a length of 11m. The driver factor 
is the most influential in this test; objective results couldn’t 
be anticipated in the past. Vehicle speed for this test ranged 

Figure 6: Rollover diagram in a 2D car model. 

Figure 7: ISO 3888 double lane change. 

Figure 8: Reverse quick J-turn. 

Figure 9: Sine with dwell test. 
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�   Results and Discussion
Dynamic test results and discussion
Double Lane Change:
Closed loop tests were implemented by using optimized 

driver models. Trials were proceeded by measuring the neces-
sary item-related motion and feeling of the steering. Vehicle 
speed was increased from 50 to 100 kph (Figure 10), and 
whether steering effort crossed the upper threshold value of 
3.07 Nm was checked during the test. 

Steering wheel angle and torque values were measured in the 
HILS test and simulation test, which are displayed in Figure 
11. No abnormality was found until 70 kph, but the car rolled 
over at 80 kph, and the maximum steer torque was observed to 
be over 6.54 Nm which is well over the threshold value. The 
driver could have lost the wheel's grip and couldn’t escape the 
rollover

Reverse quick J-turn:
Putting the car in reverse, speeding up, and using a sharp 

steering maneuver were implemented at reasonable vehicle 
speed. This test doesn’t require a driver model because this is 
an open-loop test. The test scene was captured in Figures 12-

14. Forward quick J-turn is also one of the most dangerous 
maneuvers to implement on the road. But reverse quick J-turn 
is a more severe maneuver and demands lots of steering ef-
fort because this kind of turning makes a more sudden change 
in direction and generates a more lateral acceleration. The big 
difference between the simulation test and the HILS rig test 
derived from the fact HILS actuator was delayed slightly more 
than the simulation, and that caused the fluctuation in the data 
of the latter part.

Sine with dwell:
This is also an open-loop test with a vehicle speed of 50-80 

kph. The test result is shown in Figure 14. 

HILS steering effort couldn’t measure the maximum be-
cause of the limit of torque sensor at this high steering speed of 
1500 deg/s, and test at the rate of 80 kph couldn’t be completed 
because of instability of the vehicle, and the HILS showed the 
same phenomenon.

Figure 10: Simulation test for DLC. 

Table 1: Test mode for risky dynamic maneuvers. 

Figure 11: Dynamic maneuver test for DLC (steer angle and torque). 

Figure 12: Simulation test for reverse J-turn. 

Figure 13: Test for reverse J-turn (steer angle and torque). 

Figure 14: Test for sine with dwell (steer angle and torque). 
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�   Conclusion
Nowadays, the steering system helps the driver control the 

vehicle with a motor-driven intelligent assist function called 
an advanced driver assistance system. UN/ECE R 799 requires 
the steering control effort necessary to override the directional 
control provided by the system shall not exceed 50 N, which 
means 10Nm below (if the lever ratio of the wheel is 0.2m) if 
we compare the steering rollover control effort threshold value 
proposed here with that of UN/ECE R 79. This study shows 
that the steering wheel grip loss effort is far below the regu-
lation. The actual bench test result specifies that the average 
threshold value of steering effort to lose the wheel's grip is 3.07 
Nm. And the dynamic simulation tests conducted using ve-
hicle dynamics software and HILS also shows rollover could 
happen below 10Nm of steering control effort. So steering 
control effort requirements should be changed to reduce the 
rollover fatality.

Even though the actual value from the real vehicle test could 
not correlate with the result of this study, the well-built and 
correlated vehicle model, which was used by the university’s 
other project and HILS test, showed a plausible outcome. Us-
ing this simulation test on the bench, risky real vehicle tests 
could be covered and could have protected the real test driver 
from the potential fatality of the test. And most of all, the rig 
test could cover the lack of objectiveness of the vehicle test and 
give it a more repeatable and reproducible test. 

Max steer effort per each test case:
Max steer efforts per each test case exceeded the threshold 

value (refer to Table 2) and need to be regulated for driver’s 
safety in the future. Vehicle makers need to make the steering 
system easier to handle in this dynamic test and risky situation. 

The developed and utilized validation methods in this study 
were supported by Halla university’s test lab and greatly appre-
ciated for their help. The indicators such as rollover index and 
steering effort values are good metrics to investigate the impact 
of the stability and controllability of the SUV vehicle.
�   References

1. https://driving-tests.org/driving-statistics
2. Bob Sivinski, “The Effect of ESC on Passenger Vehicle Rollover 

Fatality Trends”, NHTSA research note, DDT HS B12 031, 2014
3. Narahari Vittal Rao, “An Approach To Rollover Stability In 

Vehicles Using Suspension Relative Position Sensors And Lateral 
Acceleration Sensors”, Texas A&M University master of science 

degree, 2005
4. P.E. Pfeffer, H.-M. Koegeler, “Model-Based Steering ECU Calib- 

ration on a Steering in the Loop Test Bench”, Chassis. Tech, 2015
5. P.E. Pfeffer, M. Nigel, “Model-Based Steering ECU Application 

Using Offline Simulation (Software in the Loop)”, AVEC 16, 2016
6. Li HZ, Li L, Song J, Yu LY. Comprehensive lateral driver model 

for critical maneuvering conditions. Int Journal of Automotive 
Technology. 2011;12(5)

7. Hindiyeh RY. Dynamic and control of drifting in automobiles 
[Ph.D. dissertation]. Stanford University; 2013

8. G. Phanomchoeng, R. Rajamani, “New rollover index for detection 
of the tripped and untripped rollover, IEEE, 2011

9. UN/ECE/TRANS/505/Rev.1/Add.78/Rev.3/Amend.2, 2018

�   Author
Yoonsu Lee is a Senior at George Washington University 

Online High School in Ashburn, VA. He loves researching 
mechanical engineering, AI, computer science, and cybersecu-
rity. 

Table 2: Test modes and their test result. 

ijhighschoolresearch.org



© 2023 Terra Science and Education	 77	 DOI: 10.36838/v5i1.15

REVIEW ARTICLE

Small Molecule-Drug Conjugates: Targeted Tunable Therapy 
for Cancer Treatment     

Lucy L. Wang        
Gunn High School, 780 Arastradero Rd, Palo Alto, California, 94306, USA; lucywang860@gmail.com    

ABSTRACT: Cancer is one of the leading causes of death worldwide, with over 1.6 million people affected yearly in the U.S. 
alone. Common treatments such as chemotherapy harm healthy cells and bring dangerous side effects. In the search for safer 
solutions, scientists have turned to a new field of study: targeted therapy. In the past decade, attention has shifted to the use of 
substances able to specifically target and identify cancer cells, minimizing harsh side effects and damage to healthy organs. With 
the success of targeted therapy like antibody-drug conjugates, a new area of research known as small molecule-drug conjugates has 
risen. A relatively new field, small molecule-drug conjugates are a more cost-effective and efficient treatment for eliminating cancer. 
With its unique mechanisms and potential to eliminate cancer cells quicker than previously targeted therapies, small molecule-
drug conjugates present a new perspective on therapeutics. Using current preclinical and clinical data, this review examines the 
potential and future of small molecule-drug conjugates, emphasizing comparisons to existing treatments. In addition, this review 
highlights its novel scientific mechanisms while identifying critical research areas for a better understanding of targeted cancer 
therapy.

KEYWORDS: Chemistry; Organic Chemistry; Medicinal Chemistry; Therapeutic; Targeted Therapy. 

�   Introduction
As the second leading cause of death in the world, cancer 

involves the rapid, uncontrollable growth of specific body cells 
with the ability to spread to other parts of the body.¹,² Current 
treatments for cancer, such as chemotherapy, involve cytotoxic 
agents to prevent the rapid division of these cancerous cells.³ 
While effective, these traditional chemostherapeutic agents 
lack both specificity and selectivity.⁴ Generally, these highly 
toxic agents cannot distinguish between healthy and cancer 
cells, killing any cell that grows and divides quickly. This failure 
of cell distinction leads to many adverse side effects, including 
hair loss, fatigue, nausea, and mouth sores.⁵

In the 1900s, Paul Ehrlich, a Nobel Prize-winning German 
scientist, envisioned a ‘magic bullet’ that rationally targeted dis-
eases with the ability to distinguish between healthy and cancer 
cells.⁶ Now, nearly a century later, his vision has become a reality 
known as targeted therapy, the backbone of precision medicine. 
As selective alternatives, targeted therapies not only decrease 
unwanted toxic exposure to healthy cells but also promote the 
safety and efficacy of therapeutics. Modern targeted anticancer 
treatments include kinase inhibitors, monoclonal antibodies, 
antibody-drug conjugates (ADCs), small molecule-drug conju-
gates (SMDCs), and more.³ In recent years, ADCs have risen in 
popularity and become promising sought-after research areas. 
With 12 ADCs on the market, such as trastuzumab deruxte-
can, trastuzumab emtansine, and brentuximab vedotin, ADCs 
are being pursued by powerful biotechnology companies such 
as Genentech, Seagen, and ImmunoGen.⁷,⁸ ADCs consist of a 
tumor-specific antibody attached to a potent chemotherapeu-
tic agent via a linker. Seagen’s ADC brentuximab vedotin, for 
example, consists of an anti-CD30 monoclonal antibody and 

monomethylauristatin E to treat Hodkin’s lymphoma.⁷ The 
antibody specifically targets surface proteins highly expressed 
on cancerous tumor cells. Once successfully internalized, the 
ADC and its linkers are broken by lysosomal enzymes, and the 
active drug is released to inhibit the assembly of microtubules 
essential for cell division. Because ADCs are a targeted therapy, 
they reduce the side effects compared to chemotherapy. ADCs 
are often limited by extravasation into nearby areas, premature 
drug release, in vivo selectivity, and malignant accumulation 
in healthy organs. Because of these properties, ADCs are not 
entirely without side effects either.³

SMDCs, although similar to ADCs, present a more cost-ef-
fective and rapid treatment with simpler synthesis processes.⁹ 
Unlike antibodies in ADCs, SMDCs use targeting ligands, 
molecules that bind to a specific receptor overexpressed in 
cancerous cells. Because targeting ligands are both smaller 
and lighter than traditional antibodies, SMDCs have a dras-
tically smaller size and molecular weight, allowing for quicker 
and easier penetrating tumors. SMDCs consist of 4 parts: a 
targeting ligand, linker or spacer, cleavable bond/bridge, and 
cytotoxic agent.³,⁴ With a variety of SMDCs currently un-
dergoing clinical review, SMDCs bring a new perspective 
to cancer treatment and targeted therapy. This review article 
aims to highlight distinctive mechanisms, evaluate efficacy 
compared to already existing therapies, and present a critical 
discussion of the potential of SMDCs through analysis of cur-
rent conjugates under preclinical and clinical development.
�  Discussion
Targeting Ligands:
The targeting ligand is a crucial element to SMDCs as it 

serves a similar function to the antibodies of ADCs. Most 
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targeting ligands function by attaching to a receptor overex-
pressed on the surface of cancerous tumors and proceed to 
enter the cell via an endocytosis process. Some receptors can 
then resurface to the cell's surface to bind to another targeting 
ligand. Selection of both the targeting ligand and its receptor 
requires extensive review because the safety, drug concentra-
tion, and SMDC success rate largely depend on the targeting 
ligand.⁷

The targeted receptor must be overexpressed in cancer cells 
compared to normal cells. An ideal minimum rate would be 
three times overexpression. In current SMDC development, 
however, most are categorized into the 2-3 times overexpres-
sion range. Furthermore, it’s essential to consider both the 
receptor recycling rate and the nature of healthy cells compared 
to cancer cells.¹⁰ A majority of normal tissues are non-mitotic, 
while cancer tissues are. Thus meaning that normal tissues are 
less sensitive to antimitotic chemotherapeutic agents. Cancer 
tissues also require and absorb much more nutrients to sustain 
their rapid growth, increasing their sensitivity to therapies and 
receptor recycling rate. Because the recycling rate is faster in 
cancerous cells than in healthy cells, SMDCs can enter cancer-
ous cells faster, allowing more SMDCs to be absorbed by the 
cell in a similar amount of time.¹⁰,¹¹

When selecting a targeting ligand, an essential factor to 
consider is the binding affinity, as it is inversely proportional to 
the concentration of the cytotoxic agent. The higher the bind-
ing affinity of a ligand, the lower the drug dose is needed to 
achieve the desired receptor saturation. High binding affinities 
thus simultaneously decrease the risks and toxicity to healthy 
cells from the cytotoxic drug.³ From recent data on SMDC 
development, it has been analyzed that 10 Kd is the maximum 
dissociation constant value of the ligand affinity for their re-
ceptors.¹⁰ If ligands cannot meet this requirement, ligation of 
multiple ligands to the same anti-cancer payload is possible 
and compensates for the inadequate ligand affinity. For exam-
ple, the Paclitaxel conjugate has a median lethal dose of LD50 
with a peptide ligand of about 2.5µM but was increased to 
160nM simply by adding a second targeting peptide to the 
conjugate.¹⁰ A possible downside of multiple ligands exists in 
the increase in molecular weight. The size of ligands is crucial 
as they affect permeability and excretion. The larger the mo-
lecular weight, the more strenuous it is for therapeutic drugs 
to diffuse into tumors. Additionally, high molecular weight 
therapeutics are not easily excreted from the body, resulting 
in adverse toxicities to healthy cells.⁹ For more straightfor-
ward and more efficient conjugation, ligands also require a 
derivatizable functional group such as carboxylic acid, amine, 
alcohol, thio, etc. This permits easy attachment to the spacer 
via more straightforward chemical reactions. It has, however, 
been observed that such functional groups may interfere with 
interactions between the ligand and receptor and possibly ob-
struct the two from binding. Therefore, it’s crucial to consider 
functional group placement and ensure it lies in an area that 
will not interfere with binding.¹⁰

A wide variety of receptors and targeting ligands undergoing 
clinical or preclinical trials exist, and among these, a few recep-
tors have shown promising outcomes. A popular receptor is 

the folate receptor (FR), a glycosylphosphatidylinositol-linked 
membrane protein, and its corresponding ligand, vitamin fo-
lic acid (FA). Folic acid, known as folate, pteroyl-L-glutamic 
acid, and vitamin B9, is not biologically active. Its derivatives, 
however, perform the necessary biological functions.⁷ FR is 
poorly expressed on most cells but overexpressed in many can-
cers, including breast, lung, kidney, and colon. Over 80% of the 
cells in epithelial ovarian cancers alone express FR.³,¹⁰ Because 
of such properties, folate-linked drugs are quite common in 
trials.¹⁰ Vintafolide, otherwise EC145, is a microtubule-desta-
bilizing agent that inhibits mitosis using a water-soluble folate 
conjugate of desacetylvinblastine monohydrazide (DAVL-
BH). The DAVLBH drug moiety is linked to a hydrophilic 
folate-peptide compound with a cleavable disulfide bond.⁴,¹² 
Vintafolide reached a Phase 3 clinical trial before failing to 
demonstrate efficacy in progression-free survival in patients 
with ovarian cancer.¹³ There exist many similar SMDCs to 
vintafolide with a similar folate-vinca alkaloid SMDC such 
as vincristine (EC0275), vindesine (EC192), vinorelbine 
(EC1041), vinflunine (EC1044).⁴ A more well-known drug 
Gleevec (imatinib), is utilized as a payload such that folic acid 
acts as a ligand for the folate receptor. Common SMDCs with 
targeting ligands other than FA that are in or have been in 
the clinical review include glucose transporter 1 (GLUT1), 
aminopeptidase N (APN), and low-density lipoprotein recep-
tor-related protein 1 (LRP1), and prostate-specific membrane 
antigen (PSMA or FOLH1).³,⁴,¹⁴,¹⁵ Other less common and 
less expressed receptors, but still in sufficient quantities for 
use in targeted drug delivery, include somatostatin receptor 
2 (SSTR2), cholecystokinin type B receptor (CCKBR), and 
sigma non-opioid intracellular receptor 1 (SIGMAR1).¹⁰,¹⁶,¹⁷

Linker:
The linker connects the targeting ligand to the therapeutic 

payload and contains both the spacer and cleavable bridge. 
If the cytotoxic drug and targeting ligand is too close in 
proximity, receptor binding is interfered with, and a spacer 
is necessary.¹⁰ While linkers play a crucial role in receptor 
binding; incompatible linkers can lower binding affinity and 
cause undesirable intramolecular associations.³,⁴ One of the 
most significant advantages of the linker is that it can be 
modified to improve the hydrophilicity of the SMDC. Both 
the targeting ligand and therapeutic agent are hydrophobic 
to maximize membrane permeability and receptor affinity.⁹ 
This hydrophobicity caused by the targeting ligand leads to 
unnecessary interactions with lipoproteins, different recep-
tors, lipids, and membranes. Water-soluble spacers such as 
polysaccharides, PEGs, hydrophilic amino acids, and pepti-
doglycans are used to combat this. First-generation spacers 
were composed primarily of carbohydrates, acidic residues, 
and saccharo-amino acids. 

Second-generation spacers, however, have been improved 
and consist of glutamic acid and glutamine.³ PSMA-targeted 
imaging agents, for example, have increased affinities when 
ligand 2-[3-(1,3-dicarboxy propyl)-ureido]pentanedioic acid 
(DUPA) is connected via an alkyl chain of a minimum of 
6 atoms.¹⁰ Linkers must be able to withstand and remain 
stable during circulation in the blood. Unstable linkers will 
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induce less biological activity. In a SAR study done on fo-
late-DVLBH SMDCs, 2 SMDCs with non-cleavable 
thioether-based linkers, EC1142 and EC1177, showed sig-
nificantly less activity compared to related SMDCs with 
cleavable linkers.⁴
The primary pathway for self-cleaving linkers is receptor-me-
diated endocytosis. Once internalized via endocytosis, the 
SMDC complex reaches the lysosome, where the cytotox-
ic drug is released via deconjugation and kills the cancerous 
cell. Proper deconjugation is crucial, and select SMDCs en-
act elimination cascades into linkers to ensure all atoms of the 
spacer are removed from the released drug.³,¹⁰

Payload:
The therapeutic payload, or in other words, an active drug, 

is the central fragment of the SMDC designed to kill the can-
cer cell. The value of a payload, however, does not simply rely 
on the cytotoxicity of the drug. The FDA evaluates a payload 
based on efficacy and safety.³ It must thus follow strict criteria 
to ensure adequate elimination of cancer cells. It must be toxic 
enough to kill cells, avoid intracellular metabolism, and reach 
the intended target.¹⁰ To meet the criterion, it’s crucial to ex-
amine multiple aspects of the payload, including release rate, 
cell activity, intracellular stability, and binding affinity.⁹

Firstly, the potency of the payload depends on the type and 
number of receptors present on the surface of a single cancer 
cell. If the number of receptors is towards the smaller end of 
the spectrum, higher IC50 values of the payload are necessary 
to suffice for the loss in the amount of drug able to enter the 
cell. For receptors that exceed 1 million per cancer cell, a gen-
eral IC50 value of 10nM is necessary. For receptors with over 
100 million per cancer cell, however, a minimum IC50 of 1 µM 
is sufficient. Current and past SMDCs in trials have stayed 
in the low nanomolar or submicromolar ranges, such as Mi-
tomycin C and Epothilone.⁴ While the payload's efficacy can 
be increased by adding more warheads to the same targeting 
ligand, it is a unique approach as such synthesis proves to be 
a difficult challenge. It is much more time and cost-effective 
to develop a single drug with tenfold higher potency than to 
attach ten payloads of lower potency to the same ligand.¹⁰ A 
notable exception, however, is GRN1005 (ANG1005), a pep-
tide-drug conjugate with three molecules of paclitaxel attached 
to its ligand; paclitaxel is a common drug used in chemother-
apy. Unfortunately, it was discontinued and never reached a 
Phase 3 study.²²,²³

Cytotoxic agents kill cancer cells by inhibiting the funda-
mental cellular functions necessary to survive, such as DNA 
replication, cytokinesis, anti-apoptotic processes, and protein 
synthesis. More rare agents aim to block essential metabol-
ic mechanisms, such as glycolysis, glutaminolysis, and sugar 
transport but require a more specific design and consider-
ation. To inhibit such biological functions, easily modifiable 
functional groups are necessary, such as carboxyl, amines, 
sulfhydryl, aldehyde, etc. It is also essential to consider the 
membrane permeability of payloads as released drugs must be 
able to escape the encapsulating endosome to begin the cancer 
cell elimination process. Targeted therapies have often found 
membrane permeability to be a difficult obstacle: Research has 

lead to premature drug release and additional toxicity. Recent 
research has shown hope for thio-substituted pyridazinedi-
ones as linkers for their stability to blood thiols and trigger 
in cleavable linker design. It undergoes substitution in the 
presence of glutathione (GSH), a substance found to exist in 
high concentrations intracellularly.¹⁸

Cleavable Bridge:
SMDC efficacy depends on the reliability of the cleavable 

bridge to release the cytotoxic payload at the right location 
and rate. Unstable cleavable bridges will release the drug be-
fore it reaches the tumor destination, while bridges unable to 
release the drug once inside the cell are less effective. There 
exist two popular triggering methods: the use of disulfide 
bond-based linkers or pH-sensitive cleavable bridges.⁹

The pH-sensitive bridges are popular because most endo-
somal compartments are acidic, creating a lower intracellular 
pH.⁴ These bridges maintain stability during circulation at a 
pH of 7.4 but aim to cleave at the pH of endosomes (pH 
5.5-6.2) and lysosomes (pH 4.5-5.0). This method has proved 
successful in Pfizer’s Mylotarg (gemtuzumab ozogamicin) 
ADC. Although the success of pH-sensitive bridges, many 
new drugs in development are moving away from acid-cleav-
able bridges due to low selectivity and difficulty synthesizing 
accurately.¹⁹

On the other hand, disulfide bonds have also been applied 
to a vast range of drug delivery designs in SMDCs. The ADCs 
Mylotarg and Besponsa, both from Pfizer and a pH-sensitive 
hydrazine linker, also use reducible disulfides, showing great 
clinical success.¹⁹ The mechanisms are activated by the en-
zymes thioredoxin (TRX) and glutaredoxin (GRX), which 
are responsible for initiating the cleavage of disulfide bonds 
and are generously available inside cancer cells. The downside, 
however, lies in the unsecure stability of such disulfide bonds. 
Research has also shown that disulfide linkers can become 
unstable due to the abundance of free thiol compounds such 
as GSH, cysteine, and homocysteine found outside the tumor 
cells, such as in red blood cells.²⁰

Other successful cleavable bridges originating from use 
in ADCs are now also being investigated for use in SM-
DCs. Currently, a class of enzyme cleavable linkers has 
risen to become a popular research topic in ADCs known 
as dipeptide-containing linkers. Most ADCs in clinical trials 
contain some form of a dipeptide-containing linker, includ-
ing FDA-approved brentuximab vedotin.¹⁹ Valine-Citrulline 
(VCit) dipeptide linkers are one of the most common dipep-
tide linkers as they can be found in various successful ADCs, 
such as Adcetris. During a study on current VCit linkers 
Val-Cit, Ser-Val-Cit, and Glu-Val-Cit, Glu-Val-Cit demon-
strated strong stability over 14 days in mouse plasma, while 
the other two fully hydrolyzed.²¹ VCit linkers target cathep-
sin B, a cysteine protease overexpressed in a wide range of 
cancerous tumors. VCit linkers, especially Glu-Val-Cit, pro-
vide a more stable and specific option for cleavable linkers.¹⁹

Besides those mentioned above, other successful cleavable 
linkers exist, such as glutathione (GSH), peroxiredoxins, 
thioredoxin, NADH, and NADPH.³ While non-cleavable 
bridges also exist, research has revealed that such SMDCs 
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shown that peptides, oligonucleotides, antibodies, and proteins 
do not diffuse passively across lipid bilayers, partly due to their 
high molecular weights, charges, and size. Instead, alternatives 
such as cell-permeating peptides, pore-forming fusogenic or 
cationic lipids, and photothermally activated complexes have 
all been considered and investigated.¹⁰ More research in this 
area is needed to evaluate SMDCs and their endosomal escap-
ing abilities properly.
�   Conclusion
SMDCs in Comparison:
With a wide range of cancer therapies emerging, SMDCs 

stand out with their effective and cost-efficient approach. As 
a targeted treatment, SMDCs have fewer side effects than 
chemotherapy.²⁴,²⁵ Chemotherapy involves only a cytotoxic 
payload, while SMDCs have targeting ligands and spacers for 
a more complex but targeted approach. SMDCs can reduce 
unwanted toxicities, a key fault in chemotherapy. Because SM-
DCs also contain water-soluble spacers and linkers, such as 
polysaccharides and hydrophilic amino acids, the hydrophilici-
ty of SMDCs is greatly improved. For chemotherapy, however, 
water solubility was a limiting factor for many first-line an-
ticancer agents such as paclitaxel (PTX) and camptothecin 
(CPT).⁴ SMDCs also consist of different parts, permitting 
each section to be modified for optimal drug properties. Che-
motherapy, unfortunately, is less flexible due to only consisting 
of a cytotoxic drug. From the ligand's type and size to the 
spacer's length and stability to the cleavable bridge's rate of 
dissociation to the strength and number of payloads, SMDCs 
have a variety of modifiable factors. This allows for more pos-
sibilities, research, and control over side effects.

SMDCs also have a variety of additional applications be-
sides those previously discussed. For one, SMDCs have proven 
to be effective in radionuclide therapy. Targeted drug delivery 
therapies are used to clinically diagnose malformations and 
metastasized cells by combining targeting ligands with radionu-
clides. The first SMDC to pass clinical trials and be approved, 
Lu¹⁷⁷-DOTATATE, is a radioactive isotope conjugated to so-
matostatin used for the treatment of gastroenteropancreatic 
neuroendocrine tumors.³³ Results reveal Lu¹⁷⁷-DOTATATE 
resulted in both lowered toxicity and higher efficacy than so-
matostatin or radioisotope therapy alone.³ SMDCs are also 
used in cancer diagnosis when conjugated with cancer-im-
aging agents. Such SMDCs with radio-imaging molecules 
or fluorescence allow scientists to inspect cancerous tumors 
for diagnosis and surgery. Some diagnostic strategies include 
an SMDC with a fluorophore conjugated to a drug, known 
as fluorophore-drug conjugates.²⁶ These technologies provide 
scientists with highly specific illuminated pathways of trans-
port, real-time drug monitoring, and drug distribution.

ADCs and SMDCs are similar, with their only physical dif-
ference being an antibody versus a small molecule targeting 
ligand. While both serve as targeted treatments and reduce 
unnecessary toxicities to healthy cells, their differences lie in 
permeability and production. Because antibodies are much 
larger than small molecule targeting ligands, ADCs have a 
notably more considerable molecular weight and size than 
SMDCs. Their large size is the basis of tissue penetration 

being a difficult challenge to overcome.²⁷ SMDCs’ lower mo-
lecular weights allow for easy tissue penetration.³ In terms of 
production, SMDCs are composed of small molecules, which 
involve controllable and stable synthesis processes. These pro-
cesses are not only more straightforward than ADC synthesis 
but also more cost-effective. 

As a relatively new field of targeted treatment, SMDCs have 
a considerably smaller number of drugs currently in clinical 
trials. At the same time, ADCs’ success lives in 12 available 
medications on the market, with more in clinical trials. Based 
on the statistics alone, ADCs present a more promising ap-
proach to targeted cancer treatment. However, more data, time, 
and research are needed to draw a firm conclusion between the 
two. Both are undeniably promising areas of targeted therapies 
that bring a new generation of advanced cancer treatments.

Current Clinical Trial Analyses:
There exists a variety of SMDCs currently in the preclini-

cal or clinical phase. Two radionuclide SMDCs are presently 
approved and available on the market, Lu¹⁷⁷-Dotatate, and 
Lu¹⁷⁷-PSMA-617. Currently, of those SMDCs in trials, the 
most popular targeted receptor would be the folate receptor 
detailed earlier. A popular and promising SMDC with such 
folate targeted receptors, vintafolide (EC145), had reached a 
phase 3 trial but was unfortunately discontinued due to little 
progress shown during the study.²⁸ Vintafolide was a pioneer 
in folate receptors in SMDCs, and since then, a variety of fo-
late-targeted conjugates have reached clinical trials.

More recently, attention has focused on a drug called 
PEN-866, a heat shock protein 90 (HSP90) inhibitor drug 
conjugate. It consists of a cleavable carbamate linker tied to the 
cytotoxic payload topoisomerase 1 (SN-38). HSP90 is strongly 
overexpressed in cancerous tumors and is a promising receptor. 
PEN-866 is currently in phase I/II trial with hopes for the trial 
to be completed within the next few years.³

Another novel compound, VIP236, emerged from a pre-
clinical study with exceptionally favorable results. The SMDC 
consists of a stable, non-peptidic ligand αVβ3 binder connect-
ed to a newly modified drug camptothecin payload (VIP126). 
The αVβ3 binder enables the drug to target and bind to the 
protein αVβ33 integrin. The two parts are linked together and 
can only be broken via the enzyme neutrophil elastase, which 
is found in high quantities in cancerous tumors. This ensures 
the cytotoxic payload won’t be released prematurely until the 
SMDC reaches the target site where there is an abundance of 
neutrophil elastase. The treatment reduced tumor progressions 
and maintained healthy tolerability in all in vivo models test-
ed.²⁹

Different receptors, such as luteinizing-hormone-releasing 
hormone (LHRH) receptors, are currently being researched. 
It is overexpressed in various tumor types, including prostate, 
breast, ovarian, pancreatic, and more. The drug EP-100 is a 
relatively new anticancer SMDC consisting of the natural 
LHRH linked to a cationic membrane-disrupting peptide 
that has reached the phase II study. Besides EP-100, a variety 
of SMDCs targeting this LHRH receptor, including LHRH 
conjugates with RNase A and pokeweed protein.³⁰
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Finally, various targeted anticancer treatments are similar to 
SMDCs in development, such as peptide receptor radionuclide 
therapies (PRRT). PRRTs share similar structures to SMDCs 
with ligands and spacers. Currently, ¹⁷⁷Lu-edotreotide is in 
a phase 3 trial to investigate the effects of this radiolabeled 
somatostatin against gastroenteropancreatic neuroendocrine 
tumors.³¹ 

Another targeted therapy with similar mechanisms to SM-
DCs is proteolysis targeting chimeric (PROTAC). A very 
popular area of study recently, PROTAC targets protein deg-
radation, which is crucial to several cellular processes such 
as gene transcription, DNA pairing, cell cycle control, and 
apoptosis. PROTAC molecules use the ubiquitin-protea-
some system (UPS) to degrade target proteins by combining 
with the target protein through E3 ligase and form a ternary 
complex which instigates the degradation process. PROTACs 
bring a unique perspective as they do not inhibit proteins but 
degrade them. Several PROTACs have entered clinical studies 
and shown positive results, such as ARV-110 and ARV-471.³² 
PROTACs have a similar structure to SMDCs as they con-
tain a ligand for the target protein and a linker. The difference 
lies in the E3 ligase recognition moiety of the PROTAC, the 
cytotoxic payload of the SMDC, and the passive diffusion for 
PROTAC compared to the receptor-mediated endocytosis of 
SMDCs through cells. 

Currently, a healthy amount of SMDCs presently being 
studied in preclinical and clinical development. With one 
SMDC already on the market, SMDCs quickly advance past 
clinical studies. Considering clinical trials for anticancer tar-
geted treatments require more extended periods of time to 
study and the fact that SMDCs are a new area of research, it is 
understandable for there to be fewer SMDCs available on the 
market compared to other therapies. It is notable, however, that 
SMDCs and ADCs do not erase all side effects but instead 
provide a more tunable and adjustable therapeutic alternative. 
Targeted medicines that share similar mechanisms to SMDCs, 
such as PRRTs and ADCs, have shown positive results in clin-
ical trials and on the market, leading to hopeful expectations 
for the future of SMDCs.
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ABSTRACT: Electricity is an indispensable form of energy in almost every aspect of our life. Balancing power supply and 
demand is critical in maximizing energy efficiency and preventing power outages. Towards this end, the ability to make reliable 
power demand predictions represents a key step, and artificial intelligence and machine learning are emerging tools. In this 
study, the power demands of selected counties in California are analyzed for the past 30 years by various models, including linear 
regression, polynomial regression, and autoregressive integrated moving averages (ARIMA). The simulation results show that 
ARIMA is an effective tool in predicting future power demand, with performance noticeably enhanced compared with those by 
linear and polynomial regressions. 
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�   Introduction
Electrical energy is a major engine that drives the econo-

my and plays a critical role in almost every aspect of our life. 
Currently, the world consumes about 2.7 terawatts (TW) of 
electricity a year, which accounts for ca. 15% of the total energy 
consumption, including natural gas, oil, coal, and alternative 
energy sources like solar, wind, hydropower, etc.;¹ in the United 
States alone, approximately 0.4 TW of electricity is used in 
a year.² With such a huge demand, it is essential to develop 
effective strategies to minimize the waste of electricity by bal-
ancing supply and demand since it is costly and challenging to 
develop viable technologies for large-scale electricity storage. 
Towards this end, making sound predictions of power de-
mand represents a crucial step. Yet conventional technologies 
for power demand forecasts are primarily empirical in nature, 
which compromises the accuracy and reliability of the results. 
The development of smart grid technology is a key building 
block in a sustainable economy. 

Within this context, artificial intelligence (AI) has emerged 
as an attractive tool that can be used to make predictions of 
power demand in the future based on past usage patterns. AI 
is a computer science technology that renders it possible for 
the computer to perform tasks that traditionally require hu-
man intelligence. For instance, in a recent study,³ Awalin and 
coworkers developed a machine learning platform based on 
Microsoft Azure cloud to predict energy consumption. The 
models were constructed with an algorithm based on three 
methods, i.e., Support Vector Machine (SVM), Artificial 
Neural Network (ANN), and k-Nearest Neighbor (k-NN). 
Data from two tenants in a commercial building were used 
for model training and testing, and the results show that en-
ergy consumption characteristics varied between the tenants. 
In another study, four random forest algorithms are used in a 
big data environment to make accurate and feasible predictions 
of household energy demand, where the consumer’s socioeco-

nomic status is found to play a key role in energy use. Wang et 
al. proposed a stacking model by integrating various base-pre-
diction algorithms into “meta-features” such that the resultant 
model can analyze the data from different structural and spa-
tial perspectives.⁵ The results show an improved performance 
of the stacking method compared to conventional ones, such 
as Random Forest, Gradient Boosted Decision Tree, Extreme 
Gradient Boosting, SVM, and k-NN, in terms of accuracy, 
generalization, and robustness.

Autoregressive integrated moving average (ARIMA) rep-
resents another effective method in data analysis and trend 
prediction of power demand.⁶ ARIMA is a time series tech-
nique with an implicit assumption that the future will follow 
the past pattern. Thus it can predict future values based on past 
values by smoothing time-series data using lagged moving av-
erages. In the present study, the power demand in six select 
counties in California is analyzed from 1990 to 2019, three in 
Northern California (Alameda, Santa Clara, and San Mateo) 
and the other three in Southern California (Los Angeles, Riv-
erside, and San Diego). Compared to linear and polynomial 
regressions, ARIMA exhibits markedly enhanced fitting to the 
actual data and can predict future power demand in the coun-
ties.
�  Methods
The power demand data were obtained from the California 

Energy Commission for the period of 1990 to 2019,⁷ and the 
corresponding population data were retrieved from the Census 
Bureau.⁸-¹⁰ 

Three tools were used in this study, including (a) Pycharm 
is, an integrated development environment (IDE) used to 
write and execute code in Python, (b) NumPy, a plugin for 
Python that adds math functions and other useful tools, and 
(c) Matplotlib, which is, a plugin for Python and a library for 
the numerical mathematics extension NumPy that allows the 
ability to plot graphs.
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�   Results and Discussion

Based on the power demand and population data, we first 
analyzed the average power consumption (Watts, W) per cap-
ita per year from 1990 to 2019. From Table 1, it can be seen 
that the per-capita power consumption varies rather markedly 
from one county to another and that the Southern Califor-
nia counties consume far more electricity per person than the 
Northern California counties, probably because of the dras-
tically more extensive use of air-conditioning in the former. 
For instance, in the three northern counties, each person con-
sumes 600- 800 W per year compared to 2000 - 5000 W in 
the southern counties. However, the variation within a specific 
county is mostly under 10% over the past 30 years. This sug-
gests that per-capita electricity consumption is unlikely to be a 
significant factor in determining the power demand for these 
six counties. 

Therefore, the study focused on a specific county's total 
power demand. Figure 1 shows the total power demand (giga-
watts, GW) in these six counties over the past 30 years (red 
symbols). The data were first fitted with linear regression, y = 
mx + c, with m being the slope and c being the intercept. It can 
be clearly seen that while linear regression roughly captures 
the general trends of Alameda, Santa Clara, Riverside, and San 
Diego, drastic deviations can be seen for several data points, in 
particular, in the most recent years. For San Mateo and Los 
Angeles, linear regression is clearly not a good fit for the data.

Further analysis was then carried out with a more compli-
cated fitting model based on polynomial fitting. The datasets 
were divided into two parts to test the model's validity. Data 
points from the first 20 years were used as the fitting data for 
polynomial regression, and data points in the last ten years 
were used as the comparison data to assess the accuracy of the 
polynomial fits. In Figure 2, the red symbols are the training 
data, green symbols are the comparison data, and solid lines are 
the corresponding polynomial fits. One can see that of the six 
counties, the polynomial model over-predicted the power de-
mand in comparison to the actual data for Alameda and Santa 
Clara counties. In contrast, it clearly failed to reflect the 

actual data trends for the other four counties. This suggests 
that polynomial modeling is not a reliable tool for predicting 
power demand, either.

In sharp contrast, a significant improvement in data pre-
diction was achieved by using ARIMA models. Santa Mateo, 
Alameda, and Los Angeles were chosen as the illustrating 
examples as their power demand patterns were the most 
complicated in the series. As depicted in Figure 3, their ac-
tual datasets were divided into two parts: the first 25 years’ 
data were used as the training data (red symbols), and the 
remaining five years’ data were used as the comparison data. 
The ARIMA prediction data are shown in green, which can be 
seen to exhibit good agreement with the actual data for these 
three counties, suggesting that ARIMA indeed can be used as 
a reliable tool in making predictions about power demands.

Therefore, a further analysis was performed where the entire 
datasets were used as the training data to make predictions 
about the future. Figure 4 depicts the ARIMA power demand 
predictions for the next five years. For Alameda County, the 
power demand is expected to remain relatively steady, whereas 
it increases slightly for San Mateo and Los Angeles counties. 
In addition, all counties show moderate fluctuations in power 
demand in the next five years.

Table 1: Average power consumption (Watts, W) per capita per year within 
1990-2019 in six select counties in California. 

Figure 1: Power demands in six counties in California from 1990 to 2019. 
Symbols are actual data, and lines are linear regressions. 

Figure 2: Power demands in six counties in California from 1990 to 2019. 
Red symbols are the actual data in the first 20 years for training, green 
symbols are the actual data in the last ten years for comparison, and blue lines 
are polynomial regressions. 

Figure 3: Power demands in three counties in California from 1990 to 
2019. Red symbols are the actual data in the first 25 years for training, green 
symbols are the actual data in the last five years for comparison, and blue 
symbols/lines are ARIMA predictions. 

Figure 4: Power demands in three counties in California from 1990 to 
2019. Red symbols are the actual data for the entire time period, and green 
symbols/lines are ARIMA predictions for the next five years.  
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�   Conclusions
Power demand varies from one county to another, and ARI-

MA was demonstrated to be an effective tool in modeling and 
predicting power demand for various counties in California. 
The ARIMA performance is markedly better than linear and 
polynomial regressions. Based on the ARIMA predictions, the 
three select counties of Alameda, San Mateo, and Los Angeles 
are anticipated to see a moderate increase in power demand, 
with slight fluctuations, in the next five years. This study's 
results highlight ARIMA's unique significance in power de-
mand forecasting, where additional variables may be included 
to provide a more comprehensive socioeconomic context. Fur-
ther research is underway, and results will be reported in due 
course.
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Novel Multipurpose Air Purification and Distribution Robot 
with AI-Based Anomaly Detection   
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ABSTRACT: Maintaining optimal indoor air quality (IAQ), humidity, and household safety are critical to improving overall 
health. Poor IAQ and improper humidity have adverse health effects. To a limited extent, stationary air purifiers and humidifiers 
address these issues. I experimented with multiple humidities and air quality sensors placed throughout a room, which showed 
that a standalone air purifier or humidifier could not distribute air evenly within the space. I solved the uneven distribution 
and household safety with an innovative robot containing an air purifier, humidifier/ dehumidifier, Ultraviolet C (UVC) lamp 
(disinfects air by killing most bacteria and viruses such as COVID-19), cameras, and microphones. My custom-built robot uses 
a Jetson Nano, LiDAR, cameras, microphones, and air quality and humidity sensors. The robot and the air handling system were 
modeled in Computer-Aided Design (CAD), analyzed with Computational Fluid Dynamics (CFD) to find various components’ 
optimal design, and built with 3D printed parts. AI-based environmental anomaly detection uses the microphone to detect unusual 
events, such as a glass breaking, smoke alarm, etc., and a camera for human fall detection. The robot was programmed using the 
Robot Operating System (ROS) to navigate a mapped room to avoid obstacles or until it detects poor air conditions or household 
safety anomalies. A LiDAR sensor, visual odometry, and an AI-based object detection algorithm accomplish navigation and 
obstacle detection. My experiment shows that the robot can humidify and purify the air in a room more evenly than standalone 
devices and detect environmental anomalies.  

KEYWORDS: Robotics and Intelligent machines; Air quality; robot; distribution; Environmental anomaly detection. 

�   Introduction
Poor indoor air quality (IAQ) increases heart rate, dis-

comforts such as headaches and sleeplessness (insomnia), eye 
irritation, and illnesses like asthma.¹-³ Low humidity causes 
dehydration and dryness and leads to an increased chance of 
eczema and infection due to virus survival.⁴ Dry air irritates 
the airways, leads to worse sleep, and affects asthma, among 
others. Low humidity also causes damage to wood furniture 
and hardwood floors.

 An improvement of 10 parts per million (PPM) of Partic-
ulate Matter (PM) 2.5 in the air led to a life expectancy of up 
to 22 months longer for people aged 30 years.⁵ Reductions in 
air pollution accounted for as much as 15% of the increase in 
life expectancy.⁶ In addition, better air quality has been related 
to improvements in overall health aspects, including child lung 
growth, reduced chance of asthma, and lowered heart rate.⁷

Air purifiers with High-Efficiency Particulate Air (HEPA) 
and Carbon filters are effective.⁸ HEPA filters are proven to 
help reduce the pollutants in the air by trapping the particles. 
Typically, the HEPA filters trap pollen, pet dander, dust, mi-
cro-organisms, and allergens such as mold and tobacco smoke.⁹ 
The activated carbon filter removes smells, Volatile Organic 
Compounds (VOC), gases, fumes, and chemicals. The com-
bined use of both filters leads to cleaner air and even better 
sleep.

Air circulation is vital for keeping air cleaner everywhere. 
However, not all places are created equal, so air circulation may 

not be even. As a result, some parts of an occupied room may 
not have the same air quality as others. Therefore, air distribu-
tion is critical to have improved air quality in a room.¹⁰

Humidifiers increase humidity in a room to keep the range 
between 40% and 60% for people's comfort. Humidity out-
side of this range can affect people's physical and emotional 
well-being. The two major types of humidifiers are evapora-
tion-based and ultrasonic-based. Ultrasonic humidifiers add 
humidity by breaking up the water into tiny droplets. Evap-
oration humidifiers humidify the air by evaporation from a 
sponge. Optimal moisture helps to maintain the health of the 
people in a room. 

Higher humidity content is also a problem, as too much hu-
midity can cause people to feel hot and drive mold growth. A 
dehumidifier removes humidity from the air and converts it to 
water, which can be drained. 

COVID-19 and other bacteria and viruses threaten many 
people in schools, homes, hospitals, etc. Ultraviolet -C (UVC) 
LEDs deactivate and disinfect these microbes.

Additionally, many households have medical accidents or 
intruder break-ins that injure or kill occupants. Microphones 
and cameras can monitor and detect potential hazards to notify 
people of dangers. The house is one of the most used buildings, 
and its safety is essential. In addition, many injuries happen to 
elders, and security can help provide peace of mind for them 
and their well-wishers.
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Therefore, improving IAQ, maintaining humidity at a 
certain level, removing bacteria and viruses, and detecting 
household anomalies, such as break-ins and fall detection, are 
essential for healthy and safe living.

The current development is to resolve all the above issues 
mentioned. This was done through the creation of a smart 
novel robot using AI and machine learning that can:

• Purify the air and remove pollutants
• Disinfect the air to remove viruses and bacteria
• Humidify or dehumidify the air 
• Detect environmental audio and video anomalies to pro-

tect residents
• Perform all these tasks in a smart robot that can distribute 

air evenly and navigate between rooms
Some air purifiers are bigger than others. Small ones (about 

1.5'x0.5'x2') are not particularly good for cleaning the air of 
a big room because they are not powerful enough. In these 
instances, periodically moving the small air purifier is required 
to clean the air in a large room. Even though the larger air 
purifiers (about 2'x1'x2') are better for larger spaces, they can-
not clean the air in every part of the room. This is due to poor 
airflow caused by a lack of air circulation and stagnant air in 
a few pockets of the room. One solution is to use multiple 
air purifiers. However, they would occupy more space, and the 
cost would be much higher. Whole-house air purifiers, such as 
those installed within HVAC systems, are very good at bring-
ing in clean air. However, many pollutants do not come from 
within these systems and cannot solve the abovementioned is-
sues. The pollution can come from people, windows, chemicals 
used in the room, or others. A novel smart moving local puri-
fier is a solution to resolve the previously discussed limitations.

Air purifiers containing high-efficiency particulate absorb-
ing (HEPA) air filters and carbon filters are good at removing 
pollutants, but their ability to remove viruses from the air 
is very minimal. Due to this limitation of being inefficient 
with viruses, it takes many passes to remove large numbers 
of viruses from the air. The alternative is to use Ultraviolet 
C (UVC) lamps that can remove almost all viruses, includ-
ing COVID-19, from the air, increasing people's safety in that 
area. There are three forms of Ultraviolet (UV) light: UVA 
(315–400 nm), UVB (280–315 nm), and UVC light (200–280 
nm).¹¹ UVC is the shortest wavelength of the three forms of 
UV, and it is a more harmful type of UV radiation. UVA and 
UVB come from the sun but have limited germ-killing ability. 
UVC can kill bacteria and viruses without harming humans 
with low direct contact with people. Hospitals use UVC lights 
to disinfect their rooms.

Humid air rises, so it gets replaced by less humid air. Hu-
midity takes a while to travel from one side of the room to 
another. Usually, the area around a humidifier is very humid 
compared to the rest of the room. Due to the many benefits 
of optimal humid air, humidifiers need to be moved around a 
large space to get more evenly distributed humidity. Alterna-
tively, many small humidifiers are required to humidify a large 
room more uniformly.

Each component, the air purifier, humidifier, and UVC 
lamp, is essential to people's benefit and safety, but they may 

not be as efficient on their own. Most air purifiers and hu-
midifiers need to move around for maximum efficiency. This 
is especially true for huge rooms. A device that moves would 
increase effectiveness and uniform distribution.

When a person living alone enters a medical emergency, 
they can make efforts to call 911 or their family or friends 
using a land phone or a cell phone. However, when people fall 
and become severely injured or unconscious, making a phone 
call becomes difficult. Also, when there are window break-ins 
or deafening noises like gunfire, the person attempts to hide 
and may not have a phone device to make an emergency call.

Various devices with special functions are needed in differ-
ent rooms to solve multiple issues. This project attempts to 
solve a novel smart artificial intelligence (AI) based moving 
air purifier, sanitizer, and humidifier/ dehumidifier with the 
emergency alert system.
�   Methods
Robot Optimal Design for maximum performance:
This project aimed to develop a robot that not only cleans, 

purifies, and humidifies the air but also detects visual and au-
dio anomalies. For this to happen, it needs a subsystem for 
each task and a navigation stack to control the movement. 
The functional block diagram of various modules, compo-
nents, and devices (Figure 1) illustrates a data processing and 
AI environmental anomaly detection configured to improve 
air quality and provide emergency alerts. To get started with 
multiple design ideas, Computer-Aided Design (CAD) soft-
ware was used to design the robot to create a blueprint for 
visualization and placement of the required electronics.

Robot Modeling using Computer-Aided Design:
There are many possible designs for a robot. Since the most 

significant aspect of the robot is the air purification system, 
it was designed first, and then all the other systems were de-
signed around it. Two significant fan designs include a blower 
fan that draws air from the front and blows it to the top and 
a radiator fan that pulls air from the front and blows it to 
the top. HEPA filters are used since it is the industry stan-
dard for air filtering. A UVC lamp is included in the design 
to deactivate viruses and kill bacteria. Various design ideas 
were thought through, and finally, the two main air chamber 
designs were narrowed down. Design 1 pulls air through a cy-
lindrical filter and blows it to the top (Figure 2), while Design 
2 uses a blower fan to pull air from the front of a rectangular 
filter and blow air to the top (Figure 3). The two designs were 

Figure 1: Functional block diagram of various subsystems. 
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Final CAD design:
After choosing the first design, the CAD model was further 

expanded to include all aspects of a finished robot (Figure 7). 
The UVC chamber rests on top of the fan, and the humidifica-
tion system is on top. Originally an ultrasonic humidifier was 
used, but it was changed to a vaporization humidifier by using 
a cloth wick that soaks up water, evaporating as the purified air 
blows through the sponge. The dehumidifier can optionally be 
placed on top instead of the humidifier if humidity is higher 
than normal. The Light Detection and Ranging (LiDAR) is 
located at the top. The Intel tracking camera for Visual Simul-
taneous Localization and Mapping (vSLAM) is placed at the 
front, along with the Intel depth camera used for AI object 
detection. The rest of the electronics are placed on the bottom.

Physical Prototype Development:
The robot consists of hardware and software portions. The 

hardware consists of the physical structure that operates on 
two wheels, processors, sensors, batteries, etc. The software 
includes the Robot Operating System (ROS) with a set of li-
braries that performs various functions.

Hardware:
Once the detailed CAD design was completed, the robot 

was 3D printed using Poly Lactic Acid (PLA) filament and 
assembled.  The electronics were attached and wired up.  The 
various stages of the prototype process are shown (Figure 8).

analyzed further to pick the best design. The approach to us-
ing Computational Fluid Dynamics (CFD) analysis as the 
next step from CAD design was followed to select the model 
with the highest efficiency. 

Optimal Design through Computational Fluid Dynamics:
Computational Fluid Dynamics (CFD) is mathemati-

cally modeling a physical phenomenon involving fluid flow 
and solving it numerically using computational prowess. The 
Navier-Stokes (N-S) equations are specified as the mathe-
matical model of the physical case. A CFD software analysis 
examines fluid flow in accordance with its physical properties, 
such as velocity, pressure, temperature, density, and viscosity. 
The main structure of thermo-fluids examination is direct-
ed by governing equations based on the conservation law of 
fluid's physical properties. These principles state that mass, 
momentum, and energy are stable constants within a closed 
system. Everything must be conserved. Model establishment 
followed the basic four procedural steps:

Step 1: Specify the problem parameters, including bound-
ary and initial conditions.

Step 2: Build the CFD model.
Step 3: Calculate a solution.
Step 4: Examine the results.
CFD analysis was conducted on these two designs to check 

peak velocity. Both designs were set up using the respective 
CAD models. Design 1 had a higher peak velocity (Figure 4) 
at around 2200 cm/sec than Design 2’s 1800 cm/sec (Figure 
5). As a result of the higher airflow, Design 1 was selected for 
the robot (Figure 6). 

Figure 2: Design 1.  Figure 3: Design 2.  

Figure 4: Design 1. CFD analysis with cylindrical HEPA air filter. 

Figure 5: Design 2 CFD analysis with rectangular HEPA air filter.  

Figure 6: Final design analysis. 

Figure 7: Robot design and render. 

Figure 8: Robot prototyping stage.  
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The brain and sensors are all part of electronics and sit in-
side the electronics chamber. The electronics are all mounted 
on the base and bottom of the air handling system. The brain 
contains memory and a processor which receives data from the 
sensor system, camera, and microphone to perform multiple 
operations, including AI to process the data for navigation of 
the smart robot. The block diagram shows these components 
(Figure 9).

The drive controller mounted on the base receives instruc-
tion from the navigation module of the brain. In turn, the drive 
controller provides instructions for the speed and direction 
change for the left and right motors. The two wheels mounted 
on either side of the base move with power and control from 
two individual motors. The two motors independently drive 
their wheels. Two metal ball bearings are mounted at the two 
ends to keep the robot stable.

A sensor system has multiple sensors mounted inside the 
electronics chamber to obtain real-time air quality data and 
other surrounding metrics.

As part of air quality, volatile organic compound (VOC) 
sensors are used to measure a wide range of VOC intended for 
indoor air quality monitoring of the environment. The sensor 
can measure total VOC concentration within 20 to 1000 parts 
per billion (ppb) with about 2% to 5% error. It can detect al-
cohols like benzene, toluene, and formaldehyde. It also detects 
aldehydes, ketones, organic acids, amines, organic chloramines, 
and aliphatic and aromatic hydrocarbons.

The particulate matter sensors PM2.5 and PM10 are used 
to detect smoke particles from 0.10µm to 1.0µm diameter, 
dust particles from 0.50 µm to 3.0µm diameter, and pollen 
particles with sizes from 5.0µm to 11µm in diameter. The par-
ticulate matter per 100ml air is categorized into 0.3um, 0.5um, 
1.0um, 2.5um, 5.0um, and 10um size bins. The PM sensors are 
mounted on the base.

The humidity sensor is used to measure humidity levels be-
tween 10 and 90% with a 2% error. The temperature sensor is 
used to measure reading between -40°F and 150°F with ±0.5°F 
accuracy. This sensor is mounted alongside the humidity sen-
sor. A microphone is used to capture audio in the environment. 
The frequency response range is from 15Hz to 20kHz. This 
microphone can capture the glass-shattering waves, which are 
roughly 556 hertz. A camera is mounted on one side of the air 
handling system. 

Lithium Polymer (LiPo)  batteries power all electronics on 
board. A power supply and adapter are used to charge the LiPo 
batteries when the robot is turned off and docked to the regular 
wall power supply. The fans, humidity module, brain, and drive 
controller are all powered by LiPo batteries. The VOC sensor, 
the PM2.5, and PM10 sensors, the humidity sensor, and the 
temperature sensor are powered by the brain and in operable 
communication with the brain. The two input devices for au-
dio and video: the microphone and the camera, are powered by 
the brain and in operable communication with the brain. The 
drive controllers power the motors, which rotate the wheels 
for the smart robot to traverse the floor. The sound and LED 
indicators are powered by the brain and are connected to the 
side of the air purification system.

 Software:
The multiple aspects of the robot were connected by using 

Robot Operating System (ROS). Each sensor has its own ROS 
topic to publish its data, to which the main program then sub-
scribes to (Figure 10) as per the pub-sub model of ROS. The 
robot has an environment module that contains temperature, 
humidity, and VOC values. The PM2.5 and ten sensors also 
publish their values onto their respective ROS topics. The AI 
algorithms send their data through their own ROS topics as 
well. The LiDAR and tracking camera are used to map and 
navigate the data generated. The navigation uses the naviga-
tion stack, takes a 2D nav goal as input, and outputs a cmd_vel 
that gets sent to the Teensy, a small microcontroller that drives 
the motors and the robot. The data from the air quality and 
humidity sensors also control the fan speed through the Teensy 
based on the set thresholds. There are motor controllers that 
take in the battery power and the data from the Teensy, which 
power the motors of the wheels and fan.  

The navigation module uses air quality data from sensors, 
humidity data, and an AI object detection algorithm for people 
recognition with inputs through the camera, as shown in the 
flow chart (Figure 11). It also uses the stored map for its path 
planning algorithm (Figure 12).

Figure 9: Diagram of electronic components. 

Figure 10: ROS communication diagram. 
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The humidity sensor provides the humidity reading. This 
data is checked to see if they are within the humidity thresh-
old. An ideal humidity range between 40% and 60% is used as a 
default. When the humidity level is either low or high, then the 
humidifier or dehumidifier runs for a certain amount of addi-
tional seconds at this location based on the logic programmed 
inside the navigation module. After this, or when the humidity 
threshold is good, then the navigation system flags internally 
that this area is at a satisfying level and would continue into the 
next step, waiting for the cleaning status of air quality.

Inside the navigation module, the camera feed is received 
images and videos as a parallel process. The data is processed 
using AI for people, pets, and objects. The program calculates 
the additional cleaning time at this location based on the data. 
After this, when no person is identified, then the navigation 
system flags internally that this area is clean and would con-
tinue into the next step, waiting for the cleaning status on the 
humidity and air quality.

The air quality reading is received from air quality sensors. 
This data is processed to see if they meet various air quality 
metrics criteria thresholds. One criterion for the particle siz-
es per volume is below 15.0 µg/m³ or 12.0 µg/m³ for smoke 
particles, dust particles, pollen particles, etc. The maximum 
allowable air concentration of total VOC is below 0.50mg/
m³. When the air quality threshold is not met, based on the 
air quality data, the navigation module determines the need to 
run the smart robot at this location for more time after this or 
when no person is identified, then the navigation system flags 

internally that this area’s level is satisfied and continues into 
the next step, waiting for cleaning status on the humidity and 
person detection.

The navigation module calculates and uses the maximum 
of X, Y, or Z seconds to stay in one location. This cleaning 
time calculation can be overwritten with a fixed value by the 
user setting. This maximum time for one location is limited 
to about 30 seconds, after which the smart robot operates in 
default autonomous mode.

AI components: Audio & Video:
The environmental anomaly detection is powered by a sound 

classification system and an image classification system. The 
flow chart shows the logic used (Figure 13).

The camera provides a video feed to the AI-based object de-
tection module of the brain. This model is a TensorFlow object 
detection algorithm trained on the COCO dataset and based 
on the YOLO (You Only Look Once) framework. Transfer 
learning was then used to make the model more lightweight 
to work on lower-powered devices. As in Figure 16, the data 
is received, and the AI module is processed to detect people, 
pets, and objects. When a person is detected with data from the 
camera and by the AI module, it then checks the person's ori-
entation to determine if the person has fallen. If so, the smart 
robot sends the medical emergency alert to a smart device no-
tification.

The detection of sound was done using a PyTorch model. 
A custom dataset was created to include samples from baby 
crying, glass breaking, gunshots, smoke alarms, someone fall-
ing, and background sounds (for control). This new dataset was 
used to train a Support Vector Machine (SVM), Random For-
est, and K-Nearest Neighbors (KNN) using the framework to 
find the best-performing one.¹² Ultimately, the Random For-
est model was selected for its second-fastest response time and 
highest accuracy.
�   Results and Discussion
Initial Experiment Research:
Preliminary experiments were conducted to validate the is-

sue of air quality and humidity distribution. Since a standalone 

Figure 11: Navigation of the robot. 

Figure 12: Robot-generated map. 

Figure 13: AI system flow diagram. 
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device is usually placed in one corner of a room, it may not 
be able to have an equal overage of said room. A typical sin-
gle-bedroom home (Figure 14) with an office room could be 
a two-bedroom home. The initial experiment was conducted 
with a humidifier in one corner of the 15' x 18' room. Five 
trials were conducted with two sensors that logged the humid-
ity, PM2.5, PM10, and VOC values. For the trial, one group 
of sensors was placed near the device, and the other group of 
sensors was placed farther away on the other side of the room.

The graph (Figure 15) shows the change in humidity over 
time for both sensors. The sensor close to the humidifier rose 
steadily over time and reached the safe 40% threshold, but the 
device further away did not rise as much and did not reach the 
40% threshold. The humidifiers used for this test were ultra-
sonic humidifiers. As the test was conducted, the observations 
were that the overall air quality dropped. We noted this as the 
water is not pure since there are minerals in the water and pos-
sibly mold. As a result, we decided that the robot should use 
vaporization-based humidifiers since those humidifiers do not 
release any pollutants.

Air quality was retested next with an ultrasonic humidifier 
providing the pollutants for the air. The change in air quality 
for the two locations with a standalone air purifier was uneven 
(Figure 16). Similar to humidity, the air quality improvement 
rate is based on the closeness to air purifiers, with only the 
close sensor reaching a safe level of particulates.

Further experimental trials were conducted to see the im-
pact of two humidifiers and two air purifiers distributed in the 
same size, 15' x 18'. Similarly, the air purifier was placed further 
apart in an attempt for distribution. The trial and data, as in 
the above experiment, were conducted. The result was much 
more encouraging, as the humidity and air quality are much 
more uniform.

Robot Evaluation and Data Analysis:
The evaluation experiments were repeated, except the robot 

was used instead of the standalone devices. When humidity 
was tested, both the near and far sensors noticed similar in-
creases in humidity over time, reaching the 40% threshold of 
safe humidity (Figure 17). On the other hand, air quality still 
performed, with both sensors displaying similarly decreasing 
values (Figure 18). They both approached the safe level of 30-
40ppm. This shows that the robot is effective at distributing 
clean air evenly. On top of this, the AI modules were eval-
uated with good results. The robot effectively performed the 
even distribution throughout the room for both air quality and 
humidity. This would be an excellent device to use, especially 
in this pandemic, as many people are staying indoors, and the 
removal of COVID-19 with this robot using the UVC LEDs. 
This product can benefit those who need it even during normal 
times.

Figure 14: The layout of the rooms was tested. 

Figure 15: Humidity measurement with one humidifier at a fixed location. 

Figure 16: PM10 changes over time with one air purifier. 

Figure 17: Humidity change over time with robot for close and far sensors, 
respectively. 
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�   Conclusion
This project constructed a smart robot to purify, humidify, 

dehumidify, and disinfect the air evenly. The mobile robot au-
tomatically removes dust and pathogens and maintains stable 
humidity evenly across the chosen space.  Additionally, the ro-
bot detects environmental anomalies, keeping people safe in its 
operating space. 

The ability of the robot to travel between rooms reduces the 
time needed to move multiple devices manually and elimi-
nates the need for these devices. The environmental anomaly 
detection, comprised of video fall detection and audio anom-
aly detection, was able to detect falls and anomalies in the real 
world during testing. 

The robot was able to improve on the existing standalone 
devices. People will not have to get multiple devices to per-
form various functions as outlined at the beginning. The robot 
should be commercialized in schools, homes, hospitals, offices, 
and nursing homes to provide cleaner air and a safer environ-
ment.
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ABSTRACT: The ‘hide like and view counts’ feature is a recently implemented feature on the Instagram app, designed to 
depressurize people’s experience and give users more control. This cross-sectional survey study examines if the use of this feature is 
associated with higher levels of self-esteem and body satisfaction and lower levels of disordered eating symptoms. We conducted 
a survey (N=116) to analyze if there was a significant difference between the self-esteem, self-image, and disordered eating risk of 
Instagram users who use the feature and users who do not. The participants that used the feature demonstrated significantly lower 
scores on the Eating Attitudes Test, thus at a lower risk for developing an eating disorder. This is consistent with our hypothesis. 

Contrary to our hypothesis, the two groups had no significant difference in self-esteem and body dissatisfaction. Our findings 
show that the feature is indeed associated with some positive psychological outcomes. Future research should study how the social 
media experience can be altered to suit one’s needs and support positive health. 

KEYWORDS: Social Psychology; Clinical Psychology; Social Media; Disordered Eating; Self-Esteem.  

�   Introduction
The popularity of social media has escalated massively in 

recent years.¹ In 2022, social networking sites are estimated 
to reach 3.96 billion users, and these numbers are expected to 
increase as mobile device usage, and social networks gain more 
attention.² Due to the COVID-19 pandemic, social media use 
has grown immensely to stay in touch with friends and family 
in the face of lockdown restrictions and social distancing mea-
sures. According to a survey of U.S. social media users, 29.7 
percent of respondents used social media for 1-2 additional 
hours per day during the pandemic.³ Instagram is a particularly 
popular social networking site. A forecast from October 2020 
estimates that there will be nearly 1.2 billion Instagram users 
worldwide in 2023.⁴ Media use is constantly changing, and the 
Internet and social networking sites are quickly becoming the 
primary media source young adults use.⁵,⁶ In 2015, 90% of all 
young adults used social media, compared with 12% in 2005, 
a 78-percentage point increase.⁷ It is evident that social media 
significantly impacts many people, so it is crucial to study its 
effects on users.

There is much-mixed research on social media and mental 
health. The use of social networking sites (SNS) comes with 
many risks. Some studies show that online technologies have 
harmful effects like increased exposure to social isolation, 
depression, and cyberbullying.⁸-¹⁰ One study showed that lim-
iting social media usage on a mobile phone to 10 minutes per 
platform per day for a full three weeks significantly impacted 
well-being and decreased loneliness and depression.¹¹ Addi-
tionally, more time spent using social media is significantly 
associated with more significant symptoms of anxiety.¹² On the 
other hand, some studies show that communication through 

platforms such as Facebook, Twitter, Instagram, and Snapchat 
provides ways to keep in touch with family and friends and 
other social interactions that can mitigate depression and anxi-
ety.¹³,¹⁴ Social media is vital to the lives of many people. We use 
it to communicate, spread awareness, socialize, collaborate, and 
share content. Owing to the mixed research, there is no clear 
association between social media use and well-being. 

Social media can heavily influence body dissatisfaction 
and disordered eating. According to the DSM-5, eating dis-
orders include intense fear of gaining weight even though 
underweight, body image disturbance, recurring inappropriate 
compensatory behavior (vomiting, laxatives, exercise, diet pills), 
and restriction of energy intake, leading to significantly low 
body weight.¹⁵ Eating disorders can cause significant health 
consequences and may even result in death if left untreated. 
Up to 13% of youth may experience at least one eating disorder 
by the age of 20.¹⁶ Eating disorders can cause unhealthy eat-
ing habits to develop. They might start with an obsession with 
food, body weight, or body shape. Those with eating disorders 
can have various symptoms like severe food restriction, food 
binges, or purging behaviors like vomiting or over-exercising.¹⁷ 
It was found that some patients with severe eating disorders 
report dissociative symptoms, including depersonalization, 
trance-like states, out-of-body experiences, and amnesias.¹⁸ In 
one meta-analysis, it was found that the crude mortality rate 
due to all causes of death for subjects with anorexia nervosa 
was 5.9% (178 deaths in 3,006 subjects). The aggregate mor-
tality rate was estimated to be 0.56% per year or approximately 
5.6% per decade.¹⁹ Several studies show that social media use 
is consistently and positively associated with negative body im-
age.²⁰-²¹ Mass media is considered the most influential and 
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prevalent cause of body dissatisfaction.²² Spending more time 
on social networking sites (SNS) like Facebook is positively 
associated with disordered eating, increased body surveillance, 
and obsessing over one’s appearance.²³ A study showed that 
young girls with more Facebook friends reported higher levels 
of body surveillance, and sharing more photos on Facebook led 
to a greater likelihood of basing self-worth on appearance.²³ 
Mass media is filled with images of the thin ideal, which is 
highly unrealistic for most women. Research has shown that 
mass media contributes to developing and maintaining eat-
ing disorders.²⁴ However, research has also shown that online 
worlds can be mindfully constructed to support positive health 
and well-being. In one study, social media actually aided fe-
male weightlifters during their recovery from eating disorders. 
It was able to offer opportunities to feel connected to the out-
side world from a distance that felt safe and manageable.²⁵ 
The social media experience can be altered to suit one’s needs 
via ‘Digital Pruning,’ unfollowing triggering or unhelpful con-
tent.²⁵

Social Media is pervasive and omnipresent in society. 
Since SNS are here to stay, instead of focusing on the various 
negative impacts of SNS on well-being, we should try to un-
derstand how to use them effectively. Research should focus 
on how technology can adapt depending on user needs and 
how SNS can be changed to provide a better user experience. 
Instead of promoting the thin ideal, it may be beneficial if so-
cial media conveys positive and self-esteem-building messages 
to counteract the harmful effects of SNS and improve body 
satisfaction and self-esteem.

Giving and receiving feedback and ‘likes’ is a fundamental 
part of users’ experiences on social media. A 2017 study showed 
that receiving a more significant number of likes reliably pre-
dicted greater self-esteem.²⁶ Research shows that the intensity 
of positive social feedback experienced (increased number of 
likes received) from users’ audience is positively associated 
with current happiness and increased self-esteem. Receiving 
likes can boost self-esteem and consequently produce a state 
of happiness.²⁷ In another study, adolescents reported signifi-
cantly greater feelings of rejection when they were randomly 
assigned to receive few likes relative to when they received 
many likes.²⁸ Women placing greater importance on receiving 
"likes" are more likely to compare their photos to friends' post-
ed photos and report the highest levels of disordered eating 
symptoms.²⁹ It is apparent that the number of likes a user gets 
can impact their well-being significantly, and thus, it is essen-
tial to conduct future research on this aspect. 

In May 2021, Instagram introduced a new feature to the 
app: the ‘hide like and view counts’ feature. Instagram an-
nounced that this feature was to help depressurize people’s 
experience on Instagram and give users more control over their 
experience.³⁰ This feature enables users to hide the number 
of likes they get on any images shared. Users are still able to 
see the number of likes they themselves receive. This feature 
is optional, allowing users to alter their Instagram experience 
according to their own needs. 

Hypotheses:
Hypothesis 1: Use of the “Hide Like and View Counts” 

Feature will be associated with higher levels of self-esteem.
Hypothesis 2: Use of the “Hide Like and View Counts” 

Feature will be associated with higher levels of body satis-
faction.

Hypothesis 3: Use of the “Hide Like and View Counts” 
Feature will be associated with lower levels of disordered eat-
ing symptoms.
�   Methods
Procedure:
We used an online survey to collect data to specifically ex-

amine the association between the ‘hide like and view counts’ 
feature on the Instagram app and behaviors and cognitions 
associated with disordered eating, body dissatisfaction, and 
self-esteem. Following approval of our study procedures by an 
Ethics Board, the optional survey was administered electron-
ically to all participants via Amazon Mechanical Turk. The 
survey was made on Google Forms and took about 5-7 min-
utes to complete. All participants provided informed consent 
at the onset of the study. The date of collection of the data is 
1st March 2022. All participants were recruited from Ama-
zon Mechanical Turk. 

Participants:
Participants (N=116) were recruited through Amazon 

Mechanical Turk and were paid 25 cents for completing the 
survey. The criteria for inclusion of participants included us-
ing Instagram at least once a week and being between the 
ages of 15 and 25. We chose this age range as we believed that 
social media use is the most common.

Measures:
The survey incorporated five key measures:
1. RSES (Rosenberg Self-Esteem Scale): The 10-item 

Rosenberg Self-Esteem Scale (RSES)³¹ was used to measure 
global trait self-esteem (SE). Items are measured on a 4-point 
scale ranging from 1 (strongly agree) to 4 (strongly disagree), 
with reverse scoring when appropriate and then summed. 
Higher scores indicate more excellent global trait SE. A sam-
ple question is, “ I feel that I'm a person of worth, at least 
on an equal plane with others.” Cronbach's alpha for the ten 
items was acceptable (α = .75).

2. BSQ-8d (Body Shape Questionnaire): The 8-item Body 
Shape Questionnaire (BSQ-8d)³² measured body shape pre-
occupations typical of bulimia nervosa and anorexia nervosa. 
Each item is scored 1 to 6 with “Never”= 1 and “Always”= 6, 
and the overall score is the total across the 8 items, a theoreti-
cal score ranging from 8 to 48. Higher scores indicate greater 
body dissatisfaction. A sample question is, “Have you avoided 
situations where people could see your body (e.g., commu-
nal changing rooms or swimming baths)?” Cronbach's alpha 
for the eight items showed excellent internal consistency (α= 
.95).

3.EAT-26 (The Eating Attitudes Test): The 26-item Eating 
Attitudes Test (EAT-26)³³ was used to measure self-report-
ed symptoms and concern characteristics of eating disorders. 
Items were scored on a 6-point Likert scale ranging from 1 
(always) to 6 (never). For questions 1-25, points 1-3 have a 
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Eating Disorder Risk Comparison:
The 84 participants in the group that did use the ‘hide like 

and view counts’ feature (M = 26.08, SD = 4.48) compared to 
the 33 participants in the group that did not use the feature (M 
= 34.44, SD = 8.63) demonstrated significantly lower scores 
on the EAT, thus being at a lower risk for developing an ED, 
t (60.41) = -2.06, p = 0.04. Figure 3 compares the two groups' 
mean risk of developing an eating disorder score.

Gender-Based Comparison:
After we found these significant results, we decided to do 

an exploratory analysis based on gender differences. Since dis-
ordered eating is more common in women, we thought this 
would be beneficial. 

There were no significant differences in males and females, 
using and not using the feature for the Body Shape Ques-
tionnaire and the Self Esteem Scale. However, there was a 
significant difference for the Eating Attitudes Test in males 
only. 

The 38 male participants in the group that did use the ‘hide 
like and view counts’ feature (M = 25.13) compared to the 18 
male participants in the group that did not use the feature (M 
= 38.33) demonstrated significantly lower scores on the EAT, 
thus being at a lower risk for developing an ED, t (36.87) = 
-2.46, p = 0.019. Figure 4 compares the two male groups' mean 
risk of developing an eating disorder score.

score of 0, while point 4 has a score of 1, point 5 has a score 
of 2, and point 6 has a score of 3. The scoring is reversed for 
question 26. Items are then summed to obtain a total score, 
with any score of 20 or higher considered at risk. A sample 
question is, “I particularly avoid food with a high carbohy-
drate content (bread, rice, potatoes, etc.).” Cronbach's alpha 
for the 27 items demonstrated acceptable internal consisten-
cy (α = .75).

4. Instagram Usage: Participants were asked to fill in the 
number of days on average they use Instagram per week. This 
item was scored on a 7-point Likert scale from 1 (once a 
week) to 7 (every day).

5. Hide Like and View Counts’ Feature Usage: Participants 
were asked if they knew the feature and if they used it. Both 
questions were answered yes/no. 

Analysis:
Analyses were conducted using Google Sheets and R. We 

used Welch’s t-test to account for unequal group sizes and 
variances. The Welch’s t-test is a nonparametric adaptation 
of a Student's t-test, which measures group mean differenc-
es. The nonparametric test allows us to conduct analyses on 
unequal sample sizes. Any missing values in data were con-
sidered null values.
�   Results and Discussion
The average participant age was 22.73 years (SD = 3.11). 

48.28% of participants were male, while 51.72% were female. 
On average, participants used Instagram 6.13 times per week.

Self-Esteem Comparison:
There was no significant effect for self-esteem, t (37.56) = 

0.96, p = 0.35, despite the group that does use ‘hide like and 
view counts’ feature (M = 26.50, SD = 4.48) attaining high-
er scores than the group that does not use the feature (M = 
24.97, SD = 8.63). Figure 1 compares the mean self-esteem 
score of the two groups.

Body Dissatisfaction Comparison:
There was no significant effect for body dissatisfaction, t 

(51.64) = 1.85, p = 0.07, despite the group that does use ‘hide 
like and view counts’ feature (M = 33.58, SD = 10.47) attain-
ing higher scores than the group that does not use the feature 
(M = 29.25, SD = 11.53). Figure 2 compares the mean body 
dissatisfaction score of the two groups.

Figure 1: Mean self-esteem score of the two groups. 

Figure 3: The mean risk of developing an eating disorder score of the two 
groups. 

Figure 2: Mean body dissatisfaction score of the two groups. 
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�   Discussion
This study sought to determine whether the ‘hide like and 

view counts’ feature is associated with the self-esteem, body 
dissatisfaction, and disordered eating of Instagram users. The 
group that used the feature scored significantly lower on the 
EAT-26, indicating a lower risk of developing an eating disor-
der than the group that did not. This suggests that the feature 
may be related to positive rather than negative psychological 
outcomes. This finding is consistent with our predictions. 
Contrary to our predictions, the two groups had no significant 
difference in self-esteem and body dissatisfaction. A subsidiary 
finding is that 71.79% of the participants, a vast majority, said 
that they use the ‘hide like and view counts’ feature, indicating 
that this feature is slowly gaining popularity. 

There could be several reasons why the use of this feature is 
linked to disordered eating behavior. Someone at a lower risk 
for developing an eating disorder could be more drawn toward 
using the feature for reasons currently unknown and requiring 
further exploration. On the other hand, using the feature may 
lead individuals to experience fewer triggers for disordered eat-
ing. 

While we do not know for sure, people could have the no-
tion that the number of likes they receive is a measure of their 
beauty. For instance, if someone posts a picture of themselves 
and does not receive many likes, they may think they look 
ugly, too fat, or too thin in the picture they posted. This could 
make them more likely to indulge in unhealthy eating patterns. 
However, if they can’t see the number of likes they received, 
they would not have the opportunity to feel bad about the pic-
ture at all. This could be associated with people who use the 
“hide likes and view counts” feature experiencing lower levels 
of disordered eating behavior. On the other hand, someone 
who is already at a lower risk for developing an eating disorder 
may be more inclined to use the feature. These individuals may 
place less emphasis on receiving external validation for their 
appearance and may feel indifferent toward their number of 
likes, making them more likely to use the feature. 

Several other factors could influence the link between the 
use of this feature and disordered eating behavior. One exam-
ple could be the number of followers a user has. An instance 
of this could be someone having a large following feeling more 
pressured to look perfect on social media. They may feel the 
need to live up to unrealistic beauty standards and receive many 

likes. They may compare the number of likes they are getting 
with others and feel the need to get more. These unhealthy 
expectations could, in turn, be related to an increase in dis-
ordered eating behavior. They may feel that looking a certain 
way or having a perfect body would help them get more likes. 
However, if they decide to hide their likes and use the fea-
ture, then they could be rid of that stress. Once they cannot 
see the number of likes they receive, they would not be able to 
compare themselves with others or be unsatisfied with their 
likes. This could ease the pressure they may feel from having 
a flawless body, which could be related to lower levels of dis-
ordered behavior. Another factor that could influence the link 
between the feature and disordered eating is anxiety. In one 
study, social appearance anxiety predicted body dissatisfaction, 
bulimic symptoms, shape concern, weight concern, and eating 
concern.³⁴ Someone with anxiety may feel judged by others 
based on the number of likes they receive, so they could decide 
to hide their likes. Their use of the feature could be related to 
lower levels of disordered eating. 

Interestingly, we did not see any relationship between the 
feature and self-esteem or body dissatisfaction. One reason for 
this could be because having the choice of whether to use the 
feature or not is more beneficial than actually using it. They 
have the freedom to make this choice could be helpful in many 
ways. Some users may feel that likes create a competitive en-
vironment and feel less anxious when they do not know how 
many likes they receive on a post. However, other users may 
want to see the number of likes so they can get a sense of what 
is ‘trending’ or popular. Having the option to pick and choose 
between these alternatives allows a variety of Instagram users 
to tailor the experience to their needs. 

While we did not see a significant difference in females, it 
was surprising to see a significant difference in males who use 
the feature and males who do not. The prevalence of eating 
disorders is more commonly seen in women, so this was inter-
esting. Future research should consider gender differences to 
find more concrete results.

Limitations and Future Research:
Since this is a correlational study, determining the causality 

of results is uncertain. Since we could not assign groups, one 
limitation is the significant difference in the sample sizes of 
the two groups: the group that uses the feature (n= 84) and 
the group that does not (n= 33). Future research should try an 
experimental manipulation study and randomly assign partic-
ipants to test the causation. 

Future research should also consider other influential fac-
tors that could affect the impact of the feature on mental 
health. The content that the user's posts could be a factor. 
Someone who posts pictures and videos of themselves rather 
than images of others, their surroundings, or their pets may 
be more conscious of the number of likes they get. So, they 
may choose to have their likes hidden. Other factors, like the 
amount of time they spend on Instagram, could also affect if 
they decide to use the feature or not. Future directions could 
include intervention studies. One such study could measure 
mental health before and after the study, after having partici-
pants use the feature for a certain period of time.

Figure 4: The mean risk of developing an eating disorder score of the two 
male groups. 
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Since we used MTurk to recruit our participants, we cannot 
be sure if each participant actually read every question asked 
or if they randomly chose any answers. One aspect of our data 
that denotes concern is that the mean score on the EAT-26 
was 26.08 (SD= 4.48) for the group that uses the feature and 
34.44 (SD= 8.63) for the group that does not use the feature. 
The mean scores of both groups fall above the clinical cutoff 
of 20. This suggests that most sample participants are consid-
ered at risk for an eating disorder, which is surprising given 
the prevalence of eating disorders in the general population. 
This makes the validity of the results questionable. However, 
to minimize this risk, we asked participants to manually fill in 
the words ‘I am not a robot in the answer box to ensure that 
they read the questions asked. The responses of the 2 partici-
pants who incorrectly answered this question were discarded.
�   Conclusion
The popularity of social media has escalated massively in 

recent years,¹ with Instagram being particularly popular. Sev-
eral studies have found that social media positively correlates 
with depression, anxiety, and low self-esteem.⁸-¹² Studies have 
shown that it is apparent that the number of likes a user gets 
can impact their well-being significantly.²⁶-²⁹ Instagram recent-
ly introduced a new feature to the app to help counteract the ill 
effects of social media: the ‘hide like and view counts’ feature. 
This feature enables users to hide the number of likes they re-
ceive on shared images. Instagram announced that the feature 
was to depressurize users’ experiences on the app.³¹ This study 
sought to examine whether the feature was indeed associated 
with positive psychological factors. We hypothesized that us-
ing this feature is associated with higher self-esteem and body 
satisfaction levels and a lower risk of developing an eating dis-
order. We used a survey to collect data to specifically examine 
the association between the ‘hide like and view counts’ feature 
on the Instagram app and behaviors and cognitions associated 
with disordered eating, body dissatisfaction, and self-esteem. 

While we found no significant differences between the 
self-esteem and body dissatisfaction of the group that uses the 
feature and the group that does not, a significantly lower risk of 
disordered eating was found for the group that uses the feature, 
which indicates that this feature is associated with positive 
factors, however, we cannot determine causality; our results 
suggest that the ‘hide like and view counts’ feature may be a 
step in the right direction. What one person wants from their 
Instagram experience is different from the next. Instagram has 
recently used several other features to help create a benevolent 
community and make users feel satisfied with their time on 
the Instagram app. For instance, Instagram has announced new 
tools to allow people to filter offensive content and give people 
ways to control what they see on the app. These efforts are vital 
in making social media a place where users are welcome to al-
ter their experience to support positive health. Future research 
should study how technology use can adapt depending on user 
needs and how social media sites can make conscious interface 
changes to promote well-being. 
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ABSTRACT: Skin diseases, being one of the most common diseases worldwide, can occur to people of all ages and are caused 
by bacteria, infections, etc. Currently, skin diseases are initially diagnosed visually, which is often prone to errors. Skin diseases 
unable to be identified through inspection are identified using a biopsy process that uses dermoscopic analysis and is prescribed 
manually by physicians. However, a biopsy has its safety and accessibility issues, and manual inspection requires long periods of 
time. Therefore, this paper uses machine learning for image-based classification techniques for skin disease diagnosis. However, to 
be trained and tested, machine learning generally requires access to a dataset to be stored in a centralized server, which often raises 
many concerns regarding security and privacy. In a medical environment especially, maintaining the security and confidentiality of 
patients' records is very important. Therefore, with the increase in awareness of user privacy, this paper builds a federated learning 
system where data is decentralized. Using a dataset of more than 10,000 images, the federated learning system initially shows 
an overall accuracy rate of classifying skin diseases of about 79%. Since the original dataset has class imbalance problems, a data 
balancing technique is applied to enlarge the dataset and balance the samples per class in the dataset. After balancing the dataset, 
the performance of the classifier is improved significantly in that it achieves the classification accuracy of 95%. This system is 
shown to be effective for classifying the type of skin disease using image-based classification techniques, while also keeping user-
sensitive information secure. 

KEYWORDS: Skin Disease Classification; Machine Learning; Federated Learning; Skin Disease Diagnosis.  

�   Introduction
Skin diseases are one of the most common diseases world-

wide. Despite this, diagnosing skin diseases accurately is a 
challenging task. The prevalence of skin diseases is common 
in which 26.98% of the world population or 1.6 in 4 people 
are infected.¹ Particularly, skin cancer has been the most com-
mon cancer in the United States and research has shown that 
one-fifth of Americans suffer from skin cancer during their 
lifetimes.² Most people ignore early symptoms of skin diseases, 
which can cause various damages on the skin and will continue 
to spread overtime. Therefore, it is important to identify these 
diseases as soon as possible to control their potential spread. 

Currently, skin diseases are initially diagnosed by doctors vi-
sually. Diagnosing a skin disease correctly is challenging since a 
variety of visual clues, such as the individual lesion morpholo-
gy, the body site distribution, color, scaling, and arrangement of 
lesions should be utilized to facilitate the diagnosis. When the 
individual components are analyzed separately, the diagnosis 
process can be complex.³ Skin diseases unable to be identified 
through inspection are identified using a biopsy process that 
uses dermoscopic analysis and is prescribed manually by physi-
cians. However, differentiating a skin disease with dermoscopy 
images may be inaccurate or irreproducible since it depends 
on the experience of dermatologists. In practice, the diagnostic 
accuracy of melanoma from the dermoscopy images by an in-
experienced specialist is between 75% to 84%.⁴ 

By contrast, image-based classification techniques can im-
prove the accuracy of skin disease diagnosis. Using images of 

infected areas of the skin as input, features are extracted from 
the images to be suitable for the classifier model to classify 
the type of disease. By utilizing features, traditional machine 
learning systems for skin disease classification can achieve ex-
cellent performance in certain skin disease diagnosis tasks.⁵,⁶ 
However, with technology continuing to develop and growing 
more powerful, issues involving privacy concerns also emerge. 
Machine learning, to be trained and tested, generally requires 
access to a dataset stored in a centralized server. In a medical 
environment, maintaining the security and confidentiality of 
patients' records is very important. Because of strict regulations 
regarding data privacy, it is usually considered not practical to 
gather and share consumers’ data within a centralized location. 
This challenges traditional machine learning algorithms be-
cause they require huge quantities of data training examples 
to learn.⁷

Motivated by the aforementioned privacy issues of tradi-
tional machine learning, this paper uses the federated learning 
(FL) system where data is decentralized. A federated learning 
system consists of a server and several local devices where users 
can input their own local data into the local network using lo-
cal devices.⁸ Each local network model is then trained using its 
local data, not through a server network with risk of exposing 
private data. The devices then send the local networks, not the 
user data, to the server. The server then is able to update the 
global network by aggregating the local networks. The federat-
ed learning approach is very advantageous for utilizing 
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low-costing machine learning models on devices such as cell 
phones and sensors.⁹

The main contributions of this paper include:
• A convolutional neural network (CNN)-based federated 

learning model is proposed to classify skin disease while pre-
serving data privacy.

• A data balancing technique is used to resolve the data im-
balance problem of the skin disease dataset and also increase 
the size of the training dataset, which improves overall classi-
fication accuracy by more than 15%.

This paper is organized as follows. Section 2 briefly summa-
rizes the related existing work. Section 3 explains the proposed 
federated learning method, while the dataset used in the learn-
ing method is discussed in Section 4. The results are presented 
in Section 5 followed by the conclusions. 

Related Work:
Recently, machine learning methods have become popular 

in feature detecting and have achieved excellent performances 
in various tasks, including image classification.¹⁰,¹¹ A vari-
ety of research showed that deep learning methods were able 
to surpass humans in many computer vision tasks.¹²-¹⁴ One 
thing behind the success of machine learning is its ability to 
extract features automatically from large amounts of data-
sets. In particular, there have been many works on applying 
machine learning methods to skin disease diagnosis.¹⁴-¹⁷ For 
example, Esteva et al. propose a universal skin disease classi-
fication system based on a pre-trained convolutional neural 
network (CNN).¹⁴ Rezvantalb et al. also developed multiple 
CNNs with classification accuracies of 94.4%, which signifi-
cantly outperforms the performances of human specialists.¹⁷ 
Traditionally, CNN is one of the earliest machine learning 
models proposed for image classification. For instance, Yuan 
et al.¹⁸ proposed a framework based on convolutional neural 
networks to automatically segment skin lesions in dermoscopy 
images. The method was tested on the ISIC dataset and result-
ed in an index of 78.4% on the validation dataset. Al-Masni 
et al.¹⁹ developed a method via full resolution convolutional 
neural networks. The method was able to directly learn the 
full resolution result of each input image without the need for 
preprocessing operations. The method resulted in an index of 
77.1% and overall accuracy of 94.03% on the ISIC dataset, 
respectively.

Deep neural networks can deal with the large variations in-
cluded in the images of skin diseases by extracting features with 
multiple layers. Despite these technological advances, however, 
these traditional systems cannot secure user-sensitive infor-
mation, making federated learning the more practical option. 
Federated learning has been employed in a variety of applica-
tions, with plenty of research relating to its applications, one 
example being in the healthcare sector.²⁰ This application of 
Federated Learning (FL) also covered medical imaging where 
it was used for brain tumor segmentation. While methods 
such as Deep Neural Networks have illustrated notable find-
ings, they can be problematic because the needed training data 
may not be available due to having low incident rates of partic-
ular diseases and a low number of people. Therefore, a dataset 
that contained MRI scans of almost 300 people with brain 

tumors is used for an application of FL.²¹ They then compared 
their methods with data-based training where the results 
showed the effectiveness of the authors' proposed method. 
Another use for FL is an anomaly detection system using FL 
to detect various IoT devices.²² Aledhari et al. demonstrate 
the usage of a federated learning system within a healthcare 
sector.²³ Each hospital acts as a local client where patients 
input local data. Then the local networks of each hospital are 
aggregated by a central cloud server which can be used by 
doctors to act as a powerful tool. The autonomous system can 
effectively operate without human intervention or labeled 
data. Their system was able to achieve a 95% detection rate 
with no false positives. Additionally, their system can with-
stand new and unknown attacks. Many different industries 
and companies are beginning to implement FL into their 
own works and products. As a result, Federated Learning is 
becoming one of the most innovative technologies to date.
�   Methods
Dermatology is termed as a visual specialty wherein most 

diagnoses can be performed by visual inspection of the skin. 
Equipment-aided visual inspection is important for derma-
tologists since it can provide crucial information for precise 
early diagnosis of skin diseases. Subtle features of skin diseases 
need further magnification such that experienced dermatolo-
gists can visualize them clearly.²⁴ In some cases, a skin biopsy 
is needed which provides the opportunity for a microscopic 
visual examination of the lesion in question. However, with 
the development of machine learning, there have been many 
studies using images obtained by digital cameras or smart-
phones for skin disease diagnosis.²⁵ Though the quality of 
these images is not as high as those obtained with professional 
equipment, excellent diagnosis performance can be achieved 
with advanced image processing and analysis methods.

HAM10000 Dataset:
Training a machine learning system requires a large 

amount of labeled data. Therefore, high-quality skin disease 
data with reliable labels is significant for the development of 
advanced algorithms. The dataset used in this paper is the 
HAM10000 ("Human Against Machine with 10000 train-
ing images"). The dataset is publicly available through the 
ISIC archive and was collected by Hospital Universitario de 
Caracas in Caracas, Venezuela. The dataset consists of 10,015 
dermatoscopic images which are released as a training set for 
academic machine learning purposes.²⁶ The images of the 
dataset are collected from various ages, genders, and loca-
tions of skin disease. This benchmark dataset can be used for 
machine learning and for comparisons with human experts. 
There are seven different skin disease types including Mela-
nocytic nevi, Melanoma, Benign keratosis-like lesions, Basal 
cell carcinoma, Actinic keratoses, Vascular lesions, and Der-
matofibroma. The diagnoses of all melanomas were verified 
through histopathological evaluation of biopsies, while the 
diagnosis of nevi is made by either histopathological exam-
ination (24%), expert consensus (54%), or another diagnosis 
method, such as a series of images that showed no temporal 
changes (22%).²⁷ Figure 1(a) shows a frequency distribution 
of the seven skin disease types in the dataset. As shown in 
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or topology to be handled easily. Additionally, it is import-
ant to prioritize which resources need to be done beforehand 
for better equal provision for the dataset. Another technique, 
used in this manuscript, is SMOTE (synthetic minority 
over-sampling technique), in which new samples are gen-
erated by over-sampling in terms of an interpolation of the 
original data. It is an over-sampling technique that generates 
synthetic samples from minority classes.³¹  After numerous 
tests for those various techniques, this paper uses SMOTE to 
resolve the imbalanced distribution of the dataset, in which 
the number of samples in the dataset is increased to 46,935 
images. Figure 1(b) illustrates the frequency distribution of 
classes after applying SMOTE to the HAM10000 dataset, 
which shows the equal number of image samples for each 
class. It shows in the later section that the classification accu-
racy is improved by more than 15% by balancing the dataset. 

Federated Learning Methods:
Figure 2 shows the structure of a federated learning sys-

tem, where it consists of a cloud server and N users with local 
clients. Each user can input the local data to train its local net-
work and then send the local network, the results of the local 
data, to the server.⁸,³² After receiving the local networks from 
the users, the cloud server then updates its global network by 
aggregating the local networks and further distributing the 
global network back down to the users. Each user then updates 
the global network by further training it with its local data 
to construct the local network, which is again reported to the 
server. These steps of interaction repeat as many as they can or 
until a certain performance target is met. Note that the users 
only transmit the trained local network to the server without 
the risk of exposing private local data. By utilizing this system, 
not only does it provide an accurate skin disease diagnosis, 
but it is also able to secure user-sensitive information, making 
it more accessible and safer for people to use. Unfortunately, 
there are still some crucial obstacles for FL to be fully incor-
porated in other settings, especially regarding the data. For our 
models and algorithms to learn effectively to obtain optimal 
results, it requires a lot of data in order to ensure our models 
will be as accurate as possible.³³ Therefore, despite FL’s prom-
ising potential, FL is still not widely understood regarding 
some of its technical components such as platforms, hardware, 
software, and others regarding data privacy and data access.²³

A Federated Learning framework centered around privacy 
comes with many challenges. Local network to global network 
transmission can be expensive and may not be stable. An FL 
was implemented using python language on a Jupyter note-
book under a virtual environment by anaconda. A Colab server 
was used to train and test the dataset. There are some FL ex-
amples on Kaggle.com and one of those examples is used and 
modified to build my FL implementation. The aggregation of 
the local networks to create a global network at the FL server 
is done by averaging all the local networks, which is the Fed-
Avg algorithm. 

Model:
This paper demonstrates the application of a federal learning 

system to skin disease diagnosis. The dataset was divided into 
two groups as the training and testing groups randomly. The 

the figure, the number of images for each skin disease type is 
uneven such that the akiec skin disease takes up about 65% 
of the whole dataset which causes the machine learning net-
work to be biased when trained. This is a common problem 
occurring in skin disease diagnosis causing an imbalance in 
datasets. Many datasets contain significant disparities in the 
number of data points among different skin classes and can 
be heavily dominated by certain data. Training deep learning 
models with imbalanced data may result in biased results. Al-
though HAM10000 does not seem like a good option for the 
dataset, acquiring a large dataset of skin disease images can be 
difficult. The HAM10000 dataset is available publicly online 
and is easy to access. Additionally, many other studies have 
used the same dataset; For example, Srinivasu et al. use the 
HAM10000 dataset in order to classify skin diseases using 
deep learning neural networks.²⁸

Data Preprocessing and Balancing:
Data preprocessing is a crucial step for a classifier model to 

achieve high performance. Since there is a huge variation in 
image resolutions within the skin disease dataset, it is neces-
sary to crop or resize the images from these datasets to adapt 
them to deep learning networks. It should be noted that re-
sizing and cropping images directly into required sizes might 
introduce object distortion or substantial information loss.²⁹ 
The original high-resolution images of the HAM10000 data-
set are resized to 28x28 for training the FL network.

As shown previously, the HAM10000 image dataset has 
data class imbalance, which results in a biased trained network. 
Generally, an imbalanced dataset problem can be solved by 
several approaches as described as follows: 1) weighted class 
approach, 2) under-sampling approach, 3) data augmentation 
for minority class, and 4) synthetic minority over-sampling 
technique (SMOTE). In the weighted class approach, each 
class is assigned a weight based on the ratio of occurrence of 
each class, but this technique does not perform well. The un-
der-sampling method selects the same number of samples for 
both majority and minority classes, which often reduces the 
size of the training dataset. Data augmentation is very pop-
ular when dealing with image datasets, in which the dataset 
can be enlarged by adding more images by applying various 
image transformation techniques such as mirroring, rotat-
ing, sheering, cropping, translating, zooming, noise injection, 
color space transformation, random erasing, mixing images, 
etc.³⁰ Since data augmentation can artificially transform the 
original data, it is important for the algorithm to have scal-
ability. It must be flexible enough to allow changes in size 

Figure 1: Frequency distribution of skin disease classes of (a) the original 
HAM10000 dataset that shows an imbalanced class problem and (b) the 
HAM10000 dataset after applying data balancing by SMOTE. 
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dataset is split into 90% of the dataset as the training dataset 
and the remaining 10% as the test dataset. A loss function is 
used in the network to calculate the loss, where the network is 
always trained to minimize the loss. There was also a validation 
procedure to avoid overfitting while training. In the federated 
learning system considered in this paper, 10 different clients 
(N = 10 in Figure 2) are created where the images are ran-
domly divided equally between each client. Each client has a 
local network where it trains using its own local dataset. Once 
the local networks are done training the server receives and 
aggregates all the local networks together to create a global 
network. The global network then is distributed down back to 
the clients. From there, the clients use the global network as a 
new starting point, then trains its local network again using its 
local dataset. The client’s local network updates and the cycle 
repeats 100 times. In this paper’s model, it is assumed that the 
communication between the server and clients has no issues. 
However, in the real world, a local network to global network 
transmission can be expensive and unstable, making it prone to 
errors. The impact of such erroneous communications between 
the server and clients on the performance is difficult to ana-
lyze and is an active ongoing research area. Like most of the 
federated learning papers, this manuscript also assumes perfect 
communication with no error. The dataset is distributed ran-
domly over the clients, each with similar amounts of samples.

Global and Local Networks:
A convolutional neural network (CNN) model is used 

for the global network and local networks. Figure 3 demon-
strates the structure of the CNN model used in the federated 
learning system in this paper. Both the global and the local 
networks use the same CNN structure.

A CNN generally consists of multiple layers of convolution 
and pooling. The CNN structure used in this paper has 4 such 
layers, in which features are extracted from the skin disease 
image dataset. For each convolution layer, a number of ker-
nels are deployed to extract the features. The first layer uses 
64 kernels, and the later layers increase the number to achieve 
the best performance. For max pooling, the image sizes are 
reduced by taking 4 neighboring pixels and choosing the larg-
est pixel to represent it. The last step in the structure is a fully 

connected layer to classify what type of skin disease the image 
belongs to. To accomplish the task of classification, using the 
extracted features, a fully connected layer has 1024 features 
flattened and arranged in one row of 1x1x1024. Each feature 
is then connected to each of the 7 output nodes through over 
7000 weight values. The training dataset is used to repeat this 
process to train the network until the weight values saturate. 
Then the test dataset is used for the trained network to ana-
lyze the results.

The CNN architecture shown in Figure 3 consists of two 
stages: feature extraction and classification. The hyper-param-
eters of the architecture were selected based mainly on the 
input image size (28x28) and max-pooling steps. The number 
of kernels for each convolution layer was determined exper-
imentally after numerous simulations. Some CNN network 
examples for image classification in the public domain were 
also useful for hyper-parameter selection.
�   Results and Discussion
Simulations and Evaluation:
An extensive number of simulations are performed to evalu-

ate the performance of the federated learning-based classifier. 
For a development environment, Jupyter lab and Anacon-
da tools are used on an Intel Core(TM) i7-1165G7 CPU @ 
2.80GHz accelerated by GPU Nvidia RTX 3090. A cloud 
GPU server Google Colab was also utilized. During the im-
plementation process, training the model with a large dataset 
requires a considerable amount of time for an ordinary CPU 
to execute. Therefore, a GPU is commonly used to build and 
run the model to save a large amount of time. The in-depth 
learning approach in this paper is built using Tensorflow 2.0 
and Python 3.

Classification Accuracy:

Figure 3: Privacy-preserving federated learning system. 

Figure 4: Confusion matrices for skin disease classification for (a) the FL 
system with the original HAM10000 dataset and (b) the FL system with the 
HAM10000 dataset balanced by SMOTE. 

Figure 2: Privacy-preserving federated learning system structure. 
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To evaluate the effectiveness of data balancing, two federated 
learning systems with identical structures are trained each with 
a different dataset. One with the original HAM10000 dataset 
and the other with the balanced HAM10000. Figure 4 illus-
trates confusion matrices to show the classification accuracy of 
the two Federated Learning (FL) systems, one with the origi-
nal HAM10000 dataset, which has a data imbalance problem, 
and the other with the HAM10000 dataset after applying a 
data balancing by SMOTE. For classification problems, a con-
fusion matrix is generally a popular way to show performance. 
As shown in Figure 4(a), the FL system with the original data-
set has an overall accuracy rate of about 79% overall, but it 
exhibits a heavily biased performance result: 93% accuracy for 
akiec detection (dark squares), whereas only 20% accuracy for 
bcc detection due to the imbalanced dataset. The problem of a 
high accuracy rate for akiec but not as high of an accuracy for 
the other diseases occur because the akiec skin disease imag-
es take up about 65% of the whole dataset which causes the 
learning system to be biased, as shown in Figure 1(a). Limited 
data are common in the field of medical image analysis due 
to the rarity of the disease, patient privacy, the requirement of 
labeling by medical experts, and the high cost to obtain medi-
cal data. Training deep learning models with imbalanced data 
often results in biased results. On the other hand, Figure 4(b) 
clearly depicts that all the skin disease types have high accu-
racy (80% or higher) with an overall accuracy of 95% thanks 
to the data balancing technique, which artificially transforms 
or over-samples the original data to increase the amount of 
available training data. By enhancing the size and quality of 
the available training data, the network can learn more signif-
icant properties. Although it may not be a fair performance 
comparison between those two FL systems given above due to 
the different number of samples in the two datasets, the fig-
ures clearly indicate that the classification performance of the 
federated learning system is greatly improved by balancing the 
dataset.
�   Conclusion
Skin disease diagnoses with machine learning methods has 

had promising progress in recent years. This paper proposes a 
federated learning system for skin disease diagnosis. Not only 
does federated learning provide an accurate skin disease diag-
nosis, but it is also able to secure user-sensitive information, 
making it safer for people of all ages to use. Although the clas-
sification accuracy of 79% for the FL system with the original 
dataset may not seem practical at first, the FL system along 
with a data balancing technique improves the accuracy signifi-
cantly up to 95%. This model should be helpful for doctors, 
those who cannot diagnose visually with high accuracy, and act 
as extra evidence for more experienced doctors. It is worth not-
ing that machine learning is always evolving as time goes on, 
the accuracy may go higher in the future. Although machine 
learning systems will never replace doctors, instead they can 
be used as powerful tools. This can be taken advantage of to 
provide doctors with useful information to help them make a 
final intelligent decision while also keeping patients' medical 
data secure. The potential benefits of automated diagnosis of 
skin diseases with machine learning are tremendous. However, 

accurate diagnosis increases the demand for a reliable auto-
mated process that can be utilized by doctors and clinicians. It 
should be understood that a computer-aided skin disease diag-
nosis system should be critically tested before it is utilized for 
real-life clinical diagnosis tasks. 
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ABSTRACT: Chronic Traumatic Encephalopathy (CTE) is a neurodegenerative disease caused by repetitive brain trauma, 
which can have symptoms of aggression, depression, and progressive dementia.  Concussions, referred to as mild traumatic brain 
injury, happen when contact or whiplash causes the brain to shake inside the head and contact with the skull, which has been linked 
to the development of CTE.  There are around 3.8 million sports-related concussions annually.  CTE can only be definitively 
diagnosed (beyond limited imaging) postmortem through an analysis of the abnormal tau proteins in the brain.  Unfortunately for 
the afflicted, there is no known cure for CTE.  Preventative measures are thus paramount in reducing the incidence and severity 
of CTE.  We present current measures being researched, including helmet modifications and neck strengthening methods and a 
potential policy alteration to football to reduce and/or prevent concussions (and more severe injuries such as neck fractures) and 
thereby mitigate CTE. 

KEYWORDS: Translational Medical Sciences, Disease Prevention, Chronic Traumatic Encephalopathy, Concussions, Football.  

�   Introduction
Chronic Traumatic Encephalopathy (CTE) is a neurode-

generative disease caused by repeated traumatic brain injuries 
(TBIs) or general trauma.¹ Its effects include memory loss, 
impaired judgment, impulse control problems, aggression, 
depression, suicidality, Parkinson’s syndrome, and, eventual-
ly, progressive dementia.² The effects of CTE are progressive 
and are divided into four stages.  Stage 1 represents the earliest 
signs of CTE; symptoms often include memory loss.  Stage 2 
has symptoms of decreased concentration and cognition and 
sometimes impulse control issues.  Stage 3 can cause impulsive 
violent reactions, paranoia, and further memory loss.  Stage 4 
leads to symptoms like dementia.  This progression of CTE 
from stage 1 is estimated to take around thirteen years; a high 
proportion of those over 60 with CTE is found to have stage 3 
or stage 4.³ CTE can only be definitively diagnosed postmor-
tem through an analysis of the abnormal tau proteins in the 
brain.⁴ Its signs, however, can be observed through Magnetic 
Resonance Imaging (MRI) testing, showing brain shrinkage 
in certain areas.⁵ This limitation prevents the prevalence of in-
dividuals with CTE from being known. Unfortunately for the 
afflicted, there is no known cure for CTE at this point in time.

Preventative measures are thus paramount in reducing the 
incidence and severity of CTE. In professional sports, this 
can be achieved by preventing head trauma.  Concussions are 
the most common mild traumatic brain injury (mTBI) in the 
United States of America and are the most diagnosable form 
of head trauma in professional sports.  There are around 3.8 
million sports-related concussions annually.⁶ A concussion re-
sults from an impact to the head or body or a whiplash effect 
that jolts the brain causing damage to brain cells.⁷ Symptoms 
include headaches, confusion, nausea, light sensitivity, ringing 
in the ears, and trouble understanding and/or concentrating.  

Concussions are diagnosed through a neurological exam that 
tests thinking abilities, memory/concentration, hearing, light 
sensitivity, vision, and eye movement.⁸ Repeated concussions 
and traumatic brain injuries are believed to be the cause of 
CTE, but not all individuals who experience multiple traumat-
ic brain injuries will be diagnosed with CTE.⁶ The primary 
prevention strategy involving CTE must involve mitigating 
concussions or concussive blows by focusing on decreasing the 
forces involved in traumatic brain injuries. Reducing the mag-
nitude of these impacts through policy change could also affect 
concussion incidence and CTE development. 
�   Discussion
Effects of CTE on Football:
The effects of CTE on former professional players sprung 

into national attention after its discovery by Bennet Omalu 
(a Nigerian American physician, forensic pathologist, and 
neuropathologist). In the early 2000s, he discovered CTE 
after examining the head of a former professional football 
player.  It has been diagnosed in many people, from former 
professional athletes to ex-military personnel.⁹ It became 
increasingly significant after the tragic suicide of Junior Seau. 
He played in the National Football League (NFL) for twenty 
years as a linebacker and died in May 2012 of a self-inflicted 
gunshot. Seau was posthumously diagnosed with CTE.¹⁰ A 
former teammate commented on Seau’s difficulty sleeping 
over the years, which indicates the progressive nature of CTE.  
Furthermore, two years before he passed, he also owed massive 
debts to casinos after repeatedly playing high-stakes blackjack, 
potentially indicating impulsive decisions, another symptom of 
CTE.¹¹ More recently, Phillip Adams, who played six years in 
the NFL as a cornerback, died in April of 2021 after shooting 
and killing six people and then taking his own life. Adams was 
also posthumously diagnosed with CTE. Dr. Ann McKee, who 
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analyzed the brain of Phillip Adams, diagnosed him with 
Stage 2 CTE. She also believed that he was suffering from 
paranoia and impulsive behavior symptoms.¹²

It is interesting that Gary Plummer, a former NFL player 
and Junior Seau teammate, said, “In the 1990s, I did a con-
cussion seminar.  They said a Grade 3 concussion meant you 
were knocked out, and a Grade 1 meant you were seeing stars 
after a hit, which made me burst out in laughter. As a middle 
linebacker in the NFL, if you don't have five of these each 
game, you were inactive the next game.” This repeated onset of 
concussions, while mild, would be a factor in the development 
of CTE.¹³

These stories are examples of how CTE is not only a danger 
to the health of professional football players but also to the 
health of college and high school football players who expe-
rience repeated mild traumatic brain injuries or concussions. 
Over 1 million high school and seventy thousand college 
football athletes and CTE has already been observed in these 
groups.  A retrospective study published in the Journal of 
Medical Association ( JAMA) in 2017 found CTE in 3 out 
of 14 high school football players and 48 out of 53 college 
football players.¹⁴ These statistics show that CTE is a growing 
public health issue and must be studied more closely, along 
with policies being enacted in football to mitigate concussions 
due to their link to CTE.

The Different Forces involved in Concussions and an Assess-
ment of the Current Helmet :

During a concussion, the brain is jolted around, which 
stretches and damages brain cells.⁷ This can damage the pro-
tectional tissue around the brain, which prevents direct contact 
between the brain and the skull.  This can lead to bruising of 
the brain.¹⁵ The main forces involved in a concussion are lin-
ear acceleration and rotational acceleration, as seen in Figure 
1. Linear acceleration includes head-on impact, and injuries 
include intracranial hemorrhaging and skull fractures.² An ex-
ample is when a car brakes too hard, and the passenger’s head 
jolts forward, contacting the front of the vehicle's interior.  
Rotational acceleration involves the unrestricted movement 
of the head asynchronously to the neck and body.² An exam-
ple would be a boxer getting punched in the side of the face, 
causing their neck to twist. Injuries affect the brain stem, and 
rotational acceleration is thought to be the leading cause of 

concussions. Brain stem injuries can lead to momentary paral-
ysis and affect bodily functions and memory.¹⁶ Most modern 
helmets sufficiently protect against linear acceleration but do 
not adequately protect against rotational acceleration. While 
the brain can withstand rotational acceleration up to a dura-
tion of 5 ms, typical impacts in professional football last 10-15 
ms.² Furthermore, the rotational acceleration is dependent 
on the frictional coefficient. A greater frictional coefficient 
value would result in a greater rotational acceleration, which 
indicates an increased strain on the brain. The frictional co-
efficient represents the frictional forces between 2 objects to 
prevent motion; the higher the frictional coefficient, there 
will be less motion/slide between 2 objects. By decreasing the 
frictional coefficient in helmets, when contact is made, the 
helmets will slide on each other.  Preventative measures need 
to limit rotational acceleration through modifications of the 
helmet or by decreasing the frictional coefficient of the hel-
met by using a different material.

Current preventative measures currently researched:
The Impact Diverting Mechanism (IDM) is a decal meant 

to be placed on the exterior of a football helmet.² The IDM 
Decal decreases the friction coefficient between the decal on 
the helmet and the impacting surface. The decal comprises 
four layers: the outermost layer decreases the rotational ac-
celeration during high-speed collisions, the middle layers 
reduce friction between the four layers, and the innermost 
layer attaches to the helmet's exterior. The researchers tested 
this decal by comparing it to a control group (no decal). The 
researchers dropped helmets with decals and without and 
compared the rotational acceleration and velocity at a speed 
of 5.5 m/s.

The helmet was dropped at three impact angles at each 
location (15, 30, and 45 degrees) to account for the variety 
of hits a football player can take. They found that the decal 
successfully reduced rotational acceleration by amounts rang-
ing from 27% to 77%, and rotational velocity was reduced by 
amounts ranging from 20% to 74%. Statistics on the durabili-
ty of the IDM were not provided, and further research should 
investigate its feasibility. In addition, it should be noted that 
the researchers in this study had a conflict of interest, indicat-
ing the need for more testing to minimize the effects of bias. 
If the IDM consistently gets damaged, then the cost required 
to replace the IDM could make it impractical. This is because 
the IDM causes the impact to slide on the helmet, decreasing 
the overall magnitude of the impact by reducing the forces 
involved. By decreasing the frictional coefficient, the magni-
tude of the frictional forces involved is also reduced. Because 
the overall magnitude is decreased, the overall impact/jolt 
experienced will also be decreased, thus reducing the shock 
experienced by the brain. In addition, linear acceleration was 
also reduced (7% - 39% reduction).

Further study should go into expanding the size of the decal 
as the size of the decal was limited to the size of conventional 
decals. If the IDM covers the whole helmet, greater pro-
tection can be ensured. However, the IDM could be a great 
addition to a football helmet due to its ability to decrease 

Figure 1: Visual differentiating between the linear and rotational 
acceleration. 
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ically tested, decreasing its potential compared to the other 
two options. 

Role of Neck Muscles in Head Injuries:

Another method to prevent CTE (by preventing mTBI) 
would be strengthening the neck muscles. This would be bene-
ficial as it would increase stability and minimize the jolt to the 
head.  The researchers in this study created a musculoskeletal 
model of the head and neck to analyze the role of muscles 
in the neck and posture.¹⁹ They looked at isometric mus-
cle strength (muscle contracts without movement), eccentric 
(muscle lengthens as it contracts) multiplier - athlete’s abili-
ty to apply greater muscle force during eccentric contractions 
(See Figure 2), muscle activation patterns, and impact prop-
erties. 

The researchers were interested in the effects of active neck 
muscles on the outcome of a head injury. By doubling the neck 
strength and increasing the eccentric multiplier from 1.2 to 
1.8, there would be reductions of roughly 10%, 5%, and 8% 
for HIC (Head Injury Criterion), BrIC (Brain Injury Crite-
rion), and HIP (Head Impact Power), respectively. HIC is a 
metric that focuses on linear accelerations of the skull, BrIC 
is a metric that focuses on peak rotational accelerations of the 
skull, and HIP is a metric that accounts for all movement in 
all six degrees of freedom of the head. However, doubling neck 
strength is hard and near impossible for some athletes, which 
makes this idea less feasible. Interestingly, the researchers 
found that posture was the most critical factor in head injuries, 
as changing the impact direction can change angular velocity 
by up to 30%. This shows that training athletes to “brace” or 
assume specific postures would better mitigate head injuries. 
However, it is essential to note that this training would only 
be effective in impacts the player sees coming; neck muscular 
strength would not play a significant role in mitigating injuries 
for unexpected impacts.  

Possible Policy changes (HS → NFL) (Kickoff/Protect Position 
groups):

In one study, researchers attached sensors to football players' 
helmets on two Canadian university teams to evaluate head 
accelerations.²⁰ Only helmet-to-helmet collisions were record-
ed in this study. Out of all the different play types, they found 
the accelerations to be the highest in kickoffs and kick returns.  
On kickoff coverage plays, the tackling player experienced 
greater linear acceleration, rotational velocity, and rotational 
acceleration. Meanwhile, on kickoff return plays, the player 

rotational acceleration, mitigating concussion prevalence and 
reducing CTE risk.

Liquid Shock Absorption:
The fluid-based shock absorber concept is the idea of ap-

plying a constant force to the head to minimize the risk of a 
concussion or an mTBI.¹⁷ Applying a constant force to the 
head is optimal as it would minimize the jolt/blow to the 
head and therefore reduce the amount/degree that the brain 
shakes inside the head and contacts the skull. The researchers 
believe that by mitigating this effect, traumatic brain inju-
ries would be prevented from occurring. The researchers used 
computational simulations to evaluate the effectiveness of 
this concept. While it doesn’t perfectly encapsulate the con-
ditions of an in vivo test, it provides a simulated outcome that 
can approximate the tested conditions, offering an accurate 
prediction/test of the model. The simulation accounted for 
collisions at a speed of 9.3 m/s and found that the average 
brain tissue strain is reduced by 27.6% (± 9.3) compared to 
the conventional helmet padding. The study did not explore 
whether this reduced moderate brain tissue strain would pre-
vent a traumatic brain injury. However, the decreased brain 
tissue strain does indicate the success of the concept of the 
model.  Thus, the model shows that it can, at the very least, 
mitigate the risk of a traumatic brain injury and the risk of 
the development of CTE.

Outer Shell Model:
The researchers in this study tested if an outer shell 

would decrease linear and rotational acceleration by re-
ducing the overall forces transmitted to the brain.¹⁸ They 
tested Sorbothane as the material for the outer shell due to 
its non-Newtonian properties. The property observed is the 
change in viscosity of the substance when under stress. Es-
sentially, this is beneficial as the original impact/force from 
one player would cause the material in the helmet to “become 
more solid” and thus act as a harder shell. This shell was com-
pared to the conventional helmet using a pneumatic ram test.  
A pneumatic ram test involves an air-powered ram that hits 
the helmet at several locations and angles. Both helmets were 
impacted five times at 3 locations (the front boss, the side, 
and the back). The shell reduced linear acceleration (5.8% at 
one location and 10.8% at another) and reduced rotational 
acceleration (49.8% at one location). Since the rotational and 
linear acceleration is decreased, then the overall jolt to the 
brain will decrease. The cost and durability of Sorbothane 
were not mentioned and are key when assessing the pros and 
cons of this model. However, the model may reduce the risk 
of a traumatic brain injury and thus decrease the risk of CTE 
by successfully reducing the forces acting upon the brain.

Ranking of Preventative Measures:
All three mechanisms successfully decrease the forces 

which act upon the brain and could be successful additions 
to the modern helmet. The IDM stands out for its ability to 
not only reduce rotational and linear acceleration but also to 
decrease the frictional coefficient. The Outer Shell model also 
decreases rotational and linear acceleration but only at spe-
cific locations on the helmet. The Liquid Shock Absorption 
Model decreased brain strain, but the concept was not phys-

Figure 2: Visual demonstrating eccentric contraction. 
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being tackled experienced higher experienced greater linear ac-
celeration, rotational velocity, and rotational acceleration.  For 
example, the linear acceleration observed in struck players on 
kick returns was around 53g (g is around 10 m/sec2). 

In comparison, the next highest value observed in struck 
players is about 22g in pass plays (highest non-kick return/
cover play). Similarly, the rotational velocity and acceleration 
observed (34 rad/sec, 4000 rad/sec² (angular acceleration)) also 
have much higher values in kick returns than the highest non-
kick return/cover play (16 rad/sec in run plays, 1500 rad/sec² in 
pass plays). The interesting thing to note is that for both kickoff 
coverage plays and kick return plays, these values were much 
higher than for any play type, indicating the potential impact 
of head trauma from these plays. 

Concussion protocol has seen vast improvements over the 
past twenty years.  The protocol offers a 5-step procedure for 
players to return to action.²¹ This is positive as it provides a 
more personalized treatment method for players accounting 
for the variance in severity of concussions rather than assigning 
an arbitrary time restraint. The player must then be cleared by 
an unaffiliated neurological consultant approved by the NFL.  
While a player/team can bypass the evaluations and method-
ical procedures, the system is still a success compared to past 
years. Thom Mayer, the NFLPA’s longtime medical director, 
said that “fully 50% of concussions had some element of play-
er reporting”.²¹ This can be attributed to the CBA (collective 
bargaining agreement) in the NFL, which states that a team is 
obligated to continue to pay players who are rehabbing from an 
injury for the year in which the injury was sustained.²³

Another triumph of concussion detection during games is 
the role of a UNC (Unaffiliated Neurotrauma Consultants).²⁴   
UNCs can stand on either sideline and look for any symptoms 
of concussions – if they happen to see a symptom, they will 
diagnose if the player has a concussion or not and consequently 
will rule if they can continue to play in the game or not. At the 
same time, another UNC re-watches the game film for any 
signs of injury and reports back to other UNCs and team phy-
sicians if the player can play or not. 

The system, however, can only help players that seek help/
report their symptoms. If a player receives a concussive blow 
and doesn’t explicitly show any symptoms, it would be up to the 
player to report it and get diagnosed. This system's limitation is 
nearly irreparable, as many players could stay in the game be-
cause of limited opportunities or competitive spirit (finishing 
out/winning the game). 

One policy change that could be considered that can reduce 
the number of concussions in football would be the removal 
of kickoffs or altering them. The NFL has already limited the 
dangerous nature of kickoffs in the past by eliminating play-
ers on the kicking team from getting a running start before 
the ball is kicked.  This decreases the possible acceleration on 
kickoffs, thus making it safer. However, even after these chang-
es, the play still has the potential for severe head trauma with 
little game value. From 2016-2020, 60% of kickoffs resulted 
in touchbacks – the offense starts at the 25-yard line.²⁵ This 
means that in 3 out 5 kickoffs, nothing essential occurs.  In fact, 
in the 2018-2019 season, there was a touchdown on a kickoff 

0.02% of the time.²⁶ This shows that while the kickoff is one 
of the most dangerous plays in the game, it also has an es-
sentially negligible impact on the final outcome. Alteration to 
the current rules related to kickoffs has the potential benefit of 
making the game safer for the players with negligible effect on 
the overall game.

Future studies:
For future studies, the different helmet models should con-

tinue to be tested, specifically in a game environment. This is 
important as it would provide the most accurate results and 
feedback on each helmet model. In addition, different plays 
should continue to be analyzed for the game's value and to 
see how dangerous they are. This can show if a specific type of 
play is too dangerous for its overall impact. These preventative 
measures should also be expanded to college and high school 
football players as they include a greater number of athletes 
affected by CTE and concussions. 
�   Conclusion
To mitigate the effects of CTE on professional football play-

ers, traumatic brain injuries and concussions must be limited. 
This can be achieved in multiple ways, such as modifying the 
helmet, improving technique and gains in strength, and chang-
ing/altering the current rules to help make the games safer. 
Certain helmet modifications, such as the IDM, should con-
tinue to be tested and include some element of testing in the 
real game setting. This model adequately decreases the forces 
(rotational acceleration, frictional constant, and linear acceler-
ation) involved in concussions and can be practically applied to 
the current helmet. Further testing should also assess the dura-
bility of the decal. Increasing neck muscular strength can also 
decrease the concussive forces on the brain, but more training 
on technique and posture (how to tackle) can also result in few-
er concussions. Kick return plays have been found to exhibit 
greater rotational acceleration and velocity values indicating 
the increased likelihood of a concussion. Further studies are 
noted to examine the benefit to player health by altering the 
current rules on kickoff, including but not limited to starting 
the offense at the 25-yard line. Even though there is no known 
cure at this time, CTE incidence can be largely reduced in 
football, making it a safer American pastime.   
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ABSTRACT: Currently, neurodegenerative diseases affect approximately 50 million people and are a significant cause of death 
and disability worldwide. One of the most well-known neurodegenerative diseases is Alzheimer’s Disease. Alzheimer’s Disease 
(AD) is characterized by the presence of neurofibrillary tangles made up of filamentous Tau aggregates and ß- amyloid depositions 
and is a relatively common cause of dementia in older adults. AD is known as a tauopathy, a family of neurodegenerative diseases 
characterized by tau neurofibrillary tangles. Neurofibrillary tangles are thought to be toxic aggregates of Tau protein that occur 
after tau disengages from microtubules. In neurons, microtubules are responsible for transporting substances to different parts 
of the cell. They exhibit dynamic instability, meaning they constantly grow and shrink. Under normal physiological conditions, 
Tau protein, a neuronal microtubule-associated protein, promotes microtubule self-assembly and stabilizes microtubules. Tau’s 
intracellular interactions and functioning is regulated by phosphorylation, a post-translational modification. However, Tau 
undergoes hyperphosphorylation and aggregation under pathological conditions to form neurofibrillary tangles, leading to 
neurotoxicity. This synaptic dysfunction and loss of microtubule stability eventually lead to the neurodegeneration characteristic 
of tauopathies. To find new therapeutic targets, the loss of normal tau function and gain of toxic tau function must be investigated. 
This review will discuss the current models of Tau aggregation, the Tau pathology that causes Alzheimer’s Disease, and current 
therapeutic strategies to treat tauopathies. 

KEYWORDS: Biomedical and health sciences, genetics and molecular biology of disease, Tau, tauopathies, aggregation.  

�   Introduction
In addition to toxic Tau pathology, AD can also be caused by 

beta-amyloid aggregates that form deposits in the brain leading 
to neurodegeneration. Because beta-amyloid is still consid-
ered causative, it has been the target of several therapeutics. 
However, at least four anti-amyloid antibodies have failed in 
phase III trials in different Alzheimer’s disease settings. Three 
BACE inhibitors and two γ-secretase inhibitors, which act on 
amyloid processing, have also failed. In some cases, these treat-
ments were even associated with worsening cognition.¹ After 
failed therapy for amyloid, Tau became an alternative target for 
therapeutics to treat AD as it is a proximal mediator of neuro-
degeneration and causative of cognitive decline. Nonetheless, 
the key to understanding Tau’s pivotal role in AD begins with 
its regular function in neurons to stabilize microtubules. 

Microtubules are part of the cytoskeleton, a structural net-
work within the cell's cytoplasm. In neurons, microtubules 
transport materials from the cell body to the axon terminals 
at the synapse, and they also define axons and dendrites.² They 
are composed of alpha- and beta-tubulin subunits assembled 
into approximately thirteen linear strands called protofila-
ments; these protofilaments bind together to form the hollow, 
tube-like structure of the microtubule.² Microtubules are con-
stantly growing and shrinking, which happens when the alpha 
and beta tubulin subunits associate and dissociate from the 
plus end (the end that grows more rapidly) of the protofila-
ment. This phenomenon is known as “dynamic instability.”³ 
Dynamic instability is a useful biological mechanism because 
it allows the microtubules to reorganize the cytoskeleton when 

necessary quickly.⁴ In neurons, the dynamic instability of mi-
crotubules upon which axonal transport occurs is suppressed 
by the microtubule-associated protein Tau. Tau protein pro-
motes microtubule self-assembly and stabilizes microtubules 
that have already formed.⁵ Tau’s other functions include neu-
ronal cell signaling, nuclear function, and maintenance of the 
neuronal cytoskeleton.⁵ However, an essential facet of Tau that 
places it at the center of research surrounding tauopathies and 
neurodegenerative disorders is the insoluble lesions it forms in 
disease. 

Tau can undergo several post-translational modifica-
tions to regulate its functioning through the brain. A critical 
post-translational modification to analyze is phosphorylation, 
the addition of a phosphate group to serine, threonine, and 
tyrosine residues. Phosphorylation regulates Tau functioning 
under normal conditions; however, under pathological condi-
tions, hyperphosphorylation can occur. As this happens, Tau 
loses its normal physiological function and aggregates, re-
sulting in toxicity, for example, causing synaptic dysfunction. 
According to Goedert et al.,⁶ hyperphosphorylation results in 
the reduced ability of tau to interact with microtubules, which 
is most likely necessary for its ordered assembly into oligomers, 
proto-fibrils, fibrils, tangles, paired helical filaments, and neu-
rofibrillary tangles. Most importantly, neurofibrillary tangles, 
made up of fibrils of hyperphosphorylated tau, are a biomarker 
of Alzheimer's disease and other related tauopathies. This re-
view paper will summarize the literature that aims to address 
the mechanisms of Tau aggregation and seeding, and current 
therapeutic strategies that target tauopathies will be described. 
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�   Discussion
Structure of Tau:
Tau assembles and stabilizes microtubules by interacting 

with the tubulin subunits in the microtubules at various mi-
crotubule binding regions. The repeat region is a region of Tau 
which is tightly and specifically bound in the core of the paired 
helical filament and is believed to be the microtubule binding 
domain. The microtubules binding regions differ across the 
six Tau isoforms in the human brain by having varying three 
or four repeats in the C-terminal region.⁷ Furthermore, the 
N-terminal inserts may help regulate Tau’s dynamic behavior 
and function during axonal transport.⁸ 

When investigating Tau’s primary structure, it is crucial to 
note that Tau’s primary structure can, in fact, cause disease. 
For example, Tau isoforms containing either three (3R) or four 
(4R) microtubule binding regions usually are in a one-to-one 
ratio. But, there are splicing defects in familial tauopathies 
such as frontotemporal dementia or corticobasal degenera-
tion, which skew the ratio of 3R to 4R, either increasing the 
amount of 3R or 4R.⁹ Furthermore, missense and silent tau 
primary structure mutations cause frontotemporal dementia 
with parkinsonism-chromosome 17 type by affecting multiple 
alternative RNA splicing regulatory elements.¹⁰ 

In addition to examining Tau’s primary structure, the 
secondary and tertiary structures are equally important in un-
derstanding Tau’s significance in neurodegenerative disorders. 
Tau is an intrinsically disordered protein, meaning that it lacks 
a well-defined three-dimensional structure. Yet, a secondary 
structure exists; it retains a flexible conformation important to 
its role in cellular processes.¹¹ Furthermore, intrinsically disor-
dered proteins undergo order-to-disorder or disorder-to-order 
transitions as part of their normal biology. Their structure and 
function may be modulated by protein chaperones, post-trans-
lational modifications, and degradation processes. Tau’s 
secondary structure is largely transient but consists of α-heli-
ces, β-pleated sheets, and a polyproline II helix.⁸ 

A “paper-clip” structure for some molecules of Tau mono-
mers may have been indicated through nuclear magnetic 
resonance and small-angle X-ray scattering. A “paper-clip” 
structure may suggest that the N and C termini work together 
closely.¹² However, when Tau is bound to microtubules, the 
two terminals are disjointed, with the N-terminal facing away 
from the microtubules.¹³ The presence of a “paper-clip” struc-
ture may suggest the presence of intramolecular interactions 
between at least two different regions of the Tau protein. If 
one of those regions is involved in Tau self-interaction, the 
opening of the “paper-clip” structure could be what facilitates 
self-aggregation in Tau pathology.¹³ 

Furthermore, the elastic and bendable structure of the Tau 
protein enables interaction with multiple partners, implying 
its involvement in many signaling pathways.¹⁴ However, being 
intrinsically disordered allows tau to interact with other Tau 
molecules to form oligomers and filaments, which are the root 
cause of the gain of toxic function.¹⁴ These neurofibrillary tan-
gles cause degeneration of neurons and glial cells, displaying as 
a group of neurodegenerative disorders termed ‘tauopathies.’ 

Phosphorylation of Tau:
An important feature of Tau is the presence of various 

types of post-translational modifications that it can under-
go. These modifications include phosphorylation, acetylation, 
deamidation, methylation, O-Glycylation, and ubiquitina-
tion.¹⁵ Of these modifications, a critical one to investigate 
is phosphorylation. The phosphorylation of proteins involves 
adding a phosphate group to three types of amino acids: ser-
ine, threonine, and tyrosine. Phosphorylation regulates tau’s 
functioning by neutralizing its positive charge, reducing its 
affinity for microtubules, thereby detaching Tau from micro-
tubules.¹⁶ In an intact cell, Tau is constantly phosphorylated 
and dephosphorylated to regulate microtubule assembly.¹⁶ 
There are eighty-five potential phosphorylation sites (45 ser-
ine, 35 threonine, and five tyrosine residues) scattered on the 
longest Tau isoform; specifically, they are located in regions 
around the repeat microtubule-binding regions on the C-ter-
minal region.¹⁷ According to Bramblett et al,¹⁸ Tau’s ability to 
stabilize microtubules inversely correlates with its phosphor-
ylation, meaning that the more Tau gets phosphorylated, the 
less it can stabilize microtubules. 

Furthermore, the amount of phosphorylation in Tau is 
directly tied to the amount of active protein kinase. This en-
zyme catalyzes the chemical reaction between ATP and Tau 
protein and phosphatase. This enzyme removes a phosphate 
group from a protein.¹⁹ In addition, O-linked glucosamine 
modifications occur on serine and threonine residues and 
block phosphorylation. When glucosamine is removed, tau 
can be phosphorylated, making the enzymes that remove 
O-linked glucosamines a regulator of tau phosphorylation 
and a target in clinical trials.²⁰ Lastly, an enzyme called 
Glycogen synthase kinase 3 (GSK3β) is the most effective 
Tau kinase in the human brain, and it is directly linked to 
phosphorylation levels in Tau.²¹ In other words, as GSK3β 
increases, so does the amount of Tau phosphorylation. This 
can have potentially detrimental effects on the brain, such as 
the onset of tauopathies.

In tauopathies, Tau is hyperphosphorylated at specific sites, 
forming aggregates and neurofibrillary tangles and making 
it a potential target for therapy. Changes in Tau conforma-
tion could result in (1) increased phosphorylation because 
of altered binding to kinases and (2) decreased binding to 
microtubules. Both of these can cause tau-mediated neuro-
degeneration.²² 

According to Hanger et al.,²¹ Tau hyperphosphorylation 
occurs when there is an increased activity of Tau kinases (spe-
cifically GSK3β) and a decreased activity of Tau phosphatases. 
Another study has shown that hyperphosphorylation can 
occur when Tau is exposed to proteins such as β-amyloid, 
Fyn kinase, Pin1, heat shock cognate Hsc70, and heat shock 
protein Hsp90, immunophilins FKBP51 and FKBP52, α-sy-
nuclein or actin interacting protein PACSIN1.²² Moreover, 
hyperphosphorylation causes many complications regarding 
tau’s functional capabilities. When Tau gets hyperphosphor-
ylated, the affinity of Tau to microtubules is lessened, causing 
microtubule instability and disassembly and then promoting 
Tau self-aggregation, which leads to neurofibrillary tangles 
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In 2009, Clavaguera et al.,²⁷ conducted a vital experiment 
with respect to Tau seeding and spreading, which eventually 
paved the way for studies that utilized patient-derived Tau 
by injecting it into mouse models. They injected Tau filament 
containing Tau fibrils from a Transgenic mouse model that 
expressed the 0N4R human Tau isoform with the FTD-
linked P301S mutation into the hippocampus and overlying 
cerebral cortex of Transgenic mice overexpressing a single 
WT human Tau isoform (2N4R). Through their results, 
this study contributed the first evidence that injected Tau fi-
brils induce the onset of pathological Tau aggregates, which 
progressively propagate to parts of the brain anatomically as-
sociated with the injection sites. Tau pathology was observed 
in different cell types, with aggregates present in the form 
of neurofibrillary tangles and neuropil threads. Moreover, 
further analysis suggested that the induced aggregates were 
composed of insoluble, phosphorylated tau.²⁷

Similar to Clavaguera and colleagues, Ahmed et al.,²⁸ in-
jected brain extracts of five-month-old transgenic mice for 
seeding into the brain of two-month-old mice from the same 
line. The result was an exponentially more rapid and imme-
diate Tau pathology initiation than that demonstrated in 
the study performed before. They found the development of 
neuronal inclusions in the form of neuropil threads and neu-
rofibrillary tangles beginning two weeks after the injection in 
the ipsilateral region and one month after in the contralateral 
region. Most notably, this series of experiments corroborat-
ed the hypothesis that pathological Tau can spread through 
connections between the synapses. These findings were ad-
ditionally verified by the formation of Tau pathology in the 
white matter tracts linking regions with abundant toxic Tau 
aggregates.²⁸ To sum up, these studies demonstrate that Tau 
seeding is a mechanism that explains why Tau aggregation 
propagates throughout the brain. 

Therapeutic Strategies to Treat Tauopathies:
A plenitude of Tau antibodies and vaccines have been tested 

in preclinical studies in the last two decades. Currently, eight 
Tau antibodies and two Tau vaccines have entered clinical trials 
for various tauopathies. Considering the failure of the clinical 
trials with amyloid targeting drugs, Tau therapy is manifest-
ing as the frontrunner in the search for an effective treatment 
for Alzheimer’s Disease. One such therapeutic is monoclonal 
antibodies (mABs) which are laboratory-produced molecules 
that act as substitute antibodies that can restore, enhance, or 
mimic the immune system's attack on cells. Since seeding 
mechanisms are driven by the passage of tau fibrils from cell to 
cell, antibodies are being designed to recognize these objects. 
Various mABs are being designed to target different Tau pro-
tein domains, demonstrating fruitful laboratory results. 

It is well-known that Tau fibrils are hyperphosphorylated. 
Therefore, some mAbs have been designed to bind specif-
ic phosphorylation residues scattered along the Tau protein 
specifically. Research shows that using some mABs can suc-
cessfully decrease the amount of Tau seeding when injected in 
transgenic AD Tau seeding mouse models. On a similar note, 
Dai et al.,²⁹ administered transgenic mice with injections of an 
mAB that targets the N-terminal region of Tau. The results 

made up of paired helical filaments.⁶ Therefore, hyperphos-
phorylation is the critical event at the onset of Tau pathology. 

Moreover, according to Goedert et al.,²³ stress-activat-
ed protein kinases also contribute to tau phosphorylation. 
They may also explain several observations demonstrated in 
a study on rat brains. Cold-water stress induces a relatively 
spontaneous (30–90 min) two to three times increase in Tau 
phosphorylation.²⁴

Several animal models depict the influence of hyperphos-
phorylation in tauopathies. For instance, Ishihara et al.,²⁵ 
designed a transgenic mouse model in which three wild-type 
Tau transgenic mouse lines expressing different levels of the 
shortest tau isoform were used. Ishihara and colleagues found 
clusters of phosphorylated tau at several phospho-epitopes 
where there was an increased level of the Tau kinase, GSK-
3β.²⁵ Furthermore, the authors found a substantial correlation 
between the specific phosphorylation changes and the aggre-
gation levels of tau. In the hTau strain mice specifically, there 
were increased levels of Tau kinases such as p38, p35, and p25, 
which later caused an increase in phosphorylated tau. Chang-
es in Tau kinases in the hTau mice were directly linked with 
how much Tau was present as toxic, insoluble aggregates.²⁵ In 
summary, this illustrates that Tau is subject to varying levels 
of phosphorylation with respect to the differential activities 
of kinases. 

Tau Seeding and Aggregation:
Evidence suggests that hyperphosphorylated tau can spread 

through the brain in the form of “seeds” that contaminate 
neurons in a prion-like fashion, meaning they can transmit 
their misfolded shape onto the normal variant of the same 
protein. This causes Tau to lose its normal function and gain 
a toxic function model (Figure 1). In specific animal models, 
Tau aggregates are shown to actively spread from neuron to 
neuron, illustrating Tau seeding and how that causes Tau ag-
gregates to propagate.

Braak et al.,²⁶ and colleagues used transgenic mouse mod-
els with localized Tau expression to express mutant Tau in the 
entorhinal cortex. After the Tau protein was injected into the 
mice, it demonstrated similar behaviors as it does in humans, 
such as hyperphosphorylation, abnormal Tau folding, and ac-
cumulation of aggregates. They found that Tau progressively 
spreads across the brain to neuroanatomically connected re-
gions, demonstrating the possibility that this spreading could 
be due to Tau seeding. However, this study did not provide 
conclusive evidence that Tau seeding was causing aggregation 
to occur.²⁶

Figure 1: Tau aggregation and loss of microtubule affinity. 
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showed a decreased level of hyperphosphorylation and Tau 
seeding. 

More recently, Courade et al.,³⁰ invented a screening tool to 
help classify the mAB that would be most effective against hu-
man Tau seeds and found mAB targeting the Tau mid-region 
to display the highest activity. This mAB was later shown to 
successfully halt the progression of Tau pathology following 
injection of human AD brain extracts in Tg mice expressing 
the human Tau P301L mutation. However, a concern that the 
authors of this paper had was that the specific mABs tested in 
their study after the screening tool did not thoroughly neutral-
ize the seeding activity of the fibrillar tau in the AD extracts. 
This may be due to the conformation of Tau changing as it is 
being hyperphosphorylated, making it difficult for the mABs 
to bind to them. Furthermore, Gibbons et al.,³¹ later identified 
two additional mABs, recognizing the abnormal conformation 
of tau fibrils, which can inhibit Tau pathology induced upon 
human AD brain extract inoculation in an aggressive amyloid 
pathology model (5xFAD mice). Confirming the efficacy of 
these treatments in models with better translational value, such 
as humanized Tau models injected with patient-derived Tau 
fibrils, is a crucial next step.³¹

Lastly, another potential therapeutic strategy to treat 
tauopathies is inhibiting Tau kinases from preventing hyper-
phosphorylation of tau. However, there is still uncertainty 
about which kinases are most relevant to Tau phosphorylation 
in neurons. Some ser/thr kinases have been proposed, such as 
glycogen synthase kinase-3β (GSK-3β), cell cycle-dependent 
kinase 5 (CDK5), MT-affinity regulated kinases (MARKs), 
protein kinase A (PKA), mitogen-activated kinases (MAPKs) 
and others.³² Among these, the most well-studied and most 
endorsed are the GSK-3β and CDK5 kinases. Furthermore, 
there are convincing data demonstrating that changing the ex-
pression of GSK-3β or p25, an activator of CDK5, affects Tau 
pathology in transgenic mouse models. Lithium chloride and 
specific small synthetic molecules, which are inhibitors of the 
Tau kinase GSK-3β, have been shown to lower the amount 
of Tau phosphorylation and Tau deposits in transgenic mouse 
models of tauopathy.

Moreover, lithium chloride started to be clinically tested in 
AD patients. Unfortunately, no improvements in cognitive 
outcomes were observed in Phase 2 clinical study. Additionally, 
a non-competitive GSK-3β inhibitor (tideglusib) was recently 
evaluated in Phase 2 testing in PSP and AD patients, but it 
also failed to improve clinical outcomes. 

The tertiary structure of a protein determines its function 
and what it can interact with. Because Tau in solution is a 
highly disordered protein and does not exhibit a stable tertiary 
structure, it remains a challenging protein target for structur-
al analysis. The lack of Tau structure in the solution is not a 
barrier to understanding its function, just a barrier to being 
amenable to structure-function-based intervention. The lack 
of structural information about Tau limits the progress in 
neurodegeneration research and the development of effective 
therapeutic strategies. Some progress has been made in identi-
fying a three-dimensional structure for Tau, such as the “paper 
clip” structure that was previously mentioned. However, this 

still does not provide sufficient information to design a ther-
apeutic method because the “paper clip” structure was only 
briefly explored as a model for the Tau protein. Despite chal-
lenges regarding tau’s tertiary structure, progress has been made 
in limiting Tau seeding and eventual aggregation through the 
use of monoclonal antibodies, refinement of antibody types 
through screening methods, and tau kinase inhibitors (see Ta-
ble 1). This illustrates that novel strategies to overcome the gap 
in knowledge with respect to tau’s structure are on the horizon. 

�   Conclusion
Hyperphosphorylation and fibrillization are linked to neuro-

degeneration and cognitive dysfunction in Alzheimer’s Disease. 
Through the studies described in this paper, it is evident that 
Tau seeding makes aggregation more prevalent because the 
aggregates can spread from neuron to neuron through con-
nections between the synapses. This demonstrates how one 
hyperphosphorylated Tau aggregate can propagate and spread 
throughout the brain. These discoveries have paved the way for 
new therapeutic strategies for neurodegenerative diseases that 
are primarily Tau targeted. For instance, by using monoclonal 
antibodies, phosphorylation sites on Tau can be specifically tar-
geted to reduce Tau seeding. Another therapeutic strategy is 
using Tau kinase inhibitors to reduce phosphorylation. How-
ever, unfortunately, many of these strategies have not made it 
past Phase 2 clinical trials. Some argue that therapies that fail 
to demonstrate efficacy do so because it is too late to intervene 
when a patient has shown enough cognitive dysfunction to 
warrant inclusion in a tau therapy trial. Therefore, if the disease 
can be detected earlier, it would allow for earlier intervention 
and perhaps greater efficacy. Nevertheless, it is estimated that 
currently, 30 million people live with tauopathies, so it is in-
credibly pertinent to continue studying Tau aggregation and 
hyperphosphorylation to develop a therapeutic strategy that 
will hopefully advance the treatment and prevention of tauop-
athies in the future.
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ABSTRACT: Breast cancer has become the most common type of cancer worldwide since 2021. Despite recent advances 
in therapies, many patients with breast cancer experience tumor relapse and drug resistance, which are believed to attribute to 
breast cancer stem cells (CSCs), a small population of cells within breast cancer.  Therefore, eradicating breast CSCs represents 
a promising therapeutical strategy to prevent cancer reoccurrence and drug resistance. Current studies have shown that breast 
CSCs arise from normal mammary stem cells/progenitor cells or differentiated mammary cells. Multiple key signaling pathways 
have been discovered and implicated in breast CSCs’ self-renewal and differentiation, including Wnt/β-catenin signaling. In this 
article, I review the recent progress in breast CSC’s biological studies and therapeutics by targeting breast CSCs’ biomarkers and 
the Wnt/β-catenin signaling pathway. 

KEYWORDS: breast cancer; cancer stem cells; Wnt; β-catenin; treatment; signaling pathway.  

�   Introduction
According to the World Health Organization, breast cancer 

became the most prevalent cancer worldwide as of 2021, ac-
counting for 12% of all new annually diagnosed cancer.¹ Based 
on the expression of estrogen receptor (ER), progesterone re-
ceptor (PR), and human epidermal growth factor receptor-2 
(HER2), breast cancer is generally classified into four subtypes: 
luminal A (ER+/PR+/Her2-), luminal B (ER+/PR+/Her2+), 
Her 2+ enriched (ER-/PR-/Her2+) and triple negative (ER-/
PR-/Her2-).² Among the four subtypes, luminal A breast 
cancer is the most prevalent but the least aggressive, whereas 
triple-negative breast cancer (TNBC) is the most aggressive 
and challenging to treat.³ Distinct therapies have been devised 
for each subtype of breast cancer; however, many breast cancer 
patients eventually experience tumor relapse and drug resis-
tance.

CSCs are a very small subpopulation of cells within a tumor, 
and they can self-renew and differentiate into heterogeneous 
cancer cells.⁴ The CSCs, first reported in acute myeloid leu-
kemia, play a significant role in the advancement of cancer 
research.⁵ Accumulative studies have demonstrated that CSCs 
account for tumor initiation, progression, and recurrence.⁶-⁸ 
Recently, intensive efforts have been made to research breast 
CSCs with the hope of treating breast cancer by eradicating 
breast CSCs. Here, I summarize the recent progress in breast 
CSCs’ studies and drug development to treat breast cancer, fo-
cusing on targeting the Wnt/β-catenin signaling. 
�   Discussion
Current Models of Breast CSCs’ Origin:
Breast CSCs play a fundamental role in breast cancer ini-

tiation, progression, reoccurrence, and drug resistance, and 
the cellular origin of breast CSCs remains controversial. Two 
well-accepted models, namely the hierarchical and stochastic 

models, have been proposed (Figure 1). In the hierarchical 
model, breast CSCs are believed to originate from mammary 
stem cells/progenitor cells that acquire sequential genetic mu-
tations.⁹ For example, Liu et al. demonstrated that the CD44+/
CD24− cell markers expressed on normal mammary progeni-
tor cells resemble the CD44+/CD24− lineage found on breast 
CSCs, suggesting that breast CSCs arise from the mammary 
stem cells/progenitor cells.¹⁰ In contrast, it is postulated in the 
stochastic model that breast CSCs are derived from the dif-
ferentiated mammary cells, which undergo de-differentiation 
and gain stem-like properties with enrichment of breast CSCs 
when exposed to damaging environmental factors such as che-
motherapy and radiotherapy, leading to genetic alterations.¹¹,¹² 
Those two CSCs’ models can explain cancer recurrence and 
chemoresistance well, and currently, it remains unknown which 
model represents the true biological origin of CSCs. 

Figure 1: Current Models for the Origin of CSCs: (A) Hierarchical Model 
and (B) the Stochastic Model. In the hierarchical model, mutations occur in 
the normal stem/ progenitor cells, and the mutated stem/progenitor/ cells 
take advantage of the self-renewal ability to become the CSCs. Conversely, 
the differentiated cells acquire mutations in the stochastic model and then 
dedifferentiate into the CSCs.  
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Breast CSC Specif ic Markers:
Identifying breast CSC-specific markers has dramatically 

helped the characterization and isolation of breast CSCs. To 
date, several significant markers have been found to be associ-
ated with breast CSCs, including CD44, CD24, and aldehyde 
dehydrogenase 1 (ALDH1), and combinatorial expression of 
these markers has been proven to characterize breast CSCs 
better. In 2003, Al-Hajj et al. reported the isolation of breast 
CSCs expressing cell-surface markers CD44+/CD24-/low 
from human breast cancer patients, and this cell subpopu-
lation displays great tumorigenic ability.⁷ In this study, they 
showed that approximately 100 cells with CD44+/CD24-/
low markers formed tumors in mice, whereas 20,000 cells 
with alternative markers failed to generate tumors.⁷ In addi-
tion, the breast CSCs with CD44+/CD24-/low markers can 
be serially passaged without losing their tumorigenic ability in 
mice.⁷ Subsequently, Ginestier, and colleagues identified a dis-
tinct subpopulation of breast CSCs with the expression of the 
ALDH1+ marker. These cells are capable of self-renewal and 
generating breast tumors.¹³ To figure out the relationship be-
tween the two subgroups of breast CSCs (CD44+/CD24-/low 
cells and ALDH1+ cells), their gene expression profiles were 
compared, and the result showed that the CD44+/CD24-/low 
subgroup cells are a mesenchymal and quiescent type of breast 
CSCs whereas ALDH1+ subgroup cells are an epithelial and 
proliferative type of breast CSCs.¹⁰,¹⁴ These two subgroups of 
breast CSCs are believed to be two dynamic states of breast 
CSCs, and one subgroup can be transited to the other sub-
group by appropriate signaling regulation.¹⁵,¹⁶

Wnt/β-catenin Signaling in Breast CSCs:
Among multiple signaling pathways implicated in the breast 

CSCs functions, Wnt/β-catenin signaling is critical (Figure 2). 
In the absence of Wnt ligands, the cytoplasmic β-catenin is 
phosphorylated by a “destruction complex” consisting of axin, 
adenomatous polyposis coli (APC), glycogen synthase kinase 
3β (GSK3β) and casein kinase Iα (CKIα).¹⁷ The phosphory-
lated β-catenin is then degraded by the proteasome, leading to 
the inactivation of the Wnt/β-catenin signaling pathway.¹⁷ In 
contrast, Wnt/β-catenin signaling can be activated when Wnt 
ligands bind to the receptor Frizzled (FZD) and the low-den-
sity receptor-related protein 5/6 (LRP5/6).¹⁷ The “destruction 
complex” with phosphorylation function for β-catenin is then 
decomposed, and the unphosphorylated β-catenin accumu-
lates and translocates into the nucleus to regulate target gene 
expression.⁴ A recent study has shown that Wnt/β-catenin sig-
naling is highly active in the ALDH+ breast CSCs population 
and silencing the Wnt in the ALDH+ breast CSCs dramati-
cally decreases their tumor-initiating potential.¹⁸ In addition, 
the Wnt/β-catenin signaling activation has been reported in 
various subtypes of breast cancer, including TNBC.¹⁹ The 
overexpression of Wnt/β-catenin signaling has also resulted in 
breast tumor formation in transgenic mice and an increased 
number of stem cells in precancerous mammary glands.²⁰,²¹ 
Vice versa, blocking the Wnt/β-catenin signaling suppresses 
breast cancer metastasis by inhibiting breast CSCs.²² 

Targeting Breast CSCs’ Markers:
As illustrated previously, those common breast CSCs 

markers CD44, CD133, and ALDH1 are phenotypically and 
functionally crucial for preserving breast CSCs. Thus, thera-
peutically targeting these markers may effectively eliminate 
breast CSCs. 

CD44 is a vital breast CSC marker, and direct knockdown

of CD44 effectively reduces breast CSC stemness and in-
creases breast cancer susceptibility to anti-cancer drugs.²³,²⁴ 
Pham et al. knocked down CD44 with lentivirus particles in 
breast CSCs, which resulted in the loss of their stemness.²³  
The breast CSCs with the CD44 knockdown showed lower 
tumorigenic potential, altered the cell cycle, and similar gene 
expression profiles to the non-breast CSCs. For instance, 
expression of crucial genes related to stemness, metastasis, 
and anti-tumor drug resistance in breast CSCs, such as Myc 
and EGFR genes, have sharply reduced in breast CSCs with 
CD44 knockdown.²³

In addition, as CD44 is a major cell membrane receptor 
for hyaluronic acid (HA), multiple anti-tumor drugs take 
advantage of such interaction between CD44 and HA by 
coating anti-tumor drugs with HA nanoparticles so that 
they can effectively bind to and kill the breast cancer cells 
expressing CD44.²⁵, ²⁶ Lapatinib and rapamycin coated with 
HA nanoparticles, for example, can be effectively delivered to 
CD44+ breast CSCs, leading to dramatic breast CSC apop-
tosis.²⁵,²⁷  

Moreover, ALDH1 is another breast CSC marker in Her 
2+ enriched and triple negative (ER-/PR-/Her2-) breast 
cancer cells. The activity of ALDH1 is positively correlat-
ed to stemness in breast CSCs.²⁸ Hence, targeting ALDH1 

Figure 2: Scheme of the Wnt/β-catenin pathway: (A) In the absence of the 
Wnt ligand, the signaling process will not get initiated as the cytoplasmic 
β-catenin is phosphorylated by a “destruction complex” consisting of Axin, 
APC, GSK3β, and CKIα followed by subsequent proteasome-mediated 
degradation (Wnt off ). (B) In contrast, in the presence of the Wnt ligand, 
the Wnt binds to the Frizzled family receptors, the signaling pathway is 
turned on (Wnt on), and a DVL (disheveled) molecule is liberated from 
the WNT receptor complex. The DVL molecule induces the β-catenin to be 
detached from the AXIN bound to CK1a, GSK3β, and APC. The β-catenin 
is then transduced, arrives in the nucleus, and adheres to the TCF/LEF 
transcription factor protein.  
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Wnt/β-catenin signaling can also be regulated by mi-
croRNAs (miRNAs). Isobe et al. reported that one miRNA, 
miR-142, dramatically activated the Wnt/β-catenin signaling 
through decomposing the “destruction complex” and knock-
down of miR-142,  effectively suppressed formation by breast 
CSCs, and slowed down breast cancer growth in vivo.⁴¹ Fur-
thermore, Liu et al. reported that another miRNA, miR-1, 
can down-regulate breast CSC stemness, proliferation, and 
migration by binding to the Frizzled seven receptor and 
Tankyrase-2 to inhibit Wnt/β-catenin signaling.⁴²

In summary, considerable efforts and advances have been 
made to develop drugs by targeting the Wnt/β-catenin 
signaling pathway with small molecules, antibodies, and miR-
NAs which have shown beneficent effects on the treatment 
of breast cancer. However, to date, no Wnt signaling-related 
drugs have been officially approved by FDA for clinical usage. 
�   Conclusion
Years of scientific research have revealed that breast CSCs 

play vital roles in cancer relapse and drug resistance. Thus far, 
several breast CSCs markers have been identified, including 
CD44, CD133, and ALDH1, and therapeutically targeting 
these markers have been shown to induce breast CSC apoptosis 
and shrink tumor growth.²³-²⁷ The Wnt/β-catenin signaling is 
one of the key pathways involved in breast CSCs self-renewal 
and differentiation. Several potential drugs have been devel-
oped to target the abnormal activation of the Wnt/β-catenin 
signaling at multiple levels with small molecules, antibodies, 
and miRNAs. Preclinical studies and clinical trials have in-
dicated that targeting the Wnt/β-catenin pathway represents 
a promising strategy for treating breast cancer.  However, as 
Wnt/β-catenin signaling is also essential to normal cell pro-
liferation and tissue homeostasis, it remains challenging to 
effectively fix the dysregulated Wnt/β-catenin pathway in 
breast CSCs, while being safe enough not to damage the nor-
mal cell functions and tissue homeostasis. Nevertheless, our 
understanding of the Wnt/β-catenin pathway continues to 
improve in both physiology and pathology, and several poten-
tial drugs are under clinical trials. Therapeutic agents targeting 
Wnt/β-catenin signaling may be developed to treat breast can-
cer in the near future effectively. 
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can be a promising therapy to kill breast CSCs for cancer 
treatment. Withaferin A, derived from the roots of Withania 
somnifera plants, has been reported to lower ALDH1 activ-
ities, inducing the death of the breast CSCs and shrinking 
breast tumor size.²⁹

Targeting Wnt/β-catenin Signaling:
As Wnt signaling activation is implicated in breast CSCs’ 

self-renewal and tumorigenesis, targeting Wnt signaling 
represents a potential therapy for breast cancer by targeting 
breast CSCs. Recently, numerous Wnt signaling inhibitors 
have been identified, some of which have gone into clinical 
trials.³⁰ 
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Vantictumab (OMP18R5) is a humanized monoclo-
nal antibody targeting the Frizzled receptor to inhibit the 
Wnt/β-catenin.³³ The Phase I clinical trial of Vantictumab in 
37 breast patients, was recently completed, and the final result 
has not been released yet (NCT01973309). Two additional 
Phase I studies of Vantictumab in patients with solid tumors 
have revealed that Vantictumab suppressed target gene ex-
pression of the Wnt/β-catenin pathway and was tolerated at 
2.5 mg/kg for one intravenous injection every three weeks. In 
contrast, a clinical trial with further dose escalation is ongo-
ing (NCT01345201).³³

Disheveled (DVL) plays a decisive role in the transduction 
of Wnt signals from the Frizzled receptor to the downstream 
of Wnt signaling. Therefore, it is a feasible target to modu-
late Wnt signaling. Shan et al. identified a small molecular 
compound, NSC668036, which binds to the Dvl to inhib-
it Wnt/β-catenin signaling by interrupting the interaction 
between Frizzled receptor and Dvl.³⁴ In a succeeding study, 
Shan et al. identified six new compounds exhibiting improved 
binding affinity over NCS668036.³⁵

Tankyrase is an important enzyme involved in the 
Wnt/β-catenin signaling, and it stimulates Axin degradation 
for Wnt/β-catenin activation through the ubiquitin-protea-
some pathway.³⁶,³⁷ So far, several small-molecule Tankyrase 
inhibitors have been developed to inhibit the Wnt/β-caten-
in signaling. Chen et al. testified that a Tankyrase inhibitor, 
IWR-1, stabilizes Axin to block the Wnt/β-catenin signal-
ing.³⁸ Subsequently, another Tankyrase inhibitor, XAV939, is 
discovered, and it functions similarly to IWR-1.³⁶ Recently, 
several new Tankyrase inhibitors have been identified, in-
cluding WIKI4 and G007-LK.³⁹,⁴⁰ 
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