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ABSTRACT: This research aimed to create a K-POP music composition model with Long Short-Term Memory and analyze 
K-POP datafication by integrating technology and other fields. K-POP was converted with a graph by Librosa, and it differed 
from people listening to music with their ears and looking at the data. It shows more relationships between pitch, time, and 
frequency. The LSTM model trains three data sets: all K-POP genre songs, BLACKPINK’s songs, and BTS’s songs. The output 
has a repeated melody when a model trains songs on all K-POP genre songs. It was a repetition of high notes. Conversely, when it 
focuses on learning one specific group, the output of the model has a wide range of notes. The model trained on a specific group’s 
song generates a song that is closer to K-POP.  
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�   Introduction
Artificial Intelligence, one of the most ideal technologies 

ever invented, has changed human lives. It brought conve-
nience to individuals and the world. AI is inseparable from 
people’s daily lives through Siri by iPhone¹ and Bixby by Sam-
sung.² YouTube, an online video platform, uses AI for its video 
recommendation algorithm and distinguishes malicious com-
ments to ban.³ Instagram used AI to analyze and collect data 
about user preferences. They analyzed user preferences and ex-
posed feeds related to user preferences on the user’s screen.⁴ AI 
is no longer separate from humans. For example, generative AI 
penetrates our lives.

The generative AI resolves diverse tasks. For instance, an 
AI drawing generator, Midjourney, creates an image or draw-
ing depending on the user’s prompt in a few minutes.⁵ Large 
Language model, ChatGPT, is helpful in writing a novel or 
letter and speech outline. The sentences made by ChatGPT 
are very natural. It has proficiency in generating sentences.⁶ 
Alexa, made by Amazon, is an AI personal secretary for people. 
It serves to enhance human comfort. It answers the questions 
humans ask.⁷ As generative AI is in the spotlight, it keeps de-
veloping.  AI generative models in the music field have also 
advanced. AI voice cover videos are especially favored on social 
media. On YouTube, a song cover video using AI got millions 
of views. People are using AI voice covers to make their favorite 
song cover videos. Through this example, I noticed the possi-
bility of using AI to compose music. Thus, I attempt to create 
a K-POP music composition model.  

K-POP is a category of Hallyu (Korean wave). After 2015, 
K-POP was moving forward to the global market. Then, in 
2023, K-POP was fashionable worldwide. Its fame is centered 
around teenagers and those in their twenties. It won the Bill-
board Award, which is globally recognized and well-regarded. 
K-POP stands for Korean Pop. In a broader context, it means 
all Korean songs, but from a narrow perspective, it represents 

the end of 20th-century music’s dance, hip-hop, R&B, and 
electronic music. K-POP shows breakneck development. 
Originally, K-POP was renowned in Asia. However, due to the 
commercialization of the internet, other countries can access 
K-POP through social media. This has resulted in K-POP 
becoming famous globally and promoting Korea. K-Pop has 
increased the number of tourists in Korea. Because of this, 
K-POP is also called South Korea’s greatest export. Before the 
existence of K-POP, there was Hallyu (Korean Wave). There 
has been an increase in international interest in South Korean 
popular culture, especially music, film, fashion, and food. Hal-
lyu has started getting attention at the end of the 20th century. 
Beginning with the export of Korean drama, exporting K-Dra-
ma expanded to songs and became famous. In the 21st century, 
a phenomenon favored Korean cultures, such as kimchi, elec-
tronics, and food.  As K-POP became famous, as a new context 
of the Hallyu, K-POP was established.

The most prominent feature of K-POP is the ocular effect. 
It is considered a factor of K-POP fame. Usually, other singers 
and bands didn’t sing a song while dancing. Conversely, almost 
all K-POP idols dance while they sing a song. Most K-POP 
songs are dance-pop. Not only these, but K-POP also has at-
tractive melodies and lyrics. K-POP idols work in bands and 
both girls’ and boys’ groups. This paper divided K-POP into 
two categories: Group A is a boys’ group, and Group B is a 
girls’ group.25

This proves that K-POP has the value of research about 
the incredible speed of spreading its influence worldwide. To 
study K-POP, it requires a unique tool, MIDI. I used a MIDI 
file to construct a training dataset. Similar to how other songs 
are composed, and similarly to other songs, K-POP is also 
composed with verse and hook. It has repeated parts. Since 
K-POP's time series data is repetitive, I used LSTM to create a 
model. This research shows the positive side of AI and various 
possibilities for improvement and development. It is not only 
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used in computer science; it can also connect with other fields. 
Thus, the whole society can improve together at the same 
time. I wish other education fields were developed through 
generative AI, not only art and writing. The development of 
technology has brought a lot of comfort to citizens. After the 
invention of generative AI, such as Midjourney, the quality of 
the student’s project work has rapidly increased. For example, 
by developing drawing books for children, using my methods, 
students could submit high-quality work with the help of AI.
�   Methods
K-POP Data:
To analyze the characteristics of K-POP more clearly, I 

chose songs and K-POP groups that are publicly well-known. 
The data was collected in 2016 when K-POP started to attain 
sudden acclaim. The criteria for data (K-POP idol group) are 
the groups that at least won the music TV show and have a 
music video with over 100 million views on YouTube. I col-
lected data from Twice, BLACKPINK, BTS, and NewJeans. 

I made up seven groups per group A and B. Group A had 79 
songs, and Group B had 75 songs. In total, it consists of 154 
songs. I collected at least five songs per group (Table 1).

MIDI file:
MIDI stands for Musical Instrument Digital Interface. It is 

a digital music sheet for playing digital instruments. It shows 
when and what pitch has to be played. Moreover, using MIDI 
files, requires special tools, such as PrettyMIdi and Py Flu-
idsynth.28

The song should be in a MIDI file format to model and 
learn the music. The MIDI file data used in this research pa-
per are from the Musescore website. The MIDI file data is 
piano MIDI data for the consistency of the collected data. 
Musescore's website shares a music sheet or MIDI file with 
everything needed to write a song. 

MIDI NOTE is a converted version of MIDI. I changed 
the MIDI file into a note using three variables: pitch, step, 
and duration. Start and end also represent duration. To train 
for the model effectively, I changed MIDI to note. If it was 
converted, the results are in Table 2. The model will be trained 
by this MIDI NOTE and converted to MIDI NOTE again 
so humans can listen to the generation output.

Pitch:
Like in Figure 6 above, the pitch in MIDI NOTE is pitch. 

In the table, the pitch is expressed as an integer. It can be con-
verted as ‘A4’ or ‘G4’. In Figure 1 (music sheet), the position of 
the note represents the pitch. 

Duration:
The duration of a MIDI note shows the duration of the 

pitch. A note is a whole note with four counts of duration; if it 
is a quarter note, it has one of the four counts as duration. In 
Figure 1, the type of note represents the duration. 

Step:
The Steps represent the length of the previous note and the 

following note. It can calculate using the table by the previous 
starting point and subtract the start point. 

Each point on the graph represents each note in the music 
sheet. The y-axis shows the pitch, and the x-axis shows the 
times. The length of the line is the duration of the note. As the 
line is short, it means it has a short duration, and as the line is 
long, it means it has a long duration (Figure 2).

Figure 3 shows that staccato is represented as a concise line 
and two points on the graph. The floating graph makes it easi-
er to see how a song will play than people who don’t know how 
to read a music sheet. It is because, as one picture, it tells ev-
erything, such as when this pitch starts and where it ends. The 
floating graph provides a more expeditious comprehension.

Figure 1: JungKook’s “Still With You” music sheet is labeled with duration, 
pitch, and step. Each note represents duration, pitch, and step; the rest 
represents only duration.

Table 1: K-POP MIDI File Data. It shows how many MIDI files were 
collected from the K-POP IDOL group. All the songs are after 2015. Some 
of the K-POP IDOL groups in the list debuted around 2021.

Table 2: “Still With You” MIDI note. A new note is played in less than one 
second.

Figure 2: It is JungKook’s “Still With You” first 100 notes floating graph. It 
had a wide range of pitch classes.

Figure 3: JungKook’s music sheet for “Still With You” music sheet shows 
the song’s first few seconds. In the bottom part of the sheet, there are several 
changes between G glef and F clef. 
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�   Results and Discussion
K-POP data organize:
Usually, a song is about 3 minutes long. However, since each 

song has a different length, I cut it into 60 seconds to make it 
the same length for productive training. The model will learn 
every song for 60 seconds. Sixty seconds is the minimum time 
that includes the song’s verse and chorus. In addition, 60 sec-
onds also consists of the hook.

The Figure 6 graph shows the song “Still With You” as a 
composition of pitch, step, and duration. The major pitch is 
between 70 to 80. The average step is about 0.3. The average 
duration is also about 0.4. The song features the same step and 
duration length.

Temperature Parameter and Train Model: 
The temperature parameter is used to manage the shape of 

the probability distribution. The low temperature intends to 
advance the quality of generation results. On the other hand, it 
creates repeating issues.32

With 50 epochs, the model did train. While model training 
MIDI notes, to prevent overfitting, it is coded to stop learning 
if a certain amount of loss continues to rise (Figure 7).   

Result of composed song: 
The model’s output is MIDI NOTE. The generated song 

should be converted to MIDI to hear it. Compared to the 
original song, the melody became simple. Before training the 
model, when MIDI files were converted to Note and changed 
into MIDI, there was a similar problem. The sound was more 
direct. Moreover, even though all songs didn’t have a high 
pitch, the resultant music had a high pitch. Like Figures 8 and 
9, most notes had a high pitch and kept repeating. 

Deep Learning Model:
K-POP train data:
The train progressed throughout MIDI NOTE. After cen-

tralization, like Table 1, convert MIDI to MIDI NOTE with 
three columns using step, duration, and pitches. It has three 
columns. Figure 4 is one example of a sequence. The model 
will train 154 K-POP songs.

LSTM:
LSTM was invented by Sepp Hochreiter in 1997. It stands 

for Long Short-Term Memory. It is invented to solve vanish-
ing gradient problems. Construction of the original LSTM is 
input gate, output gate, forget gate and cell. The forget gate 
intends to teach to remove resources by resetting.29 The ar-
chitecture of LSTM is composed of sub-network (memory 
blocks). Three gates (input, output, and forget) adjust the flow 
of information related to the cell while the model remembers 
values over time intervals.30

It is a neural network architecture. This deep learning model 
is used in many fields. It is useful for training time series data. 
It is an advanced step of RNN. It prevents forgetting previous 
data.31 The author uses LSTM. Most of the References and 
related work use LSTM to train MIDI files in composition, 
and LSTM is valuable data for time series.

Model:

It also helps the model remember previous data to learn 
MIDI NOTE more productively. Three variables are added 
as inputs: step, pitch, and duration (Figure 5). I gave tempera-
ture parameters 1 and 2 to demonstrate the effectiveness of 
temperature on the music composition. The temperature pa-
rameter tells the model when it composed the music using 
only model knowledge or credibility.

Figure 4: Example of a sequence of “Still With You” by JungKook MIDI 
NOTE format. All values are between 0 and 1. 

Figure 5: The model summary of learning MIDI file. Every dense is 
connected to LSTM. 

Figure 6: It is “Still With You” by JungKook’s plot distribution. It has three 
graphs: pitch, step, and duration. Step and duration have the same highest 
count, at 0.3. 

Figure 7: Train the loss history of the model that stops learning. Due to the 
loss increase at epoch 30, it stops learning at epoch 35. 
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Figures 8 and 9 are music sheets of output MIDI files from 
the Model. Those didn’t make a big difference in the begin-
ning part. 

However, the bottom of the music sheet and the end of the 
music remained the same. In temperature 2, music has modu-
lation (Figure 10, 11). 

One K-POP Idol group music composition: 
When the model learned 154 K-POP songs, the melody 

was too simple, and it didn’t feel like catching the features of 
K-POP. There is a hypothesis because it learned too many dif-
ferent genres in K-POP, such as dance-pop or R&B. Thus, the 
hypothesis is that if only one group is trained, the song will 
show its own group's characteristics and K-POP characteris-
tics more. Therefore, the model was learned using Black Pink 
and BTS group songs.

BLACKPINK: 
The color of the group's music is evident; most of BLACK-

PINK's songs were written by the same writer, TEDDY, so 
the similarity of the songs is higher than that of other groups. 
In the case of (G)-IDLE, similar to BLACKPINK, Jeon So-
Yeon, leader of (G)-IDEAL, wrote and composed all the title 

songs, so each music has a similar color, but there is a limit to 
the data that can be collected, so BLACKPINK was chosen. 
Nineteen songs were learned in the same condition and meth-
od as all K-POP songs.

While training the songs, when epochs are about 23, it shows 
the loss is rapidly rising. As the code is set, it stops learning due 
to the rising of the loss (Figure 12).

Figures 13 and 14 are MIDI files that the model composed. 
Unlike when training 154 K-POP songs, there is a difference 
between temperatures of 1 and 2, and the melody is more 
abundant. In Figure 14, the note has a higher pitch and less 

Figure 8: MIDI output music sheet when temperature is 1. It has high 
pitches.  

Figure 9: MIDI output when temperature is 2. It shows notes similar to 
those in Figure 8 but has two more notes in the sheet. 
 

Figure 10: End of MIDI output’s music sheet when temperature is 1. The 
notes are repetitive.  
 

Figure 11: The end of the MIDI output’s music sheet when the 
temperature is 2. It has an extra two rests and notes.

Figure 12: Model train loss history when train BLACKPINK data. After 
about 22 epochs, the loss increased, and when the epoch is over 27, it stops 
learning.

Figure 13: BLACKPINK model output plotting graph when the 
temperature is 1. It has high-pitch classes. 
 

Figure 14: BLACKPINK model output plotting graph when the 
temperature is 2. It has different pitch classes compared with Figure 21. 
 

Figure 15: The BLACKPINK model outputs a music sheet when the 
temperature is 1. It has more rest than when the temperature is 2. 
 

Figure 16: BLACKPINK model output music sheet when the temperature 
is 2. It has the same number of notes as when the model temperature is 1. 
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notes than in Figure 13. Figure 14 has the highest pitch, which 
is about 84. The song’s beginning melodies resemble BLACK-
PINK’s “How You Like That.” Figures 15 and 16 are music 
sheets of Figures 13 and 14. They have similar melodies and 
the same number of notes in the sheets.

BTS: 
BTS has a clear music color. Their recent music genre is 

dance pop. I collected more MIDI files than other groups. 
BTS was a group that had enough data to train. It has 15 
songs. The method and condition of learning are the same as 
training all 154 K-POP songs. 

While training for a BTS song, there was no stopping. The 
loss kept decreasing (Figure 17).

Figures 18 to 21 show a music model generated depend-
ing on the temperature. Figure 19 has more notes than Figure 
18. The main melodies and duration of the notes are mostly 
similar, but the range of pitches and number of notes were 
different. Figure 18 has a wide range of pitches from 65 to 90.

When the temperature parameter is high, the melody and 
notes are more plentiful and feel like real music. Rather than 
training too many diverse genres simultaneously, training the 
same or similar genres simultaneously is more effective in writ-
ing music than humans. 

Like collaborative generative AI technology and K-POP 
music, it is expected that other fields can be incorporated. 
With these technologies, society can expect to develop by 
combining each field.

However, commercializing this technology would take much 
work due to data limitations. While converting the MIDI file 
to NOTE and converting MIDI again, the song became sim-
ple.

Like Figure 22, the original MIDI file has two hand sheets 
of Music, but after converting the MIDI note and changing it 
into MIDI format, it became single-hand sheet music (Figure 
23). Only the main melody of the song was extracted. More-
over, even though the model studies songs for 60 seconds, 
sometimes, the result is much shorter than that. 
�   Conclusion
This paper created a generative K-POP music composi-

tion model by LSTM. However, when converting to a MIDI 
file, music becomes simplified. The MIDI file that the model 
generates comprises only one instrument, the Piano. Thus, if a 
song has more instruments, the song becomes more complete. 
Due to the limited availability of MIDI files for K-pop songs, 
I was only able to train the model on 154 songs. However, in 
the future, I plan to increase the size of the dataset by convert-

Figure 17: Model train loss history when training BTS data. It is an ideal 
train loss history. When the epoch is 2, the loss dramatically drops. 
 

Figure 18: BTS model output plotting graph when the temperature is 1. It 
is a similar melody when the temperature is 2. 
 

Figure 19: BTS model output plotting graph when the temperature is 2. 
It shows the whole track of model output. It has a smaller pitch range than 
when the temperature is 1. The pitch class range is 70 to 90 compared to 65 to 
90 when the temperature is 1. 
 

Figure 20: BTS model output music sheet when temperature is 1. It is 
four-thirds beat.
 

Figure 21: The BTS model outputs a music sheet when the temperature is 
2. It has a similar melody to when the temperature is 1. They have the same 
number of rests and notes.

Figure 22: Music sheet of the original MIDI (“Still With You” by 
JungKook). It is double-handed.

Figure 23: Music sheet after MIDI NOTE to MIDI (“Still With You” by 
JungKook). It has the same number of notes after it changed into single-hand 
sheet music.
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