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Risk-Return Dynamics of Renewable vs Non-Renewable 
Energy Portfolios: An Analysis of Volatility and Returns     

Jeremy Cheung        
Reading School, Erleigh Road, Reading, Berkshire, RG1 5LW, UK; jeremycheung2007@gmail.com 

ABSTRACT: This paper examines the performance dynamics of renewable and non-renewable energy portfolios by analyzing 
the relationship between volatility and returns. Using a dataset of daily closing prices from 2021 to 2024, covering eight stocks 
each in the renewable energy and non-renewable energy sectors, and the NASDAQ Composite Market Index, the study identifies 
a distinct risk-return trade-off among all benchmark portfolios. The findings show that the non-renewable energy portfolio 
exhibits higher returns but also increased volatility, highlighting that greater risk is associated with greater returns. In contrast, the 
renewable energy portfolio demonstrates the highest average volatility while producing relatively low returns, suggesting it may 
not be an efficient investment choice. However, the diversified composite energy portfolio successfully generated higher returns 
than the market while offering lower risk in terms of volatility. The paper concludes that investors in the energy sector must 
navigate different risk preferences: those seeking higher returns may be drawn to non-renewable energy, while those prioritizing 
stability in an evolving energy market may prefer to diversify their portfolios with some renewable energy stocks. These insights 
offer valuable information for portfolio construction and risk management strategies.  

KEYWORDS: Mathematics, Analysis, Volatility, Cumulative Return, Renewable and Non-renewable Energy.

�   Introduction
In recent years, the renewable energy sector has grown in 

popularity and size within the world of investment, driven by 
increasing awareness of climate change and the transition to 
sustainable energy production. However, investors must navi-
gate the unique complexities of risk-return relationships when 
investing in this field. This study aims to analyse the volatility 
and return of five distinct portfolios, composed of renewable 
energy, non-renewable energy, the market index, a composite 
energy portfolio, and a combined portfolio.

A consensus in the existing literature states that risk and 
return form a direct, positive correlation. An investment 
with higher risks generally requires higher returns for it to be 
considered reasonable and efficient.1 This fundamental rela-
tionship underpins modern portfolio theory, as introduced by 
Markowitz.2

Risk in the context of investment is defined as the potential 
for the actual returns to differ from expected returns.3 This di-
vergence typically involves the possibility of losing some or all 
of the original investment, while also referring to the variabil-
ity of returns around the expected outcome. Although risk is 
difficult to quantify, it can be assessed using several indicators.

Firstly, the uncertainty of returns is captured by volatility, 
which measures stock price fluctuations over time. Higher 
volatility typically indicates greater risk. Standard deviation 
provides a similar measure of dispersion, indicating the extent 
to which returns deviate from their mean. This addresses the 
fundamental characteristics of risk.

Risk can be further categorized into systematic and unsys-
tematic risk. Systematic risk, also known as market risk, arises 
from broader economic variables such as recessions, inflation, 
and changes in interest rates. This cannot be mitigated effec-

tively through diversification as its impact radiates throughout 
the entire market, though in varying degrees. Unsystematic 
risk, on the other hand, is company or industry-specific and 
can be reduced through diversification.4

This study provides a comprehensive analysis of the volatility 
and returns of renewable and non-renewable energy compa-
nies against a market index. We have also built a composite 
energy portfolio and a customized combined portfolio to as-
sess the role of diversification. Using statistical techniques such 
as t-tests, scatter plots, and regression analysis, this research 
contributes to the growing literature on energy sector integra-
tion and portfolio optimization. These insights are particularly 
relevant for investors seeking energy-focused diversification 
strategies.5

Under the current political climate, renewable energy sourc-
es are expected to gradually replace fossil fuels. However, recent 
geopolitical conflicts have injected uncertainty into global 
energy markets. The economic sanctions and destruction of 
infrastructure during the war in Ukraine have disrupted global 
energy supply chains, especially between Russia and Europe. 
Consequently, the growing demand for energy independence 
reinforced short-term reliance on traditional fossil fuels while 
uncovering renewable energy’s costly and unreliable nature, 
as well as their lack of technological maturity.6 Integrated oil 
and gas companies had benefited from increased energy pric-
es, leading to significant revenue growth. Investor sentiments, 
therefore, shifted towards traditional energy stocks, whose 
stability is represented by strong cash flows, regular dividend 
payments, and share buybacks.7

This paper reassesses the relationship between renewable 
and non-renewable energy investments using a recent dataset. 
It examines whether one investment strategy outperforms the 

DOI: 10.36838/v7i8.1
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other given the current geopolitical landscape. The study’s key 
contributions include an empirical analysis of volatility and re-
turns in renewable and non-renewable energy sectors, offering 
investors guidance on balancing risk and optimizing returns.

This paper proceeds as follows: Section 2 provides back-
ground information on the existing literature, Section 3 
highlights the empirical findings, and Section 4 concludes the 
paper.

�   Literature Review
The global energy market has undergone substantial changes 

during the past several years, with the increasing participation 
of renewable energy in addition to conventional fossil fuels. 
This shift has introduced new dynamics in energy markets and 
investment portfolios that require greater insight into market 
integration, portfolio optimization, and risk management 
strategies.8

Recent studies have proved that renewable energy and 
conventional energy markets are highly connected. Zhang et 
al.9 emphasize that renewable energy equities demonstrate a 
significant correlation with the returns of fossil energy under 
extreme market conditions, yet this relationship diminishes 
under normal market conditions. Xia et al.10 also confirm the 
results by exhibiting asymmetric and significant impacts of en-
ergy price volatility on the return of renewable energy firms, 
particularly in European markets.

Such a relationship differs by various market conditions. Li 
et al.11 discovered a positive correlation between the renewable 
energy and fossil energy markets in normal market conditions. 
In bear markets, however, it becomes extreme and contains 
strong asymmetrical dynamics. Jiang et al.12 built on this by 
demonstrating that renewable energy shares have a net posi-
tive effect on the fossil energy markets, particularly in the oil 
and coal markets, while the effect is also highly periodic in the 
gas market.

Market integration patterns show wider variations in geo-
graphical terms. Bianconi and Yoshino13 analysed 64 oil and 
gas companies in 24 nations, discovering that specific and 
common risk factors also pose a substantial influence on stock 
returns. Firm size and leverage were highlighted as key factors 
by the research, especially after the 2008 financial crisis.

Valadkhani14 discovered that renewable energy ETFs out-
performed fossil fuel ETFs in the US market, especially in 
risk-adjusted performance measures such as the Sortino and 
Sharpe ratios. According to the VIX index, the performance 
difference is more significant when the market uncertainty is 
greater.

The development of portfolio optimization techniques in 
energy markets is seen to reflect growing sophistication in 
methodology and approach. Kuang illustrated that although 
clean energy equities underperform overall equities, they out-
perform fossil fuel assets on a risk-adjusted return basis. The 
research also established that adding clean energy to a tradi-
tional asset enhances portfolio performance.

For the Chinese market, Bai et al.15 proposed an enhanced 
portfolio approach that surpassed classical Markowitz 

approaches under varying market conditions. This was subse-
quently confirmed by Ma et al.16

Research has increasingly focused on energy portfolio risk 
management. Ahmad17 found that crude oil serves as a bet-
ter hedge for clean energy stocks than for technology stocks, 
particularly during periods of crisis. Galvani and Plourde18 
demonstrated that while energy futures reduce portfolio risk, 
they offer no significant improvement in energy stock returns.

Wang et al.19 carried this research forward to commodity 
futures, discovering substantial gains from employing energy 
futures in portfolio diversification, especially within commod-
ity portfolios.

The impact of policy decisions on renewable energy mar-
kets has been extensively documented. Antoniuk and Leirvik20 
discovered that policy events related to climate change have 
significantly influenced market returns. According to the re-
search, policymakers must consider the reaction of the stock 
market to climate risk since investors quickly respond to cli-
mate news.

According to Masini and Menichetti,21 investors trust ma-
ture technology more than policy intervention and are greatly 
affected by external advisers and peer pressure.

The advent of renewable energy markets can be encapsulat-
ed by changing investment patterns. Nautiyal et al.22 discovered 
that energy-weighted portfolios have the most potential to 
provide the best returns in the short term, particularly in vol-
atile times such as the global financial crisis and COVID-19. 
The green equities were determined by their study to be effec-
tive in hedging and risk management.

In emerging economies, the studies report controversial evi-
dence. Artini and Sandhi23 compared SME and manufacturing 
stock portfolios in Indonesia, India, and China and reported 
higher performance in Chinese and Indian markets compared 
to the Indonesian market. The geographical disparity in per-
formance suggests the role of market-specific determinants in 
portfolio selection.

The literature has also considered the contribution of insti-
tutional drivers to the performance of energy markets. Antônio 
et al.24 recommended careful consideration of market data. The 
results are consistent with Shachmurove’s25 previous research 
on Latin American markets, which called for careful consider-
ation of risks and opportunities specific to each market.

There is recent proof of diverse methodological trends. Dai 
et al.26 applied TVP-VAR methods in the investigation of vol-
atility spillover among crude oil, gold, and Chinese new energy 
markets. Wang et al.27 applied network analysis in dynamic 
spillover comprehension in the energy stock market, whereas 
Gurrib et al.28 applied cryptocurrency analysis in energy port-
folio optimization. The contrast of research methods indicates 
an ongoing enhancement in theoretical comprehension as well 
as empirical applications.

Shrimali29 and Gargallo et al.30 are of the opinion that the 
effectiveness of market integration and portfolio optimization 
will rely on building more robust policy platforms and risk 
management instruments. This will be critical in achieving in-
vestment targets and wider sustainability objectives.

DOI: 10.36838/v7i8.1
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�   Methods
The paper has used descriptive statistics, scatter plot graph-

ics, t-tests, and regression analysis.
Pairwise T-test:
The t-test aims to evaluate the null hypothesis (H0), which 

typically shows that there is no difference between the means 
of the two groups being compared. The alternative hypothesis 
(H1) implies that there is a significant difference.

H0: μ1 = μ2
H1: μ1 ≠ μ2
The test statistics for a t-test are calculated using formula31

Regression Analysis:
The model offers a practical framework for evaluating in-

vestment stability by capturing how returns respond to shifts in 
volatility. Volatility serves as a proxy for financial risk, enabling 
the examination of how different stock portfolios influence 
market uncertainty, hence chosen as the dependent variable. 
This provides insights into sector-specific drivers of volatility 
and potential volatility spillovers across markets.

Yt = β0 + β1X1t + β2X1t + … + βnXnt + εt
Where Yt is the dependent variable for observation t, which 

refers to volatility.
β0 is the constant term representing the expected value of 

the dependent variable when all independent variables are 0.
β1 to βn are coefficients for the independent variables, which 

include returns of renewables, non-renewables, the aggregate 
stock market index, composite energy portfolio, and the com-
bined portfolio.

While keeping all other variables constant, each coefficient 
shows how much the dependent variable changes when the 
corresponding variable changes by 1 unit.

εt is the error term, which represents the difference between 
the actual value and the predicted value from the model.

Volatility Calculations:
The volatility of each financial instrument is measured by 

employing the 30-day rolling standard deviation of daily re-
turns.

Portfolio Construction:
The 5 portfolios are constructed as follows:
Portfolio X represents equally weighted averages of the eight 

individual renewable stocks for both cumulative return and 
volatility.

Portfolio X = 1/8*(NEE + CWEN + HASI +NEXNY + 
BEP + FLNC + ADANIGREENNS + FSLR)

Portfolio Y represents equally weighted averages of the eight 
individual non-renewable stocks for both cumulative return 
and volatility.

Portfolio Y = 1/8*(XOM + CVX + PCCYF + SHEL + TTE 
+ COP + BP + EQNR)

Portfolio Z represents the aggregate market index taken 
directly from the NASDAQ Composite index for both cumu-
lative return and volatility.

Portfolio XY is the equally weighted combination of Portfo-
lio X and Portfolio Y.

Portfolio XY = 1/2*(Portfolio X + Portfolio Y)
Portfolio XYZ is the equally weighted combination of Port-

folios X, Y, and Z.
Portfolio XYZ = 1/3*(Portfolio X + Portfolio Y+Portfolio Z)

�   Result and Discussion 
Data:
The data has been obtained from Yahoo Finance for a se-

lected bundle of renewable energy companies (ticker symbols: 
NEE, CWEN, HASI, NEXNY, BEP, FLNC, ADANI-
GREENNS, and FSLR), non-renewable companies (ticker 
symbols: XOM, CVX, PCCYF, SHEL, TTE, BP, COP, and 
EQNR), along with the stock market index- NASDAQ Com-
posite (ticker symbol: IXIC). The data covers the daily closing 
price for the selected period from 1/11/2021 to 30/8/2024. 
Within the selected period, there were 712 observations for 
all individual assets.

Empirical Findings:

Panel a. Cumulative Return

Panel b. Volatility

Figure 1 presents the line graphics of cumulative return and 
volatility in Panel a and Panel b, respectively. In Panel a, we 
compared the cumulative return of portfolios X, Y, Z, XY, and 
XYZ. The order of average cumulative returns from best to 
worst is Y, XY, XYZ, X, and Z. Moreover, the average cumu-
lative return of Y is much higher than the rest. Portfolio X did 
outperform the market significantly during the period from 

Figure 1: The line graphs show paired comparisons of changes in cumulative 
return (Panel a) and volatility (Panel b) for benchmark portfolios throughout 
the observation period. Both variables created asymmetrical patterns among 
portfolios, particularly in terms of cumulative returns.
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Table 3 provides descriptive statistics for various volatility 
variables used in the analysis. The volatility statistics contrast 
sharply with the trends observed in cumulative returns. Port-
folio X offers the highest mean volatility, indicating the largest 
fluctuations in stock prices. With reference to our previous cu-
mulative return figures, we can infer that it experiences more 
frequent and pronounced downward price movements com-
pared to other portfolios. This signals a loss of confidence 
among investors, especially in the renewable energy sector, in 
reaction to the crises. Despite a huge divergence in returns, 
portfolios Y and Z offer similar volatilities. This finding sug-
gests that portfolio Y may be a more attractive investment, 
assuming that volatility is accepted as an accurate measure of 
risk. As expected, the diversified portfolios (XY & XYZ) have 
produced significantly lower mean volatility values compared 
to other benchmark portfolios. Additionally, the reduction in 
overall portfolio volatility in further diversification shows that 
renewable energy, non-renewable energy, and the market index 
are not perfectly correlated assets.

Table 4 provides the pairwise t-test analysis between the five 
portfolios. According to the pairwise t-test analysis, all com-
parisons are statistically significant at the 1 percentage level 
except the comparison between portfolio Y & portfolio Z. This 
suggests that the patterns in volatility among most individual 
comparisons are also statistically different. Therefore, like cu-
mulative return, volatility is another important indicator that 
distinguishes renewable energy stocks from non-renewable 
energy stocks.

June to December 2022 before it started to decline and finally 
fell below market returns. In Panel b, we compared the volatil-
ity of portfolios X, Y, Z, XY, and XYZ. The order of ascending 
average volatility is XYZ, XY, Z, Y, and X. An asymmetry is 
observed in the risk-return relationship: portfolio X ranks 
4th in cumulative return while portfolio Y ranks 1st. Howev-
er, portfolio X is more volatile than Y, suggesting unfavorable 
risk-return dynamics, thus a less efficient investment choice.

Table 1 provides descriptive statistics for various cumulative 
return variables for Portfolio X, Y, Z, XY, and XYZ. This table 
includes the number of observations, mean return, standard 
deviation, and the maximum and minimum value of return. 
Several observations can be drawn from the comparisons 
of all portfolios. Portfolio Z, representing the market index, 
produced the lowest mean cumulative return, primarily due 
to a period of significant negative returns as indicated by a 
minimum value of -0.38. Although having a slightly higher 
maximum value in return, its mean return remains marginal-
ly lower than that of portfolio X. Portfolio Y demonstrates a 
dominant performance with the highest minimum, maximum, 
and mean value. This aligns with the positive impacts experi-
enced by oil and gas companies, contrasted with the negative 
effects felt by the broader market, particularly the non-renew-
able energy sector, during the energy crisis and the Ukraine 
war. Moreover, we can see that diversification hugely decreases 
the magnitude of negative returns by more than 0.1 for both 
portfolios compared to the market itself. Positive returns are 
also mostly preserved as maximums remain closer to the mar-
ket value. The significance of diversification is evident in the 
production of a notably higher mean return compared to the 
original market average.

Table 2 provides the pairwise t-test analysis between the five 
portfolios. According to the pairwise t-test analysis, all com-
parisons are statistically significant at the 1 percentage level. 
This suggests that the patterns in cumulative return among 
all individual comparisons demonstrate statistical differences. 
Therefore, cumulative return is an important indicator that 
distinguishes renewable energy stocks from non-renewable 
energy stocks.

DOI: 10.36838/v7i8.1

Table 1: Includes the descriptive statistics of cumulative return for all 
portfolios.

Table 3: Includes the descriptive statistics of volatility for all portfolios.

Table 4: Present the Paired t-test results of volatility between the five 
benchmark portfolios.

Table 2: Presents the Paired t-test results of cumulative return between the 
five benchmark portfolios
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Evidence from individual companies:
To further understand the relationship between risk and re-

turn and to provide more robust empirical evidence, we have 
attained additional cumulative return and volatility data from 
individual companies, as presented in Tables 6 and 7.

Risk-return dynamics in individual companies:
From the individual company figures on volatility and cu-

mulative returns, we gain detailed insights into the risk and 
return patterns within renewable and non-renewable energy 
stocks. In terms of risk, non-renewable energy stocks (XOM, 
CVX, PCCYF, SHEL, TTE, COP, BP, EQNR) generally ex-
hibit lower volatility with standard deviations of around 0.004 
to 0.005, suggesting greater price stability. On the other hand, 
renewable stocks show higher volatility individually; three 

The Relationship between risk and return:

	 Panel a: portfolio X		     Panel b: portfolio Y

	 Panel c: portfolio Z		     Panel d: portfolio XY

Panel e: portfolio XYZ

Figure 2 illustrates the relationship between volatility and 
cumulative return for portfolios X, Y, Z, XY, and XYZ. Results 
indicate a negative relationship between volatility and cumula-
tive return for all cases. A strongly negative correlation is seen 
in portfolio XYZ, whereas portfolios X, Y, Z, and XY show a 
slight negative correlation. They may not imply that higher 
volatility is associated with higher returns. The observed nega-
tive relationship can be attributed to the heightened economic 
and geopolitical uncertainty during the energy crisis and the 
Ukraine War. Risk-averse sentiments are more common in 
periods of crisis, prompting widespread selloffs across sectors. 
This behavior may increase market volatility while simultane-
ously driving down returns, thereby resulting in the temporary 
appearance of a negative risk-return dynamic. It may guide 
investors in their portfolio construction and risk management 
strategies. Understanding that increased volatility does not al-
ways lead to higher returns may discourage energy investors 
from taking more risk in hopes of greater returns.

The regression analysis in Table 5 indicates that the cu-
mulative return has a consistently negative and statistically 
significant impact on the volatility of portfolios X, Y, Z, XY, 
and XYZ, with p-values below 0.05 across all models. The 
maximum impact of return on volatility can be seen for the 
combined portfolio with the largest coefficient of -0.0384.

DOI: 10.36838/v7i8.1

Figure 1: The scatter plot graphic between volatility and return shows an 
overall negative correlation between the two variables, implying unconventional 
risk-return dynamics.

Table 5: Presents the regression analysis between volatility and returns 
among all portfolios.

Table 6: Includes the descriptive statistics for various cumulative return 
variables used in the analysis.

Table 7: Includes the descriptive statistics for various volatility variables from 
the 16 individual company stocks used in the analysis.
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companies (HASI, FLNC, ADANIGREENNS) have a stan-
dard deviation exceeding 0.01, indicating higher risk and more 
frequent price swings.

The risk-return relationship is significantly different be-
tween renewable and non-renewable energy companies. 
Non-renewable stocks in general offer higher returns with 
lower risk, reflecting consistent performance and predictable 
growth. In contrast, renewable energy stocks, despite higher 
volatility, have mostly negative returns. An anomaly is ADAN-
IGREENNS, a renewable energy stock that demonstrates 
both high volatility and high returns.

For brevity, we cannot include all graphics and pairwise 
t-tests for individual companies against the portfolios. Howev-
er, all empirical evidence is available on request.

�   Conclusion 
The paper investigates the performance of renewable and 

non-renewable energy portfolios by examining volatility and 
cumulative returns. The findings highlight that portfolio Y, 
consisting of eight non-renewable energy companies, demon-
strates a higher cumulative return compared to the renewable 
energy portfolio X and the broader market index portfolio Z. 
However, the higher return comes with increased volatility, 
indicating greater risk associated with non-renewable energy 
investment. In contrast, renewable energy stocks, represented 
by portfolio X, show the highest volatility despite producing 
similar returns to the market.

The results suggest that investors face distinct risk-return 
trade-offs when investing in renewable vs non-renewable 
energy sectors. Non-renewable energy stocks may appeal to 
investors seeking higher returns and are willing and able to tol-
erate higher risks. Renewable energy appears to be less efficient 
under the traditional risk-return framework. However, the per-
ception is skewed to an extent by the data period, during which 
the energy crisis disproportionately benefited oil and gas pro-
ducers. Despite this, the analysis implies that renewable energy 
investment could play a valuable role in diversifying portfolios.

However, several limitations should be acknowledged. The 
analysis is based on a relatively short time frame (2021-2024), 
which may limit the generalizability of the conclusions to 
longer-term market dynamics. Additionally, the selection of 
representative stocks is limited in both range and number, po-
tentially omitting important variations across the energy sector. 
More comprehensive research would consider renewable ener-
gy production methods beyond solar and wind power, such as 
hydroelectric, geothermal, and bioenergy.

Looking ahead, a changing geopolitical landscape will con-
tinue to play a decisive role in shaping future energy markets. 
The Ukraine war, growing tensions in the Middle East, and 
concerns over supply chain dependencies have revealed stra-
tegic vulnerabilities of fossil fuel-dominated energy systems. 
In response, many countries are accelerating the transition 
toward domestic renewable energy production to achieve en-
ergy security. Such geopolitical considerations will increasingly 
shift capital allocation to favor more diversified and resilient 
portfolios with significant portions of clean energy assets. This 

topic continues to be an intersection of energy policy, market 
volatility, and global politics, deserving of future attention in 
academic research and investment strategies.

Future research might explore the longer-term performance 
of this portfolio as the renewable energy sector matures and 
global policies shift towards greener initiatives, as well as incor-
porating ESG factors as elements of risk and performance. This 
study provides a basis for understanding how geographical, 
economic, and environmental changes impact the performance 
of energy sector stocks, guiding investors in their portfolio al-
location decisions within the energy market.
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ABSTRACT: Type 1 Diabetes (T1D) is an autoimmune disease that occurs when pancreatic β cells produce little or no insulin, 
thereby leading to an accumulation of glucose in the bloodstream and inability to process carbohydrates. In recent years, T1D 
has been increasingly researched due to the increased incidence of T1D. While genetics has been studied as a cause for T1D 
for decades, there have been new studies researching the role of epigenetics and environmental factors in association with T1D. 
Epigenetics is the study of gene expression and inheritance in which mechanisms such as DNA methylation, histone methylation, 
and non-coding RNA are used to silence and express specific genes. As understanding of epigenetics increases, there is a clearer 
correlation between epigenetics and autoimmune diseases. Despite the increase in knowledge on T1D, there is no cure for the 
disease, and more research will be required to elucidate the complete etiology of T1D and the role of epigenetics in T1D in 
its natural history. This systematic review describes the role of epigenetics and the environmental factors of maternal health, 
enteroviruses, age of food introduction, nitrate consumption, and psychological stress in T1D, and summarizes knowledge from 
current studies to aid in future research. 

KEYWORDS: Biomedical and Health Sciences, Genetics and Molecular Biology, Disease Epigenetics, Type 1 Diabetes.

�   Introduction
Epigenetics:
Beginning in the 19th century, advances in embryology and 

cell biology led to an initial, broader definition of epigenetics. 
Up until the 1950s, epigenetics referred to the process by which 
the fertilized zygote passed on its traits. This definition later 
evolved to more specifically describe epigenetics as heritable 
changes in gene expression that are not expressed as changes in 
the DNA sequence.1 Since “epi” refers to the above, the epig-
enome refers to the epigenetic marks layered over cells. These 
marks or epigenetic mechanisms are able to control whether a 
gene is expressed or silenced.2

Type 1 Diabetes:
Type 1 Diabetes (T1D) is an autoimmune disease in which 

the pancreatic β cells that produce insulin are destroyed (Figure 
1). This destruction leads to hyperglycemia, a high concen-
tration of glucose in the blood, since insulin facilitates the 
movement of glucose into the cells and stabilizes blood glucose 
levels.3 This heightened concentration of glucose in the blood-
stream causes weight loss, severe organ damage, heart failure, 
and early death.4 In 1921, Frederick Banting discovered insulin 
and later made it available to the public. This discovery is still 
used as the primary treatment for T1D and has allowed dia-
betics to lead much longer and healthier lives. Although the 
exact causes of T1D and a cure for T1D have not yet been 
discovered, there have been numerous new technological ad-
vancements since the discovery of insulin to aid with insulin 
delivery.5 Advancing clinical research and creating new treat-
ments have gained increased focus as there has been a global 
increase in patients with T1D of about 3-4% in only the last 30 
years, likely due to a combination of genetic and environmental 
factors.6

New Diabetes Treatments:
T1D is commonly treated using continuous blood glucose 

monitors to measure blood sugar and insulin pumps or injec-
tions to stabilize blood glucose levels. These treatments are 
constantly being researched and improved upon to facilitate 
T1D management. For instance, one of the recently created 
treatments for T1D can delay the onset of diabetes by a couple 
of years. It does so by binding to an epitope of the CD3-epsilon 
chain expressed on mature T lymphocytes to manage the onset 
of immune system responses that occur in the development of 
the disease.7 Another example of a new treatment is islet cell 

DOI: 10.36838/v7i8.2

Figure 1: Figure 1 illustrates that pancreatic β cells are part of the pancreatic 
islet cells. On the left, there is a β cell of an individual without T1D. This cell 
can carry out regular functions, such as producing insulin and β-cell antigens, 
without any disturbances. In contrast, the right-hand side displays how a 
normal β cell may experience an immune attack in a person developing T1D. 
This immune attack then hinders the cell from carrying out regular functions, 
such as insulin production, and ultimately leads to an overall reduction in the 
number of β cells. (Created in BioRender.com)
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replacement therapy. In pursuing this therapy, embryonic stem 
cells offer a functional cure for patients of the disease by act-
ing as pancreatic β cells and releasing insulin to regulate blood 
glucose levels. However, these replacement therapy options 
still face significant development challenges, and thus remain 
largely unavailable to patients and with relatively high patient 
risks and low adoption, where available, often in limited clini-
cal or research settings.8 As a result, there is an unmet need for 
treatments and cures for T1D.

Epigenetics in T1D:
Over the past 40 years, there has been mounting evidence 

that T1D can be caused by environmental factors.5 There are 
over 60 susceptible genes for T1D, most of which are within 
the HLA region.9 However, epigenetic changes in the im-
mune system have been discovered in children prior to their 
development of T1D.10 This means that some developments 
of T1D are likely caused by a prior disease and/or external 
environmental factors that lead to immune system disruption. 
The immune system then fails to attack accurately and instead 
damages the pancreatic β cells that produce insulin. Since dis-
ease, an external environmental factor, is hypothesized to lead 
to T1D, epigenetics may be involved.11 That is because envi-
ronmental factors, such as disease, use epigenetic mechanisms 
to express or suppress the underlying genes that factor into the 
islet cells’ production of insulin. By looking at the current un-
derstanding of the connections between epigenetics and T1D, 
as well as recent treatments, we can more clearly understand 
the specific causes of T1D and use this information to inform 
ongoing research efforts.

Epigenetic mechanisms:
DNA methylation:
DNA methylation is an epigenetic mechanism involving the 

formation of a heritable mark created by a methyl group’s co-
valent bond to the C5 position in the cytosine rings of DNA. 
The heritable mark caused by DNA methylation serves as a 
method of epigenetic silencing of transcription.12

Histone modifications:
Histone modifications regulate chromatin and transcription 

without expressing any change to the DNA sequence.13 His-
tones are groups of proteins found in chromatin that act as a 
structure on which the DNA strands are tightly coiled. The ex-
pression of genes is repressed when the genes are bound by the 
histones and expressed when the DNA unwinds. This winding 
or unwinding occurs when epigenetic modifications change 
the charge of the histones and the DNA. Since the opposite 
charges of the histones and DNA keep the DNA wrapped 
(histones have a positive charge while DNA has a negative 
charge), changing the charge of one or both would also change 
the gene expression. There are nine different types of histone 
modification: acetylation, methylation, phosphorylation, and 
ubiquitylation are the most well-known modifications.14

Histone acetylation:
Histone acetylation occurs because histones are positively 

charged due to lysine and arginine. When acetylation neu-
tralizes the lysine, the histones lose their positive charge and 
unwind from the DNA. As a result, histone acetylation in-
creases gene expression because it allows for the expression of 
previously bound genes. This process of acetylation is cata-
lyzed by histone acetyltransferases.15

Histone methylation and demethylation:
Histone methylation is the addition of methyl groups onto 

the histone protein. Histone methylation often prevents tran-
scription factors from binding because it tightens histone tails 
around DNA, which decreases transcription. Histone demeth-
ylation, on the other hand, loosens the tails and leads to gene 
expression and an increase in transcription. This means that 
histone methylation can both activate and repress genes.15

Non-coding RNA:
Non-coding RNA (ncRNA) are functional RNA molecules 

that are not translated into protein. ncRNA regulates epi-
genetic mechanisms and controls the enzymes that catalyze 
processes such as DNA methylation, histone methylation and 
demethylation, and histone acetylation. NcRNA is important 
for understanding many autoimmune diseases because of its 
role in cell differentiation and tissue development.16 NcRNA is 
also important to understanding autoimmune diseases because 
it is a component that leads to the immune system’s attacking 
healthy tissue, which connects to how diseases attacking the 
pancreas are a potential cause of T1D.17

This up-to-date literature review will discuss the involve-
ment of epigenetics in T1D and aim to provide a topic of 
discussion for future applications of epigenetics. Specifically, 
epigenetic and environmental factors such as the age of food 
introduction, consumption of nitrate, psychological stress, in-
fancy, maternal health, and enteroviruses will be explored for 
their potential role in the development of T1D.

�   Discussion 
Evidence of involvement of T1D with epigenetics:
Epigenetics is pointed out as a potential contributor to 

the development of T1D because evidence points to T1D 
not being attributed to genetic causes. Recent studies use the 
high discordance rate of monozygotic twins, known as MZ 
twins, in their development of T1D to prove the involve-
ment of environmental factors. Since MZ twins come from 
the same fertilized egg and share 100% of their DNA, there 
must be environmental factors that are not part of the DNA 
sequencing that lead to only one twin developing the disease. 
Furthermore, the differences in incident rates of T1D between 
different countries also point to the involvement of environ-
mental factors because there is no other explanation for such a 
rapid increase or such drastic differences. For instance, sub-Sa-
haran Africa has an incidence rate of only 6% while parts of 
Scandinavia have a 77% incidence rate.18 While many studies 
agree that this high percentage must be due to a common envi-
ronmental trigger, this environmental trigger remains unclear. 
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Some possible environmental factors that could explain this 
difference in incidence rates are explored in the discussion and 
can be categorized as taking effect either before birth, during 
infancy, or post-infancy (Figure 2). While other environmen-
tal factors have been linked to the development of T1D, the 
diagram below represents a sample of environmental factors 
in each phase of development that have been identified with 
significant odds ratios in other literature.

Epigenetic and environmental factors associated with T1D:
Age of food introduction:
The development of T1D is potentially correlated with the 

age of food introduction, especially the introduction of root 
vegetables from an early age. For instance, the development of 
T1D, genetically, would be more likely with a certain human 
leukocyte antigen (HLA) system type since the HLA region 
is the region that is seen as predisposing a patient for T1D 
(there are 60 such regions). However, among siblings with 
different HLA types, the age of development is a more prom-
inent factor than the HLA region type and predisposition.18 
Furthermore, studies have pointed to the early introduction 
of root vegetables, wheat, rye, oats, barley cereals, and eggs in 
the diet as potential risk factors for the development of T1D. 
One study has found that the early introduction of root veg-
etables in a child’s diet, meaning in the first four months of 
life, leads to an increased risk of ß-cell autoimmunity among 
Finnish children. Children in the two groups that introduced 
root vegetables within the first four months experienced odds 
ratios of 1.75 and 1.79, where the baseline is 1. Therefore, the 
early introduction of root vegetables could be a contributor to 
the development of T1D.19

Consumption of nitrate:
Studies have shown a link between the consumption of tox-

ins in food and water and the development of T1D. Specifically, 
nitrate and nitrosamine contamination in water is associated 
with an increase in T1D cases.20 There have been conflicting 
studies in the Netherlands demonstrating that the correlation 
is only present for nitrate levels > 25 mg/ L.21 When the ni-
trate levels in drinking water are greater than 25 mg/ L, there 
is an increased incidence ratio of 1.46, where the baseline level 
is 1. However, the study had a small sample size since only 15 
out of the 1,064 were examined for this factor, which must be 

taken into account when judging the statistical significance of 
the data. Furthermore, a stronger correlation between drinking 
water with nitrate and the development of T1D was demon-
strated in a study conducted in northern England. This study 
demonstrated a significant increase in patients as the nitrate in 
the water increased.22

Psychological stress:
Stress on β-cells is proven to negatively affect the immune 

response and lead to insulin resistance or the development of 
T1D. Factors such as rapid growth, trauma, and serious life 
events, such as the death of a family member, are all shown to 
increase the demand on β-cells.23 An ABIS study with a base-
line level of 1 demonstrates how physiological factors increase 
the odds ratios. For instance, high parenting stress leads to an 
odds ratio of 1.8, experiences in serious life events 2.3, foreign 
origin of the mother 2.1, and low paternal education 1.6.24 
This β-cell demand leads to non-functioning protein synthe-
sis, proinsulin peptide degradation, and hybrid insulin peptide 
synthesis through transpeptidation, eventually triggering islet 
autoimmunity.23

Infancy and maternal health:
The development of T1D is potentially correlated with the 

early introduction of solid foods and the consumption of milk 
after infancy. A study examining the effects of breastfeeding 
on children of 3-12 months and the appearance of 4 types of 
islet antibodies found that an early introduction of solid food is 
associated with a higher risk of islet autoimmunity for children 
up to 3 years of age. For instance, the odds ratio for the devel-
opment of T1D when consuming solid foods within the first 3 
months of life is 2.33, where the baseline is 1.25 Furthermore, 
a trial on the effects of frequent cow milk consumption found 
that elevated cow milk antibody concentrations and increased 
consumption of milk after infancy lead to a higher likelihood 
of developing islet autoimmunity.26 In contrast, there has been 
no association discovered between maternal consumption of 
gluten, iron, and vitamin C and the risk of the child developing 
T1D.27, 28 While maternal consumption of potential environ-
mental factors does not highly impact the development of 
T1D, the consumption of solid foods during infancy and the 
consumption of milk after infancy are potential factors for the 
development of T1D.

Enteroviruses:
Enteroviruses have been researched for involvement in the 

destruction of pancreatic β cells and the development of T1D 
due to their ability to suppress immune responses. Entero-
viruses are a group of single-stranded RNA viruses, such as 
the coxsackievirus. One study found that pancreatic β cells are 
prone to enterovirus infections that often destroy the cells. For 
instance, the Coxsackievirus B virus family was associated with 
T1D development due to its impact on the immune system.29 
A study measuring viral protein in the blood of pre-diabetes 
and diabetes patients found an odds ratio of 3.7, where the 
baseline is 1. This significant increase in the likelihood of de-
veloping T1D when an enterovirus infection is present means 

Figure 2: Figure 2 summarizes the main environmental factors associated 
with T1D included in the discussion. The figure categorizes the factors based 
on the stages of human development: prenatal, during infancy, or after birth. 
Odds ratios are included beneath each factor. (Created in BioRender.com)
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Current studies:
Epigenetics and its role in the development of T1D are in-

creasingly being researched to discover causes for T1D. For 
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with the future onset of T1D, and therefore warrants further 
investigation.32 As a result, it is now possible to use these 10 
regions and specific site findings to screen patients who are 
at high risk of developing T1D to monitor or prevent these 
patients from developing the disease.

�   Conclusion 
There is a rapid increase in patients with T1D, and novel 

treatments to delay the onset of T1D have been created. How-
ever, no permanent cure exists yet, and the exact causes for 
the disease remain unknown. Therefore, insight into potential 
epigenetic causes for T1D could aid in future research on the 
causes of T1D. It is hypothesized that environmental factors 
are associated with the development of T1D due to the high 
discordance rate of MZ twins and the genetically inexplicable 
increase in patients with T1D. Specifically, some environmen-
tal factors that could be contributors to the development of 
T1D are the age of food introduction, the consumption of ni-
trate, psychological stress, maternal health, and enteroviruses.

Future studies:
In the future, screening high-risk patients for pre-diabetes 

and researching environmental factors and epigenetic contrib-
utors can help lead to a better understanding of the complex 
etiology of T1D, which involves potentially heritable genetic 
factors, epigenetic conditions, and multiple intertwined epi-
genetic factors. Many other factors exist, such as cold climate, 
vitamin D deficiency, pollution and heavy metal exposure, tox-
in exposure, childhood obesity, and the gut microbiome, that 
should be considered in the future. In addition, while this study 
looks at these factors in isolation, it provides an important 
jumping-off point for these factors to be studied concurrently 
in real-world settings, which will help improve understand-
ing of each factor’s contribution. Furthermore, since T1D is 
associated with DNA methylation and histone modification, 
the creation of epigenetic treatments for T1D is plausible. For 
instance, histone modification inhibitors function as epigene-
tic treatments for cancer and therefore have great potential as 
future therapeutic, or even curative, interventions for T1D that 
merit future research.
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ABSTRACT: Glioblastoma (GBM) is the most common primary cancer of the central nervous system (CNS) in adults, with a 
5-year relative survival rate of 6.9%. For the past 30 years, standard treatment has included a combination of surgical resection with 
radiation therapy and temozolomide. Progress in treatment for GBM has been hindered due to the brain’s limited repair abilities, 
GBM’s diffuse nature into eloquent brain areas that make full resection essentially impossible, and the heterogeneous tumor, 
which contributes to treatment resistance and inevitable recurrence. As single-cell RNA sequencing allows for identifying sub-
tumoral cellular populations, a potential research area is to study the cell of origin—the cells that accumulate specific mutations in 
the right conditions to become tumorigenic. Studying the basic science behind transforming the cell of origin into GBM offers 
insight into how GBM may recur and develop targeted drugs. Here, we provide a comprehensive literature review on possible 
cells of origin, including neural stem cells (NSCs), oligodendrocyte progenitor cells (OPCs), and astrocytes. We conclude that 
the cellular origin of GBM in addition to specific mutations and environmental conditions, may better define a specific patient’s 
GBM, which has implications for diagnosis, therapy, and prognosis.  

KEYWORDS: Biomedical and Health Sciences, Genetics and Molecular Biology of Disease, Glioblastoma.

�   Introduction
Glioblastoma (GBM) is a grade IV highly aggressive prima-

ry malignant glioma, which accounts for 48.6% of malignant 
central nervous system tumors, making it the most common 
primary cancer of the central nervous system (CNS) in adults.1,2 
The median age of diagnosis is 64 years, and the incidence in-
creases with age, peaking at 75–84 years.3 The median survival 
is 15 months post-diagnosis with a 5-year survival rate of 6.9%. 
Among individuals with GBM, prominent figures including 
Beau Biden and senators Ted Kennedy and John McCain have 
been afflicted with this disease.4

Multiple challenges arise in treating recurrent GBM, in-
cluding the brain’s limited regenerative capacities, the unique 
and selectively permeable blood-brain barrier (BBB) vas-
cularization that makes drug delivery difficult, GBM’s high 
invasiveness and infiltration into eloquent brain areas that ren-
ders full resection essentially impossible, and tumor resistance 
to radiation and chemotherapy — which all lead to inevitable 
recurrence.2,5 GBMs have been classified into three transcrip-
tional subtypes – Proneural, Classical, and Mesenchymal.6 
Currently, standard treatment includes surgical resection to 
debulk the tumor, followed by fractionated radiation therapy 
and chemotherapy with temozolomide.7,8 Despite intensive 
treatment, GBM has a near 100% recurrence rate, with a 10-
year survival rate of only around 1%.4

There has been renewed interest in the “cell of origin” con-
cept in recent years. Exact definitions of the cell of origin 
vary, but consensus agrees that the normal cell is malignant-
ly transformed into the first GBM cell.9 There are multiple 
possible cells of origin for GBM. The cell of origin, combined 

with specific mutations, may determine the specific molecu-
lar features of an individual’s GBM, thus offering a potentially 
useful means of stratifying GBM tumors for distinct thera-
peutic strategies. Identifying the cell of origin of GBM could 
also help us understand the biological mechanisms of tumor 
initiation and provide additional and possibly earlier targets in 
the process of GBM pathogenesis. Here, we discuss evidence 
for neural stem cells (NSCs), oligodendrocyte progenitor cells 
(OPCs), and astrocytes for being key cell types of origin in 
GBM development. The mechanism of transformation is 
debated, with theories of accumulating somatic genetic muta-
tions, dedifferentiation of progeny cells, and epigenetic changes 
accounting for recurrence. Importantly, molecularly distinct 
tumors formed when the same mutations—NF1, Trp53, and 
PTEN—were mutated in NSCs and OPCs, suggesting that 
the cell of origin has implications for tumor phenotype.10 The 
mutational signature distinctions that arise from cell-of-origin 
differences may enable the characterization of properties and 
therapeutic vulnerabilities. Importantly, there is the distinction 
between cells of origin and cells of mutation; The cell of muta-
tion is the cell in which the DNA mutation occurs, potentially 
because of DNA damage. On the other hand, the cell of origin 
is the cell in which the mutation itself is manifested biologi-
cally and acquires malignant features. For example, in familial 
cancer, mutations may be harbored in multiple cell types (cells 
of mutation), but only certain cells progress into tumors (cells 
of origin). Distinguishing between cells that transform into 
malignant tumors and those that aquire initial mutations is im-
portant since identifying the cell of origin may provide insight 
into tumor development, GBM subtypes, and potential future 
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therapies. Thus, identifying and considering the cell of origin 
in combination with the specific mutations and environmen-
tal conditions may improve personalized and patient-specific 
treatment in the future.

�   Discussion 
In understanding the cellular origins of GBM, it is import-

ant to introduce normal glial development (Figure 1). Neural 
stem cells in specialized niches give rise to glial and neural 
progenitor cells, which differentiate into oligodendrocyte and 
astrocyte lineages. There is support for these progenitor pools 
as potential cells of origin. This evidence is summarized in Ta-
ble 1.

Abbreviations: Subventricular zone (SVZ), Platelet-derived growth factor 
(PDGF) – A/B denotes subunits, Neurofibromatosis Type 1 (NF1), Phos-
phatase and tensin homolog deleted on chromosome 10 (PTEN), Epidermal 
Growth Factor Receptor (EGFR), Human Epidermal Growth Factor Re-
ceptor 2 (HER2/ERBB2), Retinoblastoma (Rb), Tumor suppressor genes: 
PTEN, p53, NF1, Rb, Tumor oncogenes: PDGF, EGFR, ERBB2 Activat-
ing mutations: PTEN, p53, EGFR, ERBB2 Repressing mutation: NF1, Rb, 
PDGF

Neural Stem Cells as a Cell of Origin:
NSCs are a fundamental cell type in the development of the 

brain, as they give rise to all of the cells of the CNS.13 NSCs 
divide both asymmetrically, generating differentiated cell types 
like neurons, astrocytes, and oligodendrocytes, and progenitor 
cells like OPCs or GPCs, and symmetrically, generating more 
NSCs (Figure 1). Their replication and growth contribute to 
cortical expansion during development. Historically, all neu-
rons were believed to be generated during development before 
adulthood.14 However, pioneering work by Nottebohm using 
labeled DNA precursors found evidence for producing new 
neurons in adulthood in avian models,15 suggesting that neu-
rogenesis also occurs later in life through the maintenance 
and division of a pool of NSCs that persists into adulthood. 
These postnatal NSCs are localized to the astrocytic ribbon of 
the brain’s subventricular zone (SVZ), adjacent to the lateral 
ventricles,16 and the hippocampus’s subgranular zone (SGZ). 
Growing evidence suggests that NSC localization in the SVZ 
is significant in creating a seed-to-soil relationship for glio-
magenesis. The SVZ microenvironment may be a neurogenic 
niche for NSCs through the release of chemoattractants like 
pleiotrophin.17 The SVZ’s interactions with cerebrospinal flu-
id (CSF) and vascularization also provide a rich pro-tumor 
microenvironment.18,19 Signals to the SVZ from the CSF and 
blood are helpful during development in transferring growth 
factors to proliferate NSCs. Still, disruption of the control sys-
tem can corrupt tumor formation and growth.18 Furthermore, 
in an MRI-based study, 93% of GBMs contacted at least some 
part of the lateral ventricular wall lined by the SVZ.20 Thus, 
the location of GBM in the SVZ offers a unique look into 
NSCs as a potential cell of origin for GBM. These studies sug-
gest that NPCs are important for glioma invasion by releasing 
factors like pleiotrophin, which help create an attractive and 
supportive niche for glioma cells, with further implications 
that these NSCs themselves may transition into tumor cells.

- NSC Evidence:
Several studies have investigated the tumorigenic potential 

of neural stem cells harboring oncogenic mutations in mouse 
models.21 Deletion of p53, NF1, and PTEN, specifically in em-
bryonic or adult NSCs by the Cre/loxP system, was sufficient 
to generate GBMs in mice.22 In addition, conditional knock-
out of p53, NF1, and PTEN in either adult mouse SVZ, where 
NSCs reside, or nonneurogenic areas, such as the cortex, using 
transgenic mice led to tumor formation only in the SVZ.23,24 
Together, these studies suggest that NSCs residing in the SVZ 
can act as the cells of origin for GBM. Also, it was found that 
low levels of GBM driver mutations can be detected in SVZ 
cells, suggesting that tumor cells had originated and migrated 
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Figure 1: Overview of developmental lineage and GBM cells of origin, 
highlighting the developmental relationship between possible cells of origin. 
Neural stem cells (NSCs) give rise to neural progenitor cells and glial progenitor 
cells (GPCs), which in turn differentiate into oligodendrocyte progenitor cells 
(OPCs) and astrocytes. These cell types are all able to accumulate mutations 
and form GBM.
Table 1: Summary and key findings of experimental evidence for specific 
cell of origin-mutation combinations and environmental conditions. NSCs, 
OPCs, and astrocytes were all able to successfully produce GBM tumors in 
various mouse models and cell lines.
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from the SVZ. For directional validation, the authors discov-
ered that while tumor cells exhibited tumor-unique mutations, 
no SVZ cells contained SVZ-unique mutations, suggesting 
that the directionality of gliomagenesis was SVZ to the tu-
mor.25 Upon further analysis, these putative origin cells were 
NSCs in the astrocytic ribbon. This was confirmed in a mouse 
model in which p53/PTEN/EGFR mutations were induced 
in the SVZ, producing tumors in NSC mutant mice; other 
groups have found similar results.25,26 Additionally, evidence 
from human and mouse data suggest that GFAP-positive 
NSCs may act as the cell of origin. By analyzing TERT pro-
moter mutation enrichment in various SVZ layers, one study 
found that these mutations were significantly enriched only in 
GFAP-positive NSCs in the astrocytic ribbon, not in bulk as-
trocytes. This suggests that GFAP-positive NSCs, rather than 
mature differentiated astrocytes, may act as the primary cells 
of origin for GBM.16

Furthermore, mutations in the telomerase reverse transcrip-
tase promoter (TERTp) associated with GBM were found in 
the astrocytic ribbon, where many NSCs reside in the adult 
brain.25 TERTp mutations are found in more than 80% of 
GBMs, suggesting that TERTp may be a critical mutation 
of GBM. Its presence in the NSC niche further supports 
NSCs as the cell of origin.2 Another group showed that hu-
man induced pluripotent stem cell lines, upon differentiation 
into NSCs and deletion of canonical GBM mutations such as 
PTEN, NF1, TP53, and PDGFRA, could form GBM of the 
various molecular subtypes when implanted into the brains of 
immunocompromised mice.24 CD133 could be a potentially 
important marker that can help identify both neural stem cells 
(NSCs) and GBM stem cells. Importantly, however, sharing 
the same markers does not necessarily imply a lineage relation-
ship between NSCs as a cell of origin and GBM stem cells, a 
topic that requires further investigation.27,28 Thus, the ability to 
malignantly transform human NSCs into tumorigenic GBM 
cells offers additional evidence that NSCs are a cell of origin 
for GBM. Secondarily, neurogenic niches that house neural 
progenitor cells (NPCs) may promote GBM pathogenesis or 
malignant behaviors. However, to our knowledge, there is no 
experimental evidence for NPCs per se as cells of origin.

Cells of Origin from Glial Lineage:
Neural stem cells give rise to progenitor cells, which can 

differentiate into glial cells (Figure 1). Glial cells are the sup-
portive “glue” of the brain and spinal cord, with a ratio of one 
glial cell to one neuron.29 Glial cells include astrocytes and oli-
godendrocyte lineage cells.30 Their functions involve directing 
neuronal migration, synaptogenesis, influencing growth, and 
monitoring the CNS microenvironment.31 A long history of 
GBM literature suggests that glial lineage cells may be the 
cells of origin. Therefore, whether other developmental neural 
cell states harbor tumorigenic potential remains to be seen.

Oligodendrocyte Progenitor Cells as a Cell of Origin:
Oligodendrocyte progenitor cells (OPCs) are lineage-re-

stricted progenitor cells that arise from the asymmetrical 
division of NSCs during development and reside in the pa-

renchyma of adult brains.32 OPCs are more abundant than 
NSCs and more widely distributed, constituting 70% of the 
dividing cells in the brain.9,32,33 They can also arise from the 
differentiation of glial progenitor cells (GPCs) and consti-
tute one of the specific populations of progenitor cells within 
the heterogeneous glial progenitor population. OPC-specific 
markers include neural/glial antigen 2 (NG2), a type of cell 
membrane glycoprotein or proteoglycan, the PDGF receptor 
alpha (PDGFRA), and Olig1.34 Histopathologic analysis of 
human GBM shows expression of these markers,10 suggesting 
that GBM may derive from OPCs as a cell of origin. However, 
NSCs are progenitor cells for most of the population of cells 
within the brain. Thus, we could expect that NSCs with tum-
origenic potential may go down a developmental route, leading 
them to express markers found in OPCs instead of the tumor 
arising in OPCs themselves. Thus, a method to confirm and 
trace lineage would be important in supporting the OPC the-
ory for the cell-of-origin.

In GBM, PDGFRA mutations are the second most com-
mon tyrosine kinase receptor mutation, observed in around 
30% of patients.35 Exogenous PDGFA infusion into the adult 
SVZ has been shown to induce OPCs to form GBM lesions.36 
In mice, PDGFB transfer via a Ctv-a transgenic mouse 
model induced gliomas in 33% of the cases.37 Furthermore, 
other growth factors, such as epidermal growth factor receptor 
(EGFR) overexpression, are common in about 60% of prima-
ry glioblastomas.38 The overexpression of growth factors like 
EGFR and PDGF is catalyzed by mutations in tumor sup-
pressor genes like p53 and PTEN, thus suggesting that p53 
and PTEN mutations cannot generate GBM independent-
ly but work in coordination with growth factor mutations.34 
These observations have been confirmed in murine models, 
showing successful tumor formation.39 Injection of a PDGF 
growth factor-expressing retrovirus with GFP radiolabel-
ing into the subcortical white matter formed GBM tumors 
in 100% of animals (86/86). At the same time, none of the 
GFP-only control mice showed any signs of tumor growth. 
The replication incompetent retrovirus selectively infects the 
cycling glial progenitors, and their identity was confirmed 
by immunohistochemistry staining showing the presence of 
markers like NG2, OLIG2, and CC1, which are associated 
with OPCs.40 The successful tumor formation of OPCs in 
mice provides evidence that they may represent a possible cell 
of origin. In summary, successful tumor formation with spe-
cific growth factors and tumor suppressor mutations in OPCs 
provides evidence that OPCs can be the cell of origin in these 
models. In summary, the same mutations in OPCs generate a 
molecularly distinct GBM from that of NSCs. The difference 
in tumorigenesis from NSCs and OPCs highlights how the 
cell of origin in GBM may determine the specific subtype of 
GBM and may help to stratify GBM tumors for distinct ther-
apeutic strategies.
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than human studies.12,48 In particular, in the transgenic mouse 
experiments, it is challenging to ensure that only terminal as-
trocyte populations are targeted (e.g., GFAP-driven transgenes 
are expressed in both astrocytes and NSCs). In studying the 
cell of origin for GBM, Glial Fibrillary Acid Protein (GFAP) 
is generally used as a promoter or marker for astrocytes. How-
ever, it has been difficult to find markers that account for the 
heterogeneity of the astrocytic population uniquely in the as-
trocyte population. This is the case for GFAP expressed by all 
astrocytes and NSCs.41 Additionally, GFAP+ cells don’t always 
account for all astrocytes, as more than 40% of astrocytes in 
mice were GFAP-. 49,50 There have also been difficulties in trac-
ing the lineage of astrocytes through biomarkers, most recently 
with limited successes in determining molecular markers for 
the astrocyte precursor cell (APC). In conclusion, the shared 
biomarkers make it challenging to create transgenic mice that 
target astrocytes specifically. Furthermore, findings from stud-
ies that use a GFAP promoter are thus subject to uncertainties 
of whether astrocytes or NSCs induced tumorigenesis.

Thus, the non-specificity of transgenic mouse experiments 
and the difficulty in distinguishing mature astrocytes from 
NSCs and even earlier neural progenitors using cellular mark-
ers are all reasons that astrocytes have remained controversial 
as a cell of origin for GBM.

However, astrocyte progenitor cells may still have poten-
tial as cells of origin. According to Lee et al, GBM cells of 
origin are a GFAP-positive NSC or neural progenitor in the 
astrocytic ribbon of the SVZ.16 The non-specificity of GFAP 
expression and uncertainty of the identity of this cell of origin 
opens the possibility of a glial progenitor as a potential cell of 
origin (which can form both OPCs and astrocyte progenitor 
cells). Thus, while the dedifferentiation theory is controversial 
and there is no direct evidence for astrocytes as cells of origin in 
vivo and in human tumors, it is possible that astrocytes or other 
glial progenitors may act as a cell of origin. Future research is 
needed to elucidate the identity of these cells.

Mesenchymal Stem Cells:
Mesenchymal stem cells (MSCs) are a type of multipotent 

adult stem cells. They can differentiate into various tissue 
cell precursors like adipocytes, chondrocytes, and osteoblasts. 
In GBM, MSCs can arise locally or differentiate from glio-
ma stem cells (GSCs). They exhibit tumor-promoting effects 
such as suppressing immune responses and supporting tumor 
growth. Single-cell RNA sequencing has provided evidence for 
MSCs as a possible cell of origin for the GBM mesenchymal 
subtype.51

Despite this evidence, the study of MSCs as a candidate 
cell of origin for GBM is still in its infancy. The mesenchymal 
subtype is also defined by other factors such as the influence 
of the tumor microenvironment, accumulating mutations like 
NF1, and treatment-induced mesenchymal transition (wherein 
treated tumors tend to shift towards the more resistant mesen-
chymal phenotype.51 Nevertheless, recent transcriptomic and 
lineage-tracing studies have begun to reveal the potential of 
MSCs as cells of origin.

Astrocytes as a cell of origin:
-Astrocyte dedifferentiation theory and mutation dependen-

cy:
Astrocytes are a type of glial cell. They are the most abundant 

glial cells and link neurons to the blood supply, forming a criti-
cal blood-brain-barrier (BBB) component.30 Embryologically, 
they develop from outer radial glia (oRG) cells and subpallial 
cells near the basal ganglia.41 Astrocytes develop from neural 
progenitors in the SVZ in adults and proliferate through local 
mitotic division. At the end of embryonic development, oRG 
cells give rise to astrocytes. Early on, it was shown that ma-
ture mouse astrocytes can dedifferentiate to radial glia (which 
don’t exist in adult brains) through in vivo induction of the 
tyrosine kinase receptor ErbB2. When cultured, these dedif-
ferentiated glial progenitors can give rise to mature glial cells 
like astrocytes. These dedifferentiated astrocytes share similar 
properties with embryonic oRG cells and are less lineage-re-
stricted than typical adult NSCs.42

Additionally, astrocytes cultured with TGFα were converted 
to radial glial cells and subsequently differentiated into NSCs 
that formed self-renewing neurospheres.43 These unique 
properties of astrocytes offer insight into the astrocyte dedif-
ferentiation theory and lay a foundation for studies of astrocyte 
gliomagenesis. One study showed that upregulation in growth 
factor receptors like PDGF contributes to the activation of au-
tocrine loops that lead to high-grade astrocytomas.44 Similarly, 
the combined loss of p16INK4a and p19ARF triggered the 
dedifferentiation of astrocytes in response to EGFR activation, 
forming GBM-like tumors upon orthotopic implantation into 
mice.38 A mouse model with Tp53/PTEN deletion mutations 
induced in the SVZ targeting GFAP (a marker for astrocytes) 
positive cells found that over 20% of tumors were formed in 
regions outside of the SVZ. Thus, it is difficult to distinguish 
between astrocytes and NSCs in the SVZ. Still, it was hy-
pothesized that the tumors formed in the cortex, brain stem, 
cerebellum, and spinal cords originated from astrocytes.45 One 
study found that sequential mutation of NF1 and p53 in iso-
lated astrocyte cultures had weak transforming abilities. But, 
when the same mutant astrocytes were treated with PDGF 
and EGF growth factor, they could form tumors when in-
jected into mouse brains. Thus, astrocytes can transform into 
tumor cells, but this phenomenon may depend on the muta-
tion and growth factor exposure.46 Astrocytes with mutations 
in the retinoblastoma protein family initiated grade II glio-
mas. However, additional mutations in PTEN caused grade 
progression, suggesting that gliomagenesis depends not only 
on the cell of origin but also on the mutation.9,47 Importantly, 
modeling with genetically engineered mice (GEMM) is not 
error-proof, and there are limitations to inducing mutations in 
specific cell populations. In summary, evidence for the astro-
cyte dedifferentiation theory and successful GBM formation 
in mice suggest that astrocytes are a possible cell-of-origin.

- Debate over biomarkers and astrocytes as cells of origin:
Dedifferentiation of astrocytes or other terminal cell popu-

lations has been a controversial theory since evidence for this is 
derived primarily from in vitro and in vivo mouse studies rather 
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subtypes.56 In 2017, Verhakk’s group updated their subtyping 
system, removing the neural subtype after showing it was pri-
marily composed of normal brain elements and thus did not 
represent an individual subtype.59

Despite classification attempts, there are limitations in 
the current molecular classification system.60 For example, 
subtypes can change with recurrence. One study found that 
63% of patients were observed with a different transcription-
al subtype after recurrence.61 Furthermore, characterization 
of the post-treatment proneural-to-mesenchymal transition, 
or PMT, shows increased aggressiveness, tumor-associated 
macrophages (TAMs), and therapy resistance.62,63 Additional-
ly, Single-cell RNA sequencing (scRNA-seq) of tumor cells 
demonstrated a mixture of subtypes within one tumor, i.e., 
intratumoral heterogeneity.64,65 These subpopulations of tu-
mor cells vary in function, type, and lineage. While previous 
classification based on bulk tumors accounted for intertumor-
al heterogeneity, developing sensitive single-cell sequencing 
provides insights into defining a high-resolution classifica-
tion of GBM subpopulations. Neftel et al. used scRNA-seq 
to identify four distinct tumor cell states, which were also 
associated with mutations in CDK4, EGFR, PDGFRA, and 
NF1, respectively.19,66 Not only does GBM exhibit molecular 
heterogeneity, but developmental heterogeneity as well. Sin-
gle-cell techniques have also opened further discussion on 
the existence of a self-renewing glioma stem cell population 
(GSC), which may also play a role in GBM recurrence.65,67 
Efforts to more comprehensively characterize the intratumor-
al heterogeneity of GBMs raise the possibility of stratifying 
patients based on predicted similarities in response to treat-
ment and targeting specific subcellular populations. For GBM, 
intratumoral heterogeneity reflects and accounts for intertu-
moral heterogeneity, so recent focus has been shifted to tumor 
genetic and transcriptomic classification.68 In the future, sub-
population-based classification could guide precision therapy.

Therapeutic Implications of the Cell of Origin in GBM:
Currently, standard GBM treatment includes surgical 

resection followed by radiation and chemotherapy with te-
mozolomide.69 Clinical trials of Optune, a cancer division 
prevention device, and the EGFRV3 vaccine have improved 
survival time.70,71 However, patients survive only around 17-20 
months, even with this novel treatment. Additionally, GBM is 
well known for its near 100% recurrence rate, which occurs at 
least in part due to the heterogeneous nature of the tumor and 
the natural selection that occurs when using drugs like temo-
zolomide that don’t target specific tumoral cell populations.72,73 
GBM derived from different cells of origin have shown corre-
sponding differences in drug/treatment sensitivities. Targeting 
specific cells of origin offers a possible therapy route, such as 
Dasatinib (an ERBB2 inhibitor), which effectively targets 
OPC-derived tumors.58 Furthermore, NSC-originated tumors 
are less sensitive to temozolomide therapy than OPC-derived 
tumors.74 Stratifying glioblastoma in patients may be an im-
portant way to determine the most specific treatment possible 
to improve patient outcomes and prevent recurrence and drug 
resistance in the progression of the disease (Figure 2).

Additional Challenges in Def ining Cell of Origin Studies:
- Plasticity:
The plasticity of cell lineages creates another nuance in the 

research on the cell of origin of GBM by revealing how tumors 
can evolve between origination, progression, and recurrence. 
Research on the role of epigenetics (reversible modifications 
that affect gene expression without altering the DNA se-
quence) in GBM recurrence has shown that the cell of origin 
may be more dynamic and fluid and less unchangeable and 
anchored, as previously thought. For example, it was demon-
strated that culturing OPCs with fetal calf serum (FCS), 
cytokines, and basic fibroblast growth factor (bFGF) could 
revert OPCs to multipotential NSCs that could differentiate 
successfully into oligodendrocytes, neurons, and astrocytes.52 
Additionally, OPCs were found to be able to turn into NSCs 
through reactivation of SOX2 and chromatin remodeling on 
histone H3.53 Plasticity thus represent a potential challenge in 
identifying the cell of origin.

- Cell-autonomous vs. Non-Cell-autonomous:
In transgenic mice models of the cell of origin, mutations 

cannot be induced in a singular cell but rather in a general 
population. Thus, these models cannot differentiate between 
the cell of origin and their neighbors. As such, phenotypic 
changes cannot be exclusively attributed to mutations in the 
cell of origin. The effects of a driver mutation depend not 
only on the mutation itself (cell-autonomous) but also on the 
genetic background and the tumor microenvironment. These 
non-cell autonomous effects can affect the cancer cell phe-
notype, leading to further heterogeneity.54 Liu et al. induced 
p53/NF1 mutations under the Mosaic Analysis with Double 
Markers (MADM) system and found that although mutations 
were initiated in NSCs, only the OPC cell type proliferated 
and formed GBM tumors.11 The conclusion was that the cell 
of mutation (NSC) is distinct from the cell of origin (OPCs). 
This suggests that OPCs can be the cell of origin, at least 
with p53/NF1 mutation. The technique of MADM allows 
for tracing green fluorescent protein-tagged single cells prior 
to malignant transformation and continuous comparison to a 
wild-type red fluorescent protein-tagged sibling cell through-
out cell cycles and evolution.55 This addresses the issue of 
cell-autonomous vs. non-cell-autonomous effects. Thus, addi-
tional studies should be conducted with different mutations.56 
The results of these studies would shed light on the relation-
ship between driver mutation and cell of origin in GBM.

- Tumor Heterogeneity:
One major obstacle in developing effective treatments for 

GBM is its highly heterogeneous nature, both intertumoral-
ly and intratumorally. There have been various approaches to 
studying GBM subtypes. In 2008, the Cancer Genome Atlas 
created a transcription-based classification system to stratify 
GBM into four subtypes (Proneural, Neural, Classical, and 
Mesenchymal), which were also associated with PDGFRA 
and TP53 mutations for Proneural, EGFR for Classical, and 
NF1 for Mesenchymal subtypes.57,58 Verhaak and colleagues 
found that treatment susceptibility may vary amongst these 
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- Personalized Therapy:
In the future, GBM therapy may target heterogeneous pop-

ulations with various treatments for each population, including 
astrocytes, oligodendrocyte progenitors, neural stem cells, glial 
progenitors, and cancer stem cells. This therapy could be per-
sonalized per patient based on the various combinations of cell 
populations defined by the cell of origin and mutation com-
binations unique to each patient. Research has shown from 
patient-derived samples that NSC clustered primary GBM 
cells were highly malignant and more sensitive to drugs.75 For 
example, to target NSC-derived tumors, radiation therapy has 
been targeted to the SVZ region as a blockade against further 
gliomagenesis, with significant increases in patient progres-
sion-free and total survival in Glioblastoma patients post-total 
resection.22 Since GBM tumors tend to be radiation resistant, 
the use of the chemokine CXCL12, which has been shown 
to increase the radiosensitivity of the SVZ, offers a possible 
combination therapy.76 There have also been suggestions on 
using DNA technology like CRISPR/Cas9 to correct driver 
GBM mutations, such as tumor suppressor mutations in mu-
tated NSCs within the SVZ.18 PTEN deficiency, a common 
mutation in GBM, has also been shown to allow NSCs to 
reprogram to a more stem-cell-like state through the indirect 
effects of increasing PAX7.24 Thus, upregulating PTEN in the 
SVZ region offers another possible therapy. Immunotherapy 
and small-molecule inhibitors can inhibit TERT mutations in 
the SVZ, which usually produce pro-tumor effects by creating 
telomerase.77

Current clinical trials harness the immune system’s ability 
to specifically target GBM mutations like EGFR. A phase 
II trial using rindopepimut (a vaccine targeting EGFRvIII) 
showed potential for immunotherapeutic targeting of specif-
ic tumor mutations. 80% of patients had prolonged survival.78 
However, a follow-up phase III trial of rindopepimut showed 
no significant survival benefit.79 Current early-stage studies 
targeting EGFR or its mutations are also underway, including 
a phase I study targeting EGFR-amplified GBM, which in-
tends to treat patients with CART-EGFR cell therapy, and a 
phase I study employing combinatorial T-cell and standard-of-
care therapy for EGFR-mutant GBM patients (Clinical Trial 
ID NCT05168423, NCT03344250). Additionally, a study 
of three participants treated with CARv3-TEAM-E T-cells 

(engineered CAR-T cells targeting EGFRvIII as well as a 
T-cell-engaging antibody targeting wild-type EGFR) showed 
rapid (but transient) tumor regression in two of three patients.80

There may be a biological basis for why EGFR mutation 
targeting may not be effective. Firstly, EGFR mutations are 
heterogeneous and subclonal.81 Additionally, experiments 
suggest that EGFR overexpression causes preferential prolif-
eration of mouse astrocytes vs. NSCs, suggesting that EGFR 
primarily impacts astrocyte-like tumor cell states rather than 
NSC-like states.66 This evidence motivates research on muta-
tional targets that also affect other cell states and potentially, 
other cells of origin.

These therapies may all be targeted to the SVZ region, 
where NSCs can be identified as the cell of origin. They offer 
insight into how identifying the cell of origin and mutation 
combination may play an important role in the future of GBM 
personalized therapy.

- Preventive Therapy:
Research has shown that glial progenitors (NSCs, astrocytes, 

OPCs) migrate from the SVZ in a predictable path that follows 
the developmental pathway.34 Additionally, Korber et al. pre-
dicted a distant origin of GBM - up to 7 years before diagnosis 
– with an accumulation of specific milestone mutations, such 
as chromosome 7 gain, 9p loss, or 10 loss, and eventual TERT 
promoter mutation.82 Targeting GBM based on precancerous 
indicative mutations offers a preventive treatment method for 
further brain infiltration and tumorigenesis. GBM’s plasticity 
could be prevented with early detection by tracing mutations 
specific to the possible cells of origin.83 Developing novel tech-
nology and methods to access precancerous mutational data 
through non-invasive procedures are important frontiers in re-
search. There have already been investigations on epigenetic 
MRIs, which would allow imaging of the brain and its epi-
genetic landscape without in vivo sampling.84 Identifying the 
patient-specific cell of origin and mutation combination may 
also aid in the early detection of developing tumors and allow 
for preventative therapies for patients at high risk of develop-
ing GBM, such as neurofibromatosis type 1 (NF1) patients.85

- The Tumor Microenvironment:
Mutations in growth factor genes have also been shown 

to be significant predictors of tumor aggressiveness, especial-
ly in the case of OPCs as the cell of origin.86 While research 
has shown that a monoclonal antibody that inhibits Vascular 
Endothelial Growth Factor (VEGF) decreases angiogenesis, 
these improvements came with significant side effects.87 Ad-
ditional research and therapy must be developed to target 
growth factors that promote OPC self-renewal, such as PDGF 
inhibitors. Furthermore, depending on the cell of origin and 
mutation combination, the cell may interact with specific cells 
in the TME. For example, the PTEN mutation in GBM has 
been shown to recruit more macrophages.88 Understanding 
these interactions could have implications for personalized 
therapies as well.

DOI: 10.36838/v7i8.3

Figure 2: Timeline of standard treatment for GBM and how cell-of-
origin-based treatments may be integrated into routine treatment. With 
a combination of early preventive therapy, personalized therapy, and drugs, 
GBM treatment may improve patient outcomes and survival.
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�   Conclusion 
In summary, multiple lines of evidence debate the cell of 

origin for Glioblastoma, an aggressive brain cancer. While 
astrocytes have been especially controversial due to their com-
plete differentiation and common cell markers, Neural Stem 
Cells and Oligodendrocyte Progenitor Cells have various con-
vincing lines of reasoning. Liu et al. suggest that the cell of 
origin is related to the mutations accumulated and show that 
initial p53/NF1 mutations may occur in NSCs. Still, tumors 
contain OPC markers and transcriptome, thus separating the 
cell of mutation (the NSC in this case) from the cell of ori-
gin (OPC). Additional intricacies occur when following the 
mutation-dependent theory, as the cell of origin may differ by 
mutation, as shown by Kim et al., showing that GBM arises 
from the accumulation of driver mutations in cells of origin 
(NSCs and progenitor cells) and IDH mut might arise from 
different cells of origin that may or may not have been discov-
ered. We conclude that the cell of mutation may differ from 
the cell of origin. Furthermore, we must consider differences in 
mutations and tumor microenvironment (growth factor, ana-
tomical location, proximity to blood vessels).

In the future, we must determine non-invasive methods to 
determine each patient’s cell of origin and molecular profiles 
to offer personalized treatment for this highly heterogeneous 
tumor. Additionally, logistical issues arise when catching GBM 
in its early stage, as it is incredibly difficult to find the singu-
lar mutated cell of origin in a sea of millions of other cells. 
Furthermore, it’s important to consider what is realistically 
possible in terms of delivering treatment due to the restric-
tive blood-brain barrier. There are also potential limitations of 
targeting cells of origin; namely the possibility of off-target ef-
fects, unintended consequences of modifying progenitor cells, 
and the impact of GBM heterogeneity on cell-of-origin-tar-
geted therapeutic strategies. In the future, cells of origin could 
be studied by directly comparing OPCs and NSCs, differen-
tiating human induced pluripotent stem cells (hiPSCs) into 
OPCs and NSCs, allowing us to control the mutations intro-
duced in an experimental setting.

Determining the cell(s) of origin of GBM is important 
in its potential applications to GBM treatment to improve 
the length and quality of life for GBM patients. In addition, 
identifying the cell of origin may also lead to intriguing novel 
strategies in the future, such as, potentially, preventing tumor 
cell pathogenesis, for instance, if pre-malignant cells with only 
a few early mutations could be targeted or prevented from ac-
quiring further mutations
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ABSTRACT: Color blindness (or Color Vision Deficiency (CVD)) affects millions of people worldwide, impacting the ability 
to differentiate colors. This study investigated how many people in Gujarat, India, are aware of the consequences of CVD. A survey 
conducted on 482 individuals (including students, teachers, parents, and professionals) revealed unawareness and a lack of school 
testing policies. Participants supported awareness programs, better teaching materials, and smartphone apps for CVD individuals. 
Logistic regression and decision trees are promising techniques to identify key factors influencing awareness. The results highlight 
the need for more testing, education, and support in Gujarati schools.  

KEYWORDS: Color Vision Deficiency, Awareness Survey, logistic regression, Decision Tree Classification.

�   Introduction
Color blindness or Color Vision Deficiency (CVD) is a 

prevalent genetic illness.1 Most individuals remain unaware 
that a family member may be affected by CVD, leading to de-
layed identification and support.2 Awareness of CVD at the 
initial stage is limited. This affects everyday life and profes-
sional environments.3 In India, the issue is underreported and 
underexplored. Limited literature is available that investigates 
awareness of color blindness. No study was found related to 
children. Ahmad et al. found that commercial drivers often ig-
nore their color blindness.4 Harikrishnan and Mohan similarly 
observed a lack of CVD awareness among professionals in the 
visual media field in Kerala, India.5 Dhaliwal et al. noted that 
while some doctors perceive CVD as a risk, others support in-
clusive policies through proper training.6

Technology offers new opportunities to support colorblind 
individuals. AI-powered tools and mobile applications can 
assist with color identification.7 Salih et al. introduced wear-
able devices that enhance color perception in time.8 Tigwell 
worked on inclusive design, addressing CVD awareness gaps 
among product developers.9 Despite technological advanc-
es, schools in India still lack structured screening policies for 
CVD, especially in developing countries like India. Senjam et 
al. found limited access to assistive technologies, even in spe-
cialized schools.10 Pinner highlighted the need for adaptations 
for CVD students.11 Cohen et al. further revealed that people 
often do not notice missing colors in their vision, underscoring 
how CVD can go undetected.12

This study surveys awareness levels, knowledge gaps, and 
available spaces for colorblind individuals in Indian municipal 
schools of Gujarat. It builds on the epidemiological work by 
Fareed et al. and newer studies emphasizing the role of ed-
ucation, policy, and assistive technology.1 This study is based 
on the hypothesis that awareness of CVD among school com-
munities is predominantly associated with individual roles, age, 
prior exposure to color confusion, and familiarity with diag-

nostic tools such as the Ishihara test. Objectives of the study 
are as follows:

• To assess awareness of CVDs among students, teachers, 
parents, and professionals.

• To understand the testing and accommodating policies of 
schools.

• Examine the psychological and social impact.
• Analyze career challenges.
• Identify key demographic and behavioral factors influenc-

ing awareness.

�   Methods
A Google survey was done in 319 Gujarat municipal schools, 

collecting responses from 482 individuals (172 females, Figure 
1(a)): 274 students, 63 teachers, 53 parents, and 92 profes-
sionals responded to the form (Figure 1(b)). A convenience 
sampling strategy was used to select participants. Participation 
was voluntary, and survey links were distributed via school ad-
ministrators and online educational groups. Participants varied 
in age group, classified as 0-10, 10-20, 20-30, 30-40, 40-50, 50-
60, 60-70, and 70-80 years. Major participants were in the age 
group of 10-50 years old (Figure 1(c)). The questionnaire con-
sisted of 30 items, including multiple-choice questions. It was 
divided into four sections: demographic details, general aware-
ness of CVD, personal or familial experience with CVD, and 
perspectives on educational support and career impact. Statis-
tical analyses were applied to ascertain significant relationships 
between age, role, color confusion, and other variables with the 
levels of awareness. A logistic regression model was developed 
to predict support for school counseling and awareness pro-
grams based on role, awareness of CVD, and experiences with 
face color confusion. A decision tree classifier was also trained 
using Gini impurity, a max depth of 5, and a minimum split of 
10 samples to determine influencing factors for awareness. All 
statistical analyses and machine learning models were imple-
mented using MATLAB R2024b.
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�   Result and Discussion 
The poll results show modest knowledge levels; 66.4% of 

respondents had heard of CVDs, but just 33.4% knew their 
frequency. 37.1% of respondents knew that most cases in-
clude red-green color deficit; awareness of the Ishihara test 
was 42.6%. 91.3% have never been tested for CVD (Figure 
2). 12.6% of participants have a CVD family member (Figure 
3). 66.6% of participants agreed that CVD reduces self-con-
fidence, particularly among students (Figure 4). 60.2% of 
affected patients said they had never witnessed taunting due to 
CVD (Figure 4). Respondents expressed strong worry about 
career challenges caused by CVD. While 38.5% supported al-
ternate work assessments to accommodate a CVD individual, 
30.2% agreed that job rejection due to CVDs was appropriate. 
73.6% of participants favored changes in teaching materials 
and examination techniques. 65.5% supported teacher training 
programs, while 87.2% supported school counseling activities 
for CVD students. 86.9% of respondents had never utilized 
color blindness assistance, while 75.5% were interested in a 
color identification smartphone application.

Statistical analyses showed that younger respondents (<30 
years) had significantly higher awareness (t-test, p=0.018), 
awareness varied by profession (ANOVA, p=0.0026), age had 
a weak negative correlation with awareness (-0.15), role had a 
moderate association with awareness (Cramer’s V=0.29), and 
gender and job disqualification opinions had weak associations 
with awareness (0.18 and 0.16, respectively).

The Logistic Regression model, with 76.8% accuracy, has 
been given in Eq. (1). The decision tree classifier achieved an 
accuracy of 72.16%, with the best performance in predicting 
color blindness awareness (Yes class, 86% recall). The most in-
fluential factors were awareness of Ishihara tests, prior color 
blindness testing, and family history. The most influential fac-
tors are given in Figure 5.

DOI: 10.36838/v7i8.4

Figure 1: (a) Gender distribution showing counts of male and female 
participants, (b) participant roles categorized as student, professional, educator, 
and parent, and (c) age group distribution of all respondents represented 
across predefined age intervals. The participant pool was predominantly male 
students. Most respondents were under 30 years of age.

Figure 4: (a) Participant opinions on the impact of Color Vision Deficiency 
(CVD) on self-confidence, and (b) responses regarding observations of teasing 
or bullying related to CVD at school or in the workplace. Participants agreed 
that CVD can impact self-confidence, although many remained neutral. Most 
respondents reported not witnessing teasing or bullying related to CVD.

Figure 3: Statistics on participant experiences related to Color Vision 
Deficiency (CVD): (a) whether the participant has undergone CVD testing, 
(b) the presence of CVD in any family member, and (c) instances of color 
confusion experienced by the participant in daily activities. Most participants 
reported not being tested for CVD and were unaware of any family history 
of the condition. Additionally, the majority stated they never experience color 
confusion in daily life, which suggests limited direct engagement with CVD-
related challenges.

Figure 2: Participant responses on various aspects of Color Vision Deficiency 
(CVD): (a) general awareness of color blindness, (b) knowledge of its prevalence, 
(c) familiarity with the Ishihara Test and school screening procedures, and (d) 
understanding of the broader impact of CVD. Most participants were aware 
of color blindness, but significant gaps existed in understanding its prevalence, 
testing methods, and broader impact, highlighting the need for enhanced 
education and awareness efforts.
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This study has a few limitations. The data was collected 
from municipal schools in Gujarat, which may not represent 
the broader population across India or globally. All responses 
were self-reported, possibly introducing biases or inaccuracies 
in understanding and experiences. The study did not include 
clinical testing to confirm CVD, relying on participants' 
awareness and perception. Additionally, the use of online sur-
veys may have excluded individuals without internet access or 
digital literacy, potentially limiting the diversity of the sample.

�   Conclusion 
This study inspected the awareness of CVD patients from 

Gujarat's municipal schools. Among all 482 participants, 
66.4% heard of CVD, and 33.4% understood its prevalence. 
Most participants have not had them tested or even heard 
of the associated tests (for example, the Ishihara test). Stu-
dents, teachers, and parents have limited knowledge about the 
impact of CVD on daily life. Most participants with CVD 
have acknowledged that the condition affects their confidence 
and limits their career choices. This study suggested a need 
for teacher training, school counseling, color-friendly mate-
rials, and mobile apps. Machine learning models (Logistic 
regression and decision tree models) exhibited that awareness 
and personal experience were key determinants of support 
for CVD awareness programs. Though performed in Guja-
rat schools, this study highlighted an urgent requirement for 
early screening, awareness campaigns, and revised education 
policies.
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ABSTRACT: The development of advanced predictive models can help ensure safe and efficient operations within the complex 
area of the air traffic domain. Accurate 4-dimensional (latitude, longitude, altitude, and time) trajectory prediction plays a crucial 
role in enhancing the safety and efficiency of modern air traffic management systems. This study presents a comparative analysis of 
two trajectory prediction models, a linear regression model and a neural network, focusing on their ability to accurately predict the 
position of an aircraft given factors such as latitude, longitude, altitude, and time. Using data obtained from OpenSky, both models 
were evaluated for prediction accuracy on different error metrics like Euclidean error, MAE, MSE, RMSE, MAPE, and R2. Results 
from the study indicate that while the neural network model performed better on the Euclidean error, the linear model had lower 
scores on all the other error metrics. This underperformance may be attributed to inadequate feature engineering, overfitting, or 
insufficient hyperparameter tuning, and implementing techniques like hyperparameter tuning methods, regularization methods, 
or additional features could enhance the model’s accuracy. These findings provide critical insights into the strengths and limitations 
of each model and highlight the importance of balancing model complexity with performance requirements to refine predictive 
systems in next-generation ATM systems.

KEYWORDS: Robotics and Intelligent Machines, Machine Learning, 4D trajectory prediction, Aircraft Trajectory Modeling, 
Artificial Intelligence in Aviation.

�   Introduction
The need for accurate trajectory prediction models in civ-

il aviation is essential for improving flight safety, enhancing 
operational efficiency, and minimizing delays.1 As global air 
traffic continues to increase, precise models are required to 
optimize flight paths, allowing for the effective use of increas-
ingly congested airspace.2 One such advancement is the use of 
4D trajectory prediction, which not only accounts for latitude, 
longitude, and altitude but also incorporates time, making it 
superior to traditional 3D predictions, which generally include 
latitude, longitude, and altitude.3 In this context, latitude refers 
to the aircraft’s north-south position while longitude refers to 
its east-west position relative to the Earth’s equator, altitude 
measures the distance above a surface or sea level, and time 
tracks positional changes over a period.

The implementation of accurate trajectory prediction mod-
els can aid in making efficient use of limited airspace. This way, 
flights can follow the optimal flight paths while increasing the 
number of aircraft in an area, while the area is still safe. These 
optimal paths also reduce the time required for aircraft to reach 
their destinations while also ensuring the safety of the passen-
gers and the flight crew.2

Traditional trajectory prediction methods, such as Linear 
Regression, have been widely used for identifying linear rela-
tionships in flight data in small datasets.4 However, this model 
is not capable of predicting non-linear relationships often pres-
ent in aviation data, so it might underfit the data. This would 
lead to a lot of outliers, resulting in a higher residual error, 
which means the model would make inaccurate predictions.5

Artificial Intelligence and Machine Learning are promising 
alternatives to aid in trajectory prediction. AI models, especial-
ly neural networks, excel at identifying non-linear relationships 
in data.6 Neural networks have multiple layers with multiple 
nodes, and they produce an output through multiplication, 
summation, activation function application, and other such 
processes. These models can identify patterns in complex data 
that go unnoticed by simpler Regression models.7

This study addresses the following research question: How 
does a neural network-based AI model compare to traditional 
Linear Regression in predicting 4D aircraft trajectories in terms 
of accuracy and practical applicability for air traffic manage-
ment? This research aims to compare the predictive accuracy 
of a traditional Linear Regression model with that of a Neural 
Network model, evaluating how AI can improve 4D trajectory 
modeling in civil aviation. Key metrics for comparison include 
Euclidean Error, Mean Absolute Error (MAE), Mean Squared 
Error (MSE), Root Mean Squared Error (RMSE), Mean Ab-
solute Percentage Error (MAPE), and R-squared (R²) scores. 
The data used for this analysis was obtained from OpenSky, a 
free platform offering real-time aircraft position data (includ-
ing latitude, longitude, altitude, and time) collected through 
ADS-B transponders. The dataset includes variables such as 
call sign, origin country, time position, last contact, longitude, 
and latitude. For this study, the input variables were longitude, 
latitude, altitude, and time deltas. To compare the differences in 
models’ predictive accuracy, a Linear regression model was em-
ployed as the traditional model, and a Neural Network model 
with TensorFlow and TFlite was integrated as the AI model.
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This study contributes to civil aviation by emphasizing the 
benefits of comparing traditional and AI-based models for 
trajectory prediction and aims to provide insights into which 
methodologies best optimize flight paths and manage air traf-
fic, improving the overall efficiency of air traffic management 
systems. By addressing the limitations of traditional models 
and demonstrating how enhanced prediction models can 
streamline aviation systems, the research supports more effi-
cient use of airspace, reduces delays, and ensures safer skies for 
the future.

�   Background and Evolution of 4D
Trajectory Modeling
4D trajectory modeling, which refers to the management of 

aircraft positions in three dimensions, namely latitude, longi-
tude, and altitude, in addition to time, has evolved significantly 
over the years. This development is primarily driven by the 
rapid growth of the aviation industry and reduced flight in-
tervals, which prioritize the need to optimize routes for safety, 
efficiency, and environmental impact.

The initial efforts in trajectory prediction for civil aviation 
were grounded in basic physical models, such as kinematic 
equations of motion. These early models primarily used de-
terministic methods to predict future aircraft positions based 
on historical data.8 However, they were simplistic and did not 
account for various factors like weather, wind, or air traffic.

Research in 4D trajectory prediction began with relative-
ly simpler models. One of the first techniques that emerged 
for trajectory prediction was linear regression, where trajecto-
ry data for aircraft was fitted to a linear model. This allowed 
for simple predictions based on past observations or an easi-
ly recognizable pattern. However, this method's accuracy was 
limited due to its inability to identify complex patterns in non-
linear data, which meant it often underfitted the data and did 
not provide good predictions.8

Recently, with the development of the aviation industry, 
statistical models have become prominent. Among the most 
significant advancements was the introduction of the Kalman 
Filter in trajectory modeling.9 The Kalman filter is an algo-
rithm that can use data that is noisy or inaccurate and estimate 
an unknown variable with greater accuracy. Kalman filters sur-
passed linear regression in air trajectory prediction due to their 
ability to handle dynamic systems and uncertainties effective-
ly.10

As computing power grew in the 1990s, more sophisticated 
nonlinear models were introduced.11 Instead of merely pre-
dicting future positions, these models integrated the concept 
of 4D trajectory modeling, incorporating not only three spatial 
dimensions but also time. Methods such as the Extended Kal-
man Filters (EKF), Monte Carlo Simulations, and stochastic 
models gained popularity during this time in the air traffic 
management industry.12

Today, 4D trajectory modeling has become advanced. With 
the advancement of deterministic models, which provide a sin-
gle, concise prediction of an aircraft’s future trajectory based 
on initial data and well-defined equations of motion. Mod-

el Predictive Control (MPC), which predicts the future state 
of an aircraft based on data about its current state, is a great 
advancement in deterministic models because it continuously 
optimizes to surpass limitations like weather and air traffic.  
Advancements in deterministic kinematic models include 
more sophisticated aircraft dynamics and flight mechanics.

Research is increasingly focusing on models that can ad-
just predictions dynamically as real-time data, like weather 
updates or unexpected air traffic changes, becomes available, 
improving model responsiveness.13,14 Additionally, combining 
deterministic and probabilistic approaches, such as determin-
istic models enhanced with neural networks, is a growing area, 
as it can offer more reliable predictions by balancing precision 
with flexibility for handling unpredictable factors.15

Probabilistic models are statistical models that use un-
certainty as a factor in their predictions. By considering all 
the possibilities, these models can deal with otherwise un-
predictable changes like weather, air traffic congestion, and 
unexpected delays. Some examples of probabilistic models in-
clude Monte Carlo simulations and Bayesian networks.12 In 
Monte Carlo simulations, multiple trajectories are predicted 
when various factors like weather and wind speed are inputted 
into the model. Bayesian networks represent the relationships 
between different variables probabilistically, which is useful in 
incorporating both historical and real-time data.

Despite their statistical flexibility, traditional determinis-
tic and probabilistic models still struggle with the dynamic, 
nonlinear complexities of real-world aviation. Deterministic 
approaches rely on fixed equations, limiting their adaptabili-
ty to unforeseen disruptions like sudden weather shifts or air 
traffic congestion.13 Probabilistic methods, while accounting 
for uncertainty, often require extensive computational resourc-
es to scale effectively and may lack the granularity to capture 
intricate spatial-temporal patterns.12 These shortcomings 
highlight the need for more adaptive, data-driven solutions, 
prompting the exploration of AI-based techniques, which 
leverage machine learning to dynamically refine predictions 
using real-time data.

Traditional trajectory prediction models are useful in many 
situations, but also include a lot of limitations. These models 
are unable to handle relationships between non-linear data, like 
wind speed and turbulence.16 If they are asked to find patterns 
in complex, non-linear data, they would simplify the output 
and therefore underfit the data.  These models also have lim-
ited adaptability to constantly updating real-time data. These 
foundational models also perform poorly in complex or noisy 
data. They are not adapted to handle the complexity required 
for large-scale data.

Collectively, traditional trajectory prediction mod-
els—whether deterministic or probabilistic—face inherent 
constraints. Key limitations include reliance on simplified lin-
ear assumptions, leading to underfitting in nonlinear scenarios; 
poor scalability with high-dimensional, noisy data; and static 
architectures unable to assimilate real-time updates efficient-
ly. These gaps necessitate a paradigm shift toward AI-driven 
models capable of learning complex patterns autonomously 
and adjusting predictions dynamically.
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Neural networks, particularly deep learning architectures, 
have shown promising results in predicting 4D trajectories. 
One of the most common architectures for 4D trajectory 
prediction is the Long-Term short-memory network. LTSM 
networks are a type of recurrent neural network (RNN) that 
excels in mastering long-term dependencies.17 LTSMs contain 
a memory cell that can hold information for a long period of 
time. LTSMs can also decide what information to include and 
what to remove. LTSMs are effective at learning from histori-
cal trajectory data and predicting future positions in both space 
and time, and this makes them ideal predictors of the aircraft’s 
future trajectory. Graph Neural Networks (GNNs) are an 
emerging architecture for aviation trajectory prediction, espe-
cially in multi-aircraft scenarios. GNNs contain data points 
called nodes, which are linked by lines called edges. GNNs 
model the interactions between different aircraft as nodes in a 
graph, with edges representing potential interactions (such as 
proximity with other aircraft or potential conflicts).

This progression from traditional deterministic models to 
AI-driven 4D trajectory modeling reflects the industry's shift 
toward more adaptive and predictive solutions that are capable 
of addressing the complexities of modern aviation. By incor-
porating real-time data and handling nonlinear interactions, 
AI models offer unprecedented accuracy and flexibility that 
traditional models cannot achieve, setting a new standard in 
trajectory prediction.8,18

The advancements in trajectory modeling, from determinis-
tic methods to AI-driven techniques, demonstrate the aviation 
industry's commitment to addressing the complexities of 
modern air traffic management. While traditional models like 
linear regression have laid the foundation for trajectory predic-
tion, their limitations in handling nonlinear and dynamic data 
necessitate the exploration of more sophisticated approaches. 
This motivates this research to investigate how integrating a 
neural network-based AI model can improve the accuracy and 
efficiency of 4D trajectory predictions compared to tradition-
al methods. The following sections outline the methodology, 
including data collection and modeling approaches, that un-
derpin this comparative analysis.

�   Methodology
Data Collection and Description:
The dataset used for this research was obtained from Open-

Sky, a free receiver network that contains credible aircraft 
information received through ADS-B transponders. The at-
tributes extracted from the dataset include Callsign, Origin 
country, time position, last contact, latitude, longitude, and 
altitude. As 4D trajectory prediction involves latitude, longi-
tude, altitude, and time, the corresponding attributes will be 
significant to the research. In aviation, a callsign is a unique 
identifier that consists of the aircraft’s name along with a 
combination of unique numbers or letters. This is used to dis-
tinguish an aircraft during communication with the control 
center or other aircraft, which avoids confusion when multi-
ple aircraft are in the same space. These attributes contribute 
to accurate tracking of the aircraft’s position, enabling precise 
trajectory prediction. For this research, the callsign will be used 

to distinguish the aircraft, which is critical in predicting its 
trajectory.  Additionally, attributes like origin, country, and last 
contact also help identify a particular aircraft and distinguish 
it from others.

Model Selection:
To address the need for accurate trajectory prediction, 

two modeling approaches were introduced: a traditional lin-
ear regression model and a neural network-based AI model. 
Each approach offers unique strengths and leverages differ-
ent aspects of the data. The linear regression model provides 
a straightforward approach to understanding simpler relation-
ships among variables, while the AI model can handle the 
non-linear complexities in location data, which may enhance 
flexibility and prediction accuracy for real-time predictions.

Linear regression attempts to predict the relationship be-
tween an independent variable (Time delta, Latitude delta, 
and Longitude delta) and the target variables (Latitude and 
Longitude), assuming a linear relationship between these 
variables. This model also assumes constant variance, indepen-
dence of errors, no multicollinearity, and performance.

The AI model’s hyperparameters (e.g., layer size, activa-
tion functions, epochs) were selected based on empirical best 
practices for trajectory prediction tasks, balancing computa-
tional efficiency and predictive performance. While systematic 
hyperparameter optimization techniques like grid search or 
cross-validation were not employed due to resource constraints, 
key design choices were validated through iterative testing.

The AI model consists of an input layer, two hidden layers 
with 64 nodes and ReLU activation functions, and an output 
layer with two nodes to predict latitude and longitude. ReLU 
(Rectified Linear Unit) is used in the hidden layers because 
it is able to handle nonlinear data effectively, and the output 
layer remains linear to directly predict latitude and longi-
tude. The model utilizes 64 nodes in each layer to achieve a 
balanced learning capacity without overfitting the data. The 
output layer contains two nodes corresponding to the latitude 
and longitude predictions. TensorFlow was chosen for train-
ing because of its ability to execute various tasks across many 
platforms and its general performance with neural networks 
after training. The model was converted to TensorFlow Lite 
(TFLite) for its compactness, efficiency, and ability to deploy 
the model on mobile or embedded systems, which allows for 
faster prediction time, ideal for real-time trajectory prediction.

For model training and evaluation, the training dataset is 
split into 80% training and 20% testing for both models using 
TrainTestSplit. 10% of the training data is further split to be 
used as validation data during neural network training to mon-
itor and reduce overfitting. For the neural network, a default 
batch size was assigned following the framework’s optimal 
settings for efficiency. However, adjustments can be made de-
pending on hardware and computational power. The neural 
network is trained for 10 epochs, balancing training time with 
achieving sufficient accuracy in learning trajectory patterns.
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give extreme values when actual values are close to zero. It is 
also easily interpretable as a percentage. The formula that can 
be used to derive MAPE is:

Equation (5)

R-squared (R²) indicates the proportion of variance in the 
data explained by the model. Its values range from 0 to 1. 
Higher R² values show that the model explains more of the 
observed data variance, which is especially useful for assessing 
linear models' effectiveness. Negative values can occur if the 
model performs worse than a simple baseline model. R-squared 
can be represented as:

Equation (6)

Where ȳ is the mean of the actual values

Experimental Setup:
This project utilizes Python for implementation, with li-

braries including TensorFlow, TFLite, and Scikit-Learn. 
TensorFlow is used to build, train, and convert the model into a 
TFLite model for efficiency, and Scikit-Learn, which contains 
modules like StandardScaler and TrainTestSplit, is used for 
linear regression and data scaling. The TensorFlow model was 
initially trained in a typical Python runtime environment com-
patible with TensorFlow 2.x. The TFLite runtime interpreter is 
lightweight, making it suitable for resource-constrained envi-
ronments, ensuring efficient model predictions even for systems 
with limited computational power, such as the home PC used 
to implement the model for this research. An 80/20 train-test 
split is applied, with 80% of the data used for model training 
and 20% for final evaluation to assess the model’s overall per-
formance. Within the training data, a 10% validation split is 
applied to monitor the neural network's performance during 
training. This approach helps track model convergence and 
identify any potential overfitting to the training data. Given 
the model’s relatively simple architecture and the deterministic 
nature of trajectory data (e.g., temporal dependencies), target-
ed hyperparameter selection was prioritized over exhaustive 
search methods. This approach aligned with the goal of light-
weight deployment for real-time applications. Finally, feature 
scaling was applied, using StandardScaler, to improve model 
generalization and performance.

�   Results 
This section compares the performance of the tradition-

al linear model with that of the AI model, using a range of 
key error metrics to assess prediction accuracy. The primary 
metric applied, Euclidean Error, measures the straight-line 
distance between predicted and actual values, providing an 
overall indicator of model accuracy. Additionally, several other 
metrics were utilized to offer a nuanced performance assess-
ment. Mean Absolute Error (MAE) was calculated to provide 
the average magnitude of errors in the same units as the target 
variable, giving a straightforward measure of typical error size. 
Mean Squared Error (MSE), which represents the average 

Evaluation metrics:
Euclidean Error measures the direct spatial distance be-

tween predicted and true positions, providing a clear indication 
of geographic accuracy, which is essential for trajectory appli-
cations. A smaller Euclidean error indicates that two points 
are closer together, while a larger error means they are further 
apart, and in this scenario, a smaller error would be optimal. 
This metric is very easy to interpret, and its calculations are 
straightforward. Euclidean Error is particularly suitable for 
trajectory prediction because it directly quantifies positional 
deviations in physical space—a critical requirement for avia-
tion safety and navigation. Additionally, its simplicity ensures 
computational efficiency, making it practical for real-time 
systems where rapid error assessment is necessary. Euclidean 
Error is defined as:

Equation (1)
Mean Absolute Error (MAE) calculates the average abso-

lute error in predictions, giving insight into general prediction 
accuracy and robustness against outliers. It gives an idea of 
how much, on average, the predictions deviate from the actual 
values. MAE gives the average magnitude of errors in the same 
units as the output. The lower the MAE, the better the model 
is at making accurate predictions. MAE can be represented as:

Equation (2)

Where yi is the actual value, ŷi is the predicted value, and n 
is the number of data points.

Mean Squared Error (MSE) is the average of the squared 
differences between predicted and actual values. It penalizes 
larger errors more than smaller ones due to the squaring of the 
differences. The lower the MSE, the better the model is per-
forming. A small MSE indicates the model is making mostly 
accurate predictions. It is more sensitive to outliers because it 
emphasizes larger errors. The formula for MSE is:

Equation (3)

The square root of MSE, Root Mean Squared Error 
(RMSE), has the same units as the target, making it easier 
to interpret in terms of geographical units. It provides insight 
into the overall prediction accuracy, emphasizing larger errors. 
Like MSE, the lower the RMSE, the better the model's per-
formance. However, RMSE is easier to interpret since it is in 
the same units as the data. RMSE is especially useful when 
larger errors need to be penalized more. RMSE can be derived 
as shown:

Equation (4)

Mean Absolute Percentage Error (MAPE) measures er-
ror as a percentage, making it helpful for understanding the 
model’s relative accuracy and comparing different models’ 
performance. A lower MAPE means better predictive perfor-
mance. It is particularly useful when comparing the accuracy 
of models across different datasets or scales. However, it can 
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For longitude prediction, the AI model again demonstrated 
a lower Euclidean Error of 36.073 compared to the tradition-
al model's 59.538. However, as with latitude prediction, the 
AI model underperformed significantly on other metrics. The 
MAE for the AI model was 5259.041, substantially higher 
than the traditional model’s 57.724, and the MSE and RMSE 
values for the AI model were also significantly higher (MSE 
of 27657509.561 and RMSE of 5259.041) compared to the 
traditional model’s MSE of 4560.720 and RMSE of 67.533. 
Furthermore, the MAPE value for the AI model was exceed-
ingly high at 5428.508, contrasting sharply with the traditional 
model's MAPE of 102.830. The R² metric could not be com-
puted for the AI model (NaN), whereas the traditional model 
achieved an R² of 0.472, suggesting some level of explanatory 
power in the traditional model. Table 2 and Figure 2 display 
these comparative results for longitude prediction.

squared differences between predicted and actual values, was 
also applied. This metric penalizes larger errors more heav-
ily than smaller ones due to the squaring of the differences, 
making it sensitive to outliers and emphasizing significant 
deviations in prediction. Root Mean Squared Error (RMSE), 
similar to MSE, also accentuates larger errors but is easier to 
interpret because it is expressed in the same units as the target 
data. To provide insights into performance in relative terms, 
Mean Absolute Percentage Error (MAPE) was used, which 
expresses error as a percentage, making it particularly useful 
for understanding model accuracy across different scales. Last-
ly, the R² score, or coefficient of determination, was applied 
to evaluate how well each model explains the variance in the 
target data. This metric indicates the proportion of variance 
in the dependent variable that is predictable from the inde-
pendent variables, thus providing an estimate of each model’s 
explanatory power. Collectively, these metrics offer a compre-
hensive view of model performance, revealing strengths and 
limitations across various aspects of predictive accuracy and 
error sensitivity.

While the AI model achieved a lower Euclidean error, in-
dicating better performance on this metric, it underperformed 
on other key metrics: Mean Absolute Error (MAE), Mean 
Squared Error (MSE), Root Mean Squared Error (RMSE), 
Mean Absolute Percentage Error (MAPE), and R².

The traditional linear model and the AI model displayed 
notable differences in predicting latitude. Although the AI 
model achieved a Euclidean Error of 36.073, which was sub-
stantially lower than the traditional model’s Euclidean Error 
of 59.538, the AI model's performance was inconsistent across 
other metrics. For instance, the MAE for the AI model was 
1835.694, which is considerably higher than the traditional 
model’s MAE of 10.986, indicating a greater overall prediction 
error. Similar trends were observed in the MSE, RMSE, and 
MAPE values, with the AI model recording markedly higher 
errors (MSE of 3369773.141 and RMSE of 1835.694) com-
pared to the traditional model (MSE of 223.239 and RMSE 
of 14.941). Additionally, while the traditional model had an 
R2 score of 0.458, the AI model’s error could not be computed, 
represented by NaN, meaning “Not a Number,” which signifies 
an undefined or unrepresented value. This shows how a valid 
error could not be provided for this metric. These discrepan-
cies suggest that while the AI model achieves closer proximity 
to actual values in specific instances (as indicated by lower Eu-
clidean Error), it may not consistently capture the underlying 
data structure as effectively as the traditional model across all 
error metrics. Table 1 and Figure 1 summarize these results for 
latitude prediction.
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Table 1: Comparison in latitude prediction accuracy between the Traditional 
and the AI model using various error metrics. The results indicate that the 
traditional model performed better than the AI model on every metric except 
for Euclidean error, where the AI model performed better by a small margin.

Table 2: Comparison in longitude prediction accuracy between the 
Traditional and the AI model using various error metrics. The results indicate 
that the traditional model performed better than the AI model on every 
metric except for Euclidean error, where the AI model performed better by 
a small margin.

Figure 1: The visual representation of the models’ performance in predicting 
the latitude indicates that the AI model performed worse than the traditional 
model at every error metric except Euclidean error (a lower error equals better 
accuracy). It can also be seen that there is a large margin of difference between 
the traditional model’s and AI model’s performance for each metric.

12/20/24, 1:45 PM Figure 1.PNG
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The findings indicate that while the AI model excels in min-
imizing Euclidean Error, it struggles with other critical error 
metrics, particularly MAE, MSE, RMSE, and MAPE, for 
both latitude and longitude predictions. This discrepancy may 
stem from the AI model’s sensitivity to data inconsistencies or 
its potential overfitting to specific patterns within the dataset. 
Conversely, the traditional linear model demonstrated more 
consistent performance across a wider range of error metrics, 
suggesting it may be more reliable for generalized location pre-
dictions despite a slightly higher Euclidean Error.

These results highlight the importance of selecting appro-
priate performance metrics when evaluating predictive models, 
as different metrics can highlight varying aspects of model 
accuracy and reliability. Future studies may explore ways to 
optimize the AI model's performance across all error metrics, 
potentially by refining model architecture or employing addi-
tional data preprocessing techniques to improve generalization.

�   Discussion 
The performance analysis shows that although the AI model 

performed better than the Linear model at Euclidean Error, it 
performed worse in other errors. This may be because while 
Euclidean error can be effective at assessing overall spatial 
accuracy in predictions, it is not able to capture the nuances 
of individual coordinate predictions, such as latitude or lon-
gitude.19 For instance, integrating spatial autocorrelation in 
machine learning models can enhance accuracy by accounting 
for geographical data. However, relying only on Euclidean dis-
tance can result in individual errors being masked by overall 
distance calculations, leading to potentially misleading perfor-
mance assessments. Traditional models like spatial lag, which 
incorporate spatial features, can better capture the spatial de-
pendency and reduce prediction errors.18,20

The AI model's poorer performance on MAE, MSE, and 
RMSE (despite its Euclidean error advantage) suggests it 
struggles with coordinate-specific precision. Unlike Euclide-
an distance, which aggregates errors into a single spatial value, 

these metrics penalize directional biases (e.g., consistent over-
estimation of altitude). The AI model’s focus on holistic spatial 
accuracy may come at the cost of localized errors in individual 
dimensions (latitude/longitude/altitude), which are weighted 
equally in traditional metrics.21

Another reason the traditional model performed better than 
the AI model could be the fact that traditional models often 
perform better on simpler metrics like RMSE, MSE, and 
MAE.22 This provides stable and interpretable results. If the 
model had a simpler structure, such as in linear regression or 
traditional random forest models, it delivered more consistent 
results due to fewer complexities in data relationships. While 
AI models may introduce noise or fail to generalize due to their 
complexity, traditional models, such as spatial lag or linear re-
gression, prioritize interpretability, making them more reliable 
for simpler datasets or metrics like RMSE and MAE.23 This 
stability is particularly evident when spatial dependencies are 
weak and the models are not overfitted. As seen in the compar-
ison between spatial models and traditional machine learning 
models, simpler models tend to generalize better under specific 
conditions.18 Furthermore, traditional models generally require 
fewer computational resources, enabling faster optimization 
and fewer errors caused by resource limitations during train-
ing.24

Additionally, AI models may exhibit significant errors due 
to several factors, such as overfitting training data, inadequate 
feature engineering, or insufficient hyperparameter tuning. 
Overfitting is particularly problematic when the model learns 
noise in the training data, leading to poor generalization on 
test data.25 Especially on small or imbalanced datasets, AI 
models are prone to overfitting and memorizing instead of 
generalizing, while traditional models, which are less data-in-
tensive, are less likely to overfit.26 Additionally, the inclusion 
of irrelevant or insufficient features may increase the runtime 
and hinder the model’s ability to capture complex relationships 
between inputs and outputs.25 Furthermore, fine-tuning model 
architecture and parameters is crucial to optimizing perfor-
mance. AI models often depend on well-designed features. 
Inadequate preprocessing or irrelevant features can degrade 
their performance compared to traditional models, which are 
more robust to such shortcomings.27 For instance, AI models 
may overlook natural spatial relationships unless specifical-
ly programmed, unlike spatial regression models designed to 
address geographic dependencies explicitly.28 The AI model’s 
suboptimal performance on non-Euclidean metrics may also 
stem from its inability to prioritize coordinate-specific errors. 
Euclidean distance aggregates spatial deviations into a single 
value, potentially masking directional biases.29 In contrast, 
traditional models optimize for individual coordinate errors 
directly, aligning better with metrics like MAE. Addition-
ally, the AI model’s fixed architecture (e.g., 64-node hidden 
layers) may lack the adaptability to capture localized spatial 
patterns, whereas traditional methods like spatial lag explicit-
ly model geographic dependencies.30 This limitation becomes 
pronounced when training data lacks sufficient variability in 
spatial-temporal features, further exacerbating directional er-
rors. While the AI model’s superior performance in Euclidean 
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Figure 2: The visual representation of the models’ performance in predicting 
the longitude indicates that the AI model performed worse than the 
traditional model at every error metric except Euclidean error (a lower error 
equals better accuracy). It can also be seen that there is a large margin of 
difference between the traditional model’s and AI model’s performance for 
each metric, suggesting the traditional model may be reliable for generalized 
local predictions.
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error suggests potential for spatial accuracy, its inconsistency 
across other metrics raises questions about its robustness. For 
example, probabilistic models like Bayesian networks16 or hy-
brid approaches16 may better handle uncertainty in dynamic 
conditions, such as weather disruptions or air traffic variability, 
by combining deterministic predictions with probabilistic ad-
justments.

The AI model’s higher MAE/RMSE scores may also stem 
from its inability to prioritize error types critical for aviation. 
For example, altitude errors (safety-critical) and time errors 
(delay-sensitive) are treated equally with lateral position er-
rors in the loss function. Traditional models, by contrast, often 
optimize for domain-specific priorities (e.g., penalizing alti-
tude deviations more heavily), aligning better with operational 
needs.

Fundamentally, the AI model’s failures in non-Euclidean 
metrics reflect a misalignment between its training objective 
(minimizing bulk spatial error) and aviation’s need for dimen-
sion-aware precision. While Euclidean optimization suits 
general spatial tasks, trajectory prediction requires balancing 
heterogeneous errors (e.g., time vs. altitude), necessitating 
custom loss functions or hybrid architectures that blend AI’s 
nonlinear capacity with traditional models’ interpretable con-
straints.

It is found that advanced AI techniques like deep learning, 
though powerful, require careful design choices to minimize 
these issues.15,18 Advancing the performance of AI mod-
els requires the exploration of more sophisticated models or 
alternative architectures. Emerging techniques such as rein-
forcement learning, generative adversarial networks (GANs), 
transfer learning, and neuro evolution offer promising solutions 
to issues that traditional machine learning models struggle 
with. In addition, these models significantly enhance predic-
tive accuracy and reduce errors, leading to better performance. 
For instance, GANs have been utilized in scenarios requiring 
creative data generation, such as vehicle trajectory prediction,13 
and show great potential for use in the trajectory prediction of 
aircraft. Similarly, reinforcement learning allows models to in-
teract with their environments, developing accuracy over time, 
which could improve the performance of the model, leading 
to better trajectory predictions. Explainable AI (XAI), which 
refers to a set of processes and methods designed to make AI 
models more transparent and interpretable to humans, also 
offers frameworks that could not only improve performance 
but also make AI decisions more interpretable and transparent, 
aiding in debugging and model refinement. It takes account-
ability for its decisions while also mitigating bias.31

Moreover, emerging technologies, such as quantum AI, are 
beginning to demonstrate significant potential, offering mas-
sive computational power capable of addressing highly complex 
tasks with greater precision.32 This diversity in AI techniques 
provides a range of alternatives that may better align with the 
specific requirements of a given problem domain and dataset 
characteristics. These advancements highlight the importance 
of exploring and adopting innovative architectures, particularly 
in scenarios where traditional models underperform.14

The findings of this study align with the potential of ad-
vanced techniques like reinforcement learning (RL) and GANs 
to address observed shortcomings. RL’s iterative reward-based 
optimization could dynamically adjust predictions in response 
to real-time errors (e.g., wind shifts), while GANs could syn-
thesize rare but critical scenarios (e.g., extreme turbulence) to 
improve generalization. Explainable AI (XAI) frameworks, 
such as SHAP or LIME, could further bridge the gap between 
the AI model’s ‘black-box’ predictions and the interpretability 
of traditional models, enabling targeted debugging of coordi-
nate-specific errors (e.g., latitude bias) and fostering trust in 
aviation applications. 

The linear model’s stability in MAE and RMSE shows us 
its reliability for scenarios where computational efficiency is 
prioritized, indicating the need to align model selection with 
specific operational requirements. For example, AI models for 
precision in controlled environments versus traditional mod-
els for generalizability. Therefore, we suggest that future work 
should test hybrid frameworks to mitigate the limitations ob-
served in standalone AI or linear approaches.

�   Limitations and Future Directions 
While the data obtained from the OpenSky network was 

accurate, it was restricted in quantity, potentially limiting the 
model's ability to generalize across diverse scenarios. The data-
set also had a few inconsistencies, such as missing values, which 
impacted the predictive accuracy of the model. Inaccuracies in 
recorded flight parameters or limited temporal and spatial res-
olution may have introduced noise into the training process, 
which might have led the model to provide biased or inac-
curate predictions. The complexity of the AI model used in 
this study might have contributed to its overfitting or under-
fitting of the data. Overfitting arises when the model captures 
noise in the training data, resulting in reduced generalization 
for unseen data. In contrast, underfitting occurs when a mod-
el is too simple to capture the complexities or the underlying 
patterns in the data. To address these issues, hyperparameter 
tuning methods like grid search, random search, or Bayesian 
optimization could have been implemented to find the best 
hyperparameter configurations. Additionally, regularization 
methods like weight decay, dropout, or early stopping could 
have been utilized to reduce overfitting. On the other hand, 
to minimize underfitting, the complexity of the model could 
have been increased using feature engineering and hyperpa-
rameter tuning. Moreover, the choice of features utilized might 
not have fully captured the dynamics of the system being mod-
eled. Features like weather, turbulence, and air traffic at that 
specific time could have been incorporated to capture under-
lying patterns and increase predictive accuracy. While the data 
collected represents a diverse range of flights from many flight 
regions, the data was collected during a specific time frame, so 
it might not be representative of data obtained during other 
time frames, which limits the model’s ability to accurately pre-
dict data from other time frames.  The dataset may also contain 
inherent biases based on geographical coverage, aircraft types, 
or airline operators represented in the OpenSky network. Such 
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sampling biases could skew the model's understanding of 
typical flight patterns. Additionally, missing values in critical 
parameters like altitude or velocity may reflect systemic gaps in 
ADS-B coverage rather than random noise. These data quality 
issues compound the challenges of training reliable predictive 
models, as they may cause the AI system to learn artifacts of 
data collection limitations rather than true trajectory patterns.

Several data preprocessing and augmentation approaches 
could mitigate these limitations. For missing values, multiple 
imputation techniques could estimate plausible values while 
accounting for uncertainty, rather than simple deletion or mean 
imputation. For temporal biases, implementing time-based 
stratification during train-test splits would ensure all time pe-
riods are represented. For spatial biases, geographic weighting 
could balance representation across flight regions. To reduce 
noise, Kalman filtering could be utilized to smooth erratic po-
sition reports while preserving true trajectory patterns.

For more robust testing, implementing k-fold cross-valida-
tion (e.g., 5- or 10-fold) is recommended, especially for the 
traditional linear regression model.33 This technique provides 
a more comprehensive performance estimate across different 
data partitions. Additionally, using early stopping or monitor-
ing validation loss can help prevent overfitting in the neural 
network model by stopping training when improvement pla-
teaus.34

To enhance AI model performance, exploring advanced 
methodologies is crucial. Techniques such as reinforcement 
learning, GANs, and transfer learning offer promising avenues 
for improvement. For example, GANs have shown success 
in generating synthetic trajectory data to improve predictive 
models,13 while reinforcement learning can iteratively optimize 
models by interacting with dynamic environments.

Explainable AI (XAI) frameworks also present significant 
opportunities, making AI predictions more transparent and in-
terpretable. By improving model accountability and mitigating 
bias, XAI frameworks not only enhance performance but also 
increase trust in AI systems.31

Emerging technologies, such as quantum AI, offer un-
paralleled computational power, which could revolutionize 
trajectory prediction by addressing the complexities of large-
scale, nonlinear datasets with higher precision.32 Exploring 
these techniques alongside traditional models will help identify 
the most effective methodologies for optimizing 4D trajectory 
prediction.

These findings have direct implications for real-world air 
traffic management (ATM) systems. The comparative per-
formance analysis suggests that hybrid systems combining 
traditional models' reliability with AI's pattern recognition 
capabilities could optimize trajectory prediction in opera-
tional environments. For instance, linear models could serve 
as baseline predictors while AI components handle complex, 
nonlinear scenarios like weather disruptions or congested 
airspace, creating a more robust ensemble system. These re-
sults could inform the phased implementation of AI in ATM 
systems. The performance metrics established here provide 
concrete benchmarks for aviation authorities evaluating predic-
tion systems, particularly in balancing accuracy requirements 

with computational constraints. Future work could test these 
models in simulation environments mirroring actual air traffic 
control workflows to validate operational feasibility.

In summary, this study shows that while traditional models 
excel in simplicity, efficiency, and interpretability, AI models 
show immense promise for handling complex, nonlinear data. 
However, their effectiveness depends on overcoming challeng-
es such as overfitting and inadequate feature engineering. The 
integration of advanced techniques, including GANs, rein-
forcement learning, and XAI, highlights the potential for AI 
to set new standards in 4D trajectory modeling, improving air 
traffic management and operational efficiency.
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ABSTRACT: This study analyzes the impact of a Major League Baseball (MLB) player's Most Valuable Player (MVP) season 
on their team's financial performance, specifically focusing on gate receipts and attendance metrics. Utilizing data across multiple 
seasons from MLB teams, the study employs statistical analysis through data gathered in a panel regression to determine the 
correlation between a player's MVP season and subsequent changes in these financial metrics. The findings suggest that an MVP 
season can significantly increase a team’s gate receipts and attendance, as fans are drawn to witness exceptional performances. 
Further study could extend these findings by gauging the long-term financial impact of an MVP season, including how merchandise 
sales, media rights, and sponsorships are changed in subsequent seasons. Furthermore, investigating factors such as the economic 
environment, fan demographics, and team market size that impact the financial outcomes of an MVP season would offer even 
more detail in the development of these financial results. This study's dataset, covering the 2009-2019 timeframe, does not account 
for more contemporary trends or external economic factors like recessions, which can influence fan spending behavior.  

KEYWORDS: Mathematics, Panel Regression, MVP Season, Gate Receipts, Attendance.

�   Introduction
In Major League Baseball (MLB), a player's Most Valu-

able Player (MVP) season can have a profound impact on a 
team's financial performance, specifically on gate receipts and 
attendance. An MVP season, marked by remarkable individual 
achievements, not only demonstrates elite skill but also drives 
significant economic growth for the team. The draw of wit-
nessing talent firsthand often increases fan interest, leading to 
higher attendance at games. Fans are drawn by the opportunity 
to see a player performing at their peak, creating a heightened 
sense of excitement around each game.1

A panel regression model was used to analyze the relationship 
between MVP seasons and the dependent variables. A panel 
regression combines cross-sectional data (multiple teams) and 
time-series data (multiple seasons), allowing for the analysis 
of how changes in MVP status affect financial metrics over 
time. This method is ideal for this study because it accounts for 
both variations across teams and the passage of time while con-
trolling for unobserved factors that could influence outcomes, 
such as team location, market size, or long-standing fan bases. 
By employing fixed effects, the model isolates the true impact 
of an MVP season on the financial vitality of MLB teams.2

To better understand this dynamic, the following sections 
will explore historical data on attendance and gate receipts be-
fore, during, and after MVP seasons across several MLB teams. 
Through this analysis, the goal is to quantify the financial im-
pact of an MVP player on an MLB franchise.

�   Literature Review
The economic impact of star players, particularly during 

standout seasons, is a well-established phenomenon in sports 
economics, often referred to as the "Superstar Effect." Ros-
en first articulated this effect, positing that a small group of 

exceptionally talented individuals, or superstars, amass a dis-
proportionate share of market attention and revenue.1 His 
theory suggests that fans are uniquely drawn to witness ex-
traordinary talent, creating heightened demand and a higher 
willingness to pay for tickets to games featuring these players, 
thereby leading to significant financial returns for teams with 
star athletes.

Studies in both the NBA and MLB demonstrate the sub-
stantial role star players play in driving attendance and revenue. 
Hausman and Leonard found that dominant players in the 
NBA, like Larry Bird, could increase game attendance by up 
to 50%, indicating that fans are not solely motivated by team 
success but are also attracted to individual performance excel-
lence.3 This reflects fans' desire to see players with elite skill 
sets in action, a factor that can sustain attendance and drive 
revenue even during seasons of suboptimal team performance. 
Similarly, Scully showed in MLB that teams with MVP-cali-
ber players experience significant boosts in ticket sales as fans 
willingly pay premium prices to watch these standout players 
perform.4

The presence of a star player in MLB, particularly during an 
MVP season, is shown to have a lasting impact on fan turnout 
and revenue. This aligns with the findings of Berri et al., who 
demonstrated that NBA teams with marquee players main-
tained strong attendance levels, largely due to the intrinsic 
draw of individual star power.5

Furthermore, the impact of an MVP season can have a last-
ing impact on a team's revenue, often strengthening a team’s 
market positioning and revenue in subsequent years. Hum-
phreys and Johnson found that in MLB, the visibility and 
popularity from an MVP season could lead to a more loyal 
fan base and sustained interest in the team, cultivating higher 
long-term attendance and merchandise sales.6 This prolonged 
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fan engagement is typically enhanced by strategic marketing 
and promotional efforts, including premium seating, special 
events, and merchandise linked to the MVP player, which 
serve to maximize both immediate and long-term financial 
benefits.

Contemporary research further bolsters the notion that star 
players significantly influence game attendance and financial 
outcomes beyond their direct contributions to team success. 
Humphrey and Johnson concluded that superstar players gen-
erate substantial externalities, increasing both home and away 
game attendance. Their findings specifically suggest promi-
nent basketball players such as Michael Jordan attracted over 
5,000 additional fans per game, emphasizing the idea that the 
presence of a marquee player can have widespread economic 
implications for a sports franchise.7

Moreover, Slusser deduces that the presence of achieving 
players is positively correlated with increased attendance, in-
dicating that fans are more likely to attend games featuring 
high-performing players. These results underscore the sig-
nificant role star players play in driving fan engagement for 
franchises.8

In conclusion, the literature strongly supports the notion 
that MVP seasons and star player performances have a sig-
nificant positive impact on teams’ financial outcomes. This is 
particularly evident in leagues like MLB and the NBA, where 
the opportunity to witness exceptional athletic performances 
drives fan engagement, ticket sales, and brand loyalty. Thus, 
teams can strategically leverage star players to enhance both 
immediate and future profitability.

�   Methods
This study examines the financial factors influencing Major 

League Baseball (MLB) teams, focusing on two key depen-
dent variables: gate receipts and attendance. The data spans 
from 2009 to 2019, with each MLB team represented as an 
individual in the panel, labeled from 1 to 30.

Data Collection:
Dependent Variables:
Gate Receipts: The revenue generated from ticket sales 
for each team.
Attendance: The number of attendees at each game for 
each team.
Quantitative Variables:
MVPYear1: Indicates if a player from the team won the 
MVP award in the previous year. 
MVPYear2: Indicates if a player from the team won the 
MVP award two years prior. 
MVPYear3: Indicates if a player from the team won the 
MVP award three years prior. 
Record Wins: The number of wins recorded by the team 
in a season.
Playoff Appearances: Indicates if the team made the play-
offs.
Division Win: Indicates if the team won its division.

This study estimates the following panel regression model 
with year and team fixed effects:

Equation 1:
Perfi,t=β1MVP1i,t+β2MVP2i,t+β3MVP3i,t+∂Xi,t+jt+ρi+εi,t

Perf is the performance of the team gate receipts or atten-
dance for team (i) in year (t)
MVP is an indicator variable for teams (i) that had an 
MVP one year ago (MVP1), two years ago (MVP2), or 
three years ago (MVP3), in year (t)
X is a vector of control variables for team (i) in year (t) that 
include the team’s number of wins that year, an indicator 
for whether the team won the division, and an indicator 
for whether the team made the playoffs.
j are fixed effects
p are fixed effects

A panel regression is well-suited for this study as it accounts 
for cross-sectional (team-specific) and time-series (year-spe-
cific) variations, providing robust insights into the dynamic 
nature of financial outcomes across different teams over time.

�   Result and Discussion 
Analysis of Gate Receipts:
Summary Statistics:
The mean value of gate receipts is 83.739 million with a 

standard deviation of 56.220 million, reflecting variability 
across teams. This large standard deviation suggests signif-
icant differences in ticket revenue among the MLB teams, 
influenced by factors like team performance, fan base size, and 
stadium capacity.

Goodness of Fit:
R-squared: 0.294, indicating that 29.4% of the variation 

in gate receipts is explained by the model. This suggests that 
while the model accounts for some of the variation, a signifi-
cant portion remains unexplained, pointing to other potential 
factors not included in the model. Adjusted R-squared: 0.210, 
which adjusts for the number of predictors in the model. This 
indicates that after accounting for the number of variables, 
about 21% of the variation in gate receipts is explained. The 
lower adjusted R² compared to R² suggests that some predic-
tors may not add substantial explanatory power.

Signif icance Tests:
F-statistic: 20.420 with a p-value of <0.0001, suggesting 

that the model is statistically significant. The p-value indicates 
a less than 0.01% chance that the relationships observed are 
due to random variation, confirming that the combined effects 
of the predictors meaningfully influence gate receipts.

Coeff icients:
MVPYear1: Positive effect on gate receipts (estimate: 8.132, 

p-value: 0.055). This indicates that a team's MVP win in the 
current year has a marginal impact on increasing gate receipts, 
though it is just above the threshold of statistical significance 
(0.05). This suggests that the effect could be relevant but war-
rants further investigation.

MVPYear2: Positive effect (estimate: 15.804, p-value: 
0.000), indicating that an MVP win from the previous year 
significantly boosts gate receipts. The low p-value highlights a 
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strong relationship, as it suggests the impact is unlikely to be 
due to chance.

MVPYear3: Strong positive effect (estimate: 19.565, p-val-
ue: <0.0001), emphasizing that an MVP win from two years 
ago has a lasting positive effect on ticket sales. This suggests 
that MVP recognition can continue to attract fans well beyond 
the season in which the award is won.

Record Wins: Positive impact (estimate: 0.448, p-value: 
0.014). This means that as a team wins more games, their gate 
receipts tend to increase, likely due to heightened fan interest 
and demand for tickets. Playoff Appearances: Not statistical-
ly significant (p-value: 0.401), indicating that merely making 
the playoffs does not have a significant direct impact on gate 
receipts.

Division Win: Significant positive impact (estimate: 10.128, 
p-value: 0.007). Winning a division correlates with higher 
gate receipts, likely reflecting the prestige and increased fan 
engagement associated with this achievement.

The mean gate receipts of $83.739 million, with a sub-
stantial standard deviation of $56.220 million, as shown in 1, 
underscore the variability across MLB teams, influenced by 
factors such as fan base size, team performance, and market 
dynamics. Key findings reveal a notable positive influence of 
MVP seasons, particularly in MVPYear3, which demonstrates 
a lasting financial boost with a significant coefficient of 19.565 
and a p-value of <0.0001, as showcased in Figure 1. This im-
pact suggests that fan excitement and engagement remain 
elevated long after the MVP season.

Further, as shown in Table 1, there is a significant correla-
tion between team success and gate receipts. The positive 
coefficients for record wins (0.448) and division wins (10.128) 
indicate that higher win rates are associated with increased 
revenue from gate receipts.

Additionally, the R-squared value of 0.294 and adjust-
ed R-squared value of 0.210 indicate that, while the model 
captures some of the variations in gate receipts, additional un-
explored factors likely contribute to revenue differences.

Analysis of Attendance
Summary Statistics:
The average attendance per team is 29,973.221 with a 

standard deviation of 8,115.263, indicating variability across 
teams. The substantial standard deviation reflects differing fan 
bases and stadium capacities, suggesting that factors like team 
performance, location, and market size have notable impacts 
on attendance.

Goodness of Fit:
R-squared: 0.341, indicating that 34.1% of the variation 

in attendance is explained by the model. This means that the 
chosen variables, such as MVP status and record wins, provide 
a reasonable explanation of attendance changes, though oth-
er factors (like economic conditions or promotional activities) 
might also play a role. Adjusted R-squared: 0.262, account-
ing for the number of predictors. The adjusted R² being lower 
than R² suggests that while the model explains some variance, 
the predictive power is somewhat diminished when adjusting 
for the number of independent variables.

Signif icance Tests:
F-statistic: 25.318 with a p-value of <0.0001, indicating the 

model’s overall significance. The very low p-value implies that 
the relationship between the predictors and attendance is un-
likely to be due to random chance.

Coeff icients:
MVPYear1: Significant positive effect on attendance (esti-

mate: 2308.469, p-value: 0.005). This means that an MVP win 
in the current year substantially increases game attendance, 
likely due to heightened interest from fans wanting to see the 
star player.

Figure 1: This figure illustrates the estimated coefficients from the regression 
model evaluating the impact of MVP seasons and other performance variables 
on gate receipts. It highlights the magnitude and statistical significance of 
each predictor, demonstrating that MVP seasons, particularly from prior 
years, and team success metrics, such as division wins, positively influence 
ticket revenue. This figure highlights that MVP seasons, particularly from two 
and three years prior, significantly boost revenue, with MVPYear3 having the 
strongest long-term effect.

Table 1: This table presents the estimated coefficients, standard errors, and 
significance levels for the regression model predicting gate receipts. Key 
findings include the positive and significant effects of MVP wins from prior 
years and record wins, with division wins also contributing to increased revenue. 
The model captures the relationship between individual achievements, team 
performance, and financial outcomes. The findings reveal that MVP wins 
from prior years have a sustained positive impact, with MVPYear3 showcasing 
the strongest correlation to increased ticket revenue.
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Table 3 also reveals a strong relationship between team 
performance and attendance, as shown by the significant coef-
ficient for record wins (165.470, p-value <0.0001), confirming 
that fans are drawn to winning teams. However, other metrics, 
such as playoff appearances (p-value 0.981) and division wins 
(p-value 0.181), do not exhibit significant effects, suggesting 
that regular-season success and individual player performance 
may be stronger drivers of attendance than postseason out-
comes. The model’s R-squared value of 0.341 and adjusted 
R-squared of 0.262 indicate that 34.1% of the variation in at-
tendance is explained by the included variables, though other 
factors—such as economic conditions, promotions, or ticket 
pricing strategies—may also influence attendance.

�   Conclusion 
This research affirms the positive impact that MVP seasons 

have on team financial outcomes, particularly gate receipts and 
attendance. Teams with an MVP player experience a tangible 
financial boost, which compounds over successive MVP-cal-
iber seasons. Teams with an MVP player enjoyed a tangible 
financial boost, with gate receipts increasing by approximately 
$8.1 million in the award year and up to $19.6 million three 
years post-award. Surprisingly, the impact of an MVP season is 
not most pronounced in the award year itself but rather reaches 
its zenith in the third subsequent year, with a $19.6 million 
increase in gate receipts. The lagged peak contradicts assump-
tions of temporary excitement and points toward a persistent 
effect on fan interest. However, the relatively low R-squared 
values (0.294 for gate receipts and 0.341 for attendance) imply 
that while MVP seasons and performance metrics explicate a 
portion of the variance, other variables also play a role in deter-
mining financial outcomes.

Moreover, the excitement generated by an MVP player can 
have a lasting impact beyond the immediate increase in atten-
dance and revenue. Higher fan turnout can lead to enhanced 
merchandising opportunities, greater media exposure, and 
a stronger brand presence for the team. These findings align 
strongly with Rosen’s “Superstar Effect,” assuring that excep-
tional individual performance drives revenue not only in the 
award-winning season but over a multi-year period. Future 
research could build on these findings by exploring several ad-
ditional factors. One area worth investigating is the long-term 
financial effects of MVP seasons, such as how they influence 
sponsorship deals, media contracts, and overall team valuation 
over multiple years. Furthermore, studies could investigate the 
role of fan loyalty and demographics to see how MVP per-
formances drive long-term fan engagement and whether this 
translates into sustained financial growth. To the administrative 
side of team operations, this implies that capturing momentum 
with MVP seasons using strategic marketing, flexible ticketing, 
and better merchandise may help sustain and accelerate finan-
cial returns. As well as increasing investments into longer-term 
branding by players for even greater leveraging of fan devotion 
and involvement. A potential confounding factor is that MVPs 
are more likely to play for teams in larger markets or already 
successful franchises, which may inherently have higher atten-

MVPYear2: Significant positive effect (estimate: 2607.663, 
p-value: 0.003), showing that an MVP win from the previous 
year continues to draw fans to games. This suggests a lasting 
influence of star power on fan engagement.

MVPYear3: Significant positive effect (estimate: 2461.880, 
p-value: 0.008). Even two years after an MVP win, the award's 
impact on attracting fans persists, reflecting the importance of 
star players in maintaining high attendance.

Record Wins: Strong positive relationship (estimate: 
165.470, p-value: <0.0001), indicating that a better win record 
directly translates to higher attendance. This is likely because 
fans are more interested in watching a winning team.

Playoff Appearances: Not significant (p-value: 0.981), sug-
gesting that making the playoffs does not have a direct impact 
on regular season attendance.

Division Win: Not statistically significant (p-value: 0.181), 
indicating that a division win does not necessarily boost regu-
lar season attendance figures.

The analysis of attendance data provides valuable insights 
into the factors driving fan engagement and attendance at 
MLB games. The average attendance across all teams is 29,973 
per game, with a significant standard deviation of 8,115, as 
noted in Table 2. This variability reflects differences in sta-
dium capacities, market sizes, and fanbase engagement across 
teams. Table 4 highlights the strong positive impact of MVP 
seasons, with the coefficients for MVPYear1 (2,308.469, 
p-value 0.005), MVPYear2 (2,607.663, p-value 0.003), and 
MVPYear3 (2,461.880, p-value 0.008) all indicating statis-
tically significant contributions to game attendance. These 
findings demonstrate that the excitement surrounding an 
MVP-caliber player extends well beyond the award year, main-
taining high levels of fan interest for multiple seasons.

DOI: 10.36838/v7i8.6

Table 2: This table summarizes attendance-related data, showcasing 
descriptive statistics for attendance and predictors such as MVP years, record 
wins, and postseason achievements. The data indicates that MVP seasons 
contribute to higher average attendance over multiple years.

Table 3: This table details the coefficients from the attendance regression 
model, emphasizing the significant positive impact of MVP wins on fan 
turnout. It also highlights the importance of record wins in driving attendance, 
while other variables like playoff appearances and division wins show weaker 
or insignificant effects on regular-season attendance figures. The results show 
MVP wins boost attendance not just in the award year but also in subsequent 
years, reinforcing the impact of star players.
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seasons can be achieved, providing clearer insights into how 
external and internal factors shape revenue outcomes across 
different MLB teams and seasons.
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dance and revenue levels. This makes it difficult to fully isolate 
the MVP effect from the market and team context.

Additionally, examining the interplay between external eco-
nomic conditions and the financial benefits of an MVP season 
could provide more context for understanding how different 
markets react to star performances. Comparative research 
across teams in large and small markets or studies analyzing 
the effects of MVP seasons during periods of economic down-
turn or growth might yield valuable insights. By broadening 
the scope of analysis, future research could provide a more ho-
listic understanding of how MVP seasons affect MLB teams, 
offering valuable insights for team management, stakeholders, 
and sports economists looking to maximize the economic po-
tential of superstar players.

�   Limitations 
The study acknowledges several limitations that may affect 

the accuracy and generalizability of its findings. First, it is con-
strained by the time range of data (2009-2019), which means 
that it does not account for longer-term trends or more recent 
changes in Major League Baseball (MLB) that could

influence how MVP seasons impact financial metrics. For 
example, shifts in league-wide attendance trends or revenue 
structures in the post-2019 era could yield different results.

Another limitation is the exclusion of broader economic con-
ditions, such as local or national economic downturns, which 
could significantly impact fan spending behavior. During re-
cessions, for instance, consumers are more likely to be more 
frugal with spending, including entertainment expenses like 
attending baseball games. This means that even an MVP sea-
son may not generate the same level of financial boost in a 
volatile economy as it would in a more prosperous economy. 
The study also does not fully account for market size varia-
tions. Teams in larger, wealthier markets may experience more 
substantial revenue increases due to higher baseline attendance 
and stronger local economies, compared to teams in smaller 
markets where fan bases and disposable incomes are smaller. 
This disparity could skew the financial impact of an MVP sea-
son, as teams in smaller markets may not see the same level of 
increase in gate receipts and attendance.

Another key factor that was not deeply explored is ticket 
pricing strategies. Teams often adjust ticket prices during or 
following MVP seasons to capitalize on increased demand. 
However, if prices rise too steeply, it could limit attendance 
growth, particularly for lower-income fans. Conversely, teams 
that do not increase ticket prices could miss out on potential 
revenue from premium pricing. The balance between demand 
elasticity and pricing strategies is crucial but not thoroughly 
examined in this study.

Finally, the study doesn’t fully address external competition 
from other sports or entertainment options, which may affect 
attendance and revenue. In markets where multiple profession-
al sports teams or large-scale entertainment events compete 
for consumer attention, the financial boost of an MVP season 
could be diluted.

By addressing these limitations in future research, a more 
comprehensive understanding of the financial impact of MVP 
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ABSTRACT: Luminal breast cancers (BC) are the most common subtype, with human epidermal growth factor receptor 2 
negative being the most prevalent. Currently, the genetic-based Oncotype DX score is the widely used metric for determining 
recurrence probability, but the 21-genes it utilizes are difficult and time-consuming to obtain data for. This study aimed to use 
machine learning classification to predict composite scores for recurrence probability based on easier-to-access data, selected 
from feature importance identified by the model(s). Four classification models were trained and tested to predict BC recurrence: 
random forest (RF), logistic regression (LR), gradient boosting (GBM), and decision tree (DT). The models were compared by 
their F1 score. The most significant variables from the best-performing model trained a Calibrated GBM (chosen as the final 
predictor as it had the highest F1 score at 0.24) to predict composite scores from 0-10. The predictive model returned scores with 
~92% accuracy. Findings showed that the GBM is not reliable for solely binary recurrence prediction due to poor performance 
metrics, but it serves as a promising tool for predicting composite scores for recurrence probability. These scores could be utilized 
in clinical settings to determine intervention plans to improve patient prognosis.  

KEYWORDS: Robotics and Intelligent Machines, Machine Learning, Predictive Analytics, Breast Cancer, Prognosis.

�   Introduction
Luminal breast cancers (BC) account for approximately 65% 

of all BC cases, being the most common subtype.1, 2 Human 
epidermal growth factor receptor 2 negative (HER2-negative) 
is the most common for early stage BC, as represented in Fig-
ure 1.3, 4 The number of deaths from BC is estimated to rise to 
2.9 million annually.5 Thus, early diagnosis and effective treat-
ment are crucial for prognosis efforts.1, 6

Machine learning’s (ML) ability to analyze large amounts 
of data makes it promising as a tool for predicting BC recur-
rence.7, 9 Some known important factors include histological 
grade, tumor size, nodes, genomic score, and the Ki67 prolif-
eration index.3 Thus far, the recurrence of BC and its factors 
have not been thoroughly studied through machine learning 
techniques as a consequence of patient recurrence data rarely 
being available in accessible datasets.10

The widely used metric score for BC recurrence probabil-
ity is the Oncotype DX score, a 21-gene recurrence tool that 
examines the activity of genes in the breast tumor tissue.2, 11 

The scores range from 0 to 100, with higher scores reflecting a 
higher probability of BC recurrence as well as the likelihood of 
benefitting from chemotherapy and hormonal therapy. Patients 
who have Oncotype DX scores above 26 benefit most from 
chemotherapy.2 The score was developed mainly for estrogen 
receptor-positive (ER-positive) and HER2-negative BC, and 
it gives an accurate estimation of recurrence probability.11

Genetic patient data for the Oncotype DX score is gen-
erally difficult, tedious, or time-consuming to obtain, so an 
equally accurate recurrence probability score calculated from 
easier-to-access data would be more efficient. This study aims 
to develop a machine learning classification model to predict 
the recurrence of BC based on clinical, histological, immuno-
histochemical, molecular biology, and treatment patient data. 
A second classifier trained by data selected from feature im-
portance identified by the original model(s) will be tested to 
predict accurate composite scores from 0 to 10 for recurrence 
probability.

�   Methods
All computations were performed on Python version 3.11.7 

on JupyterLab 4.0.11. All machine learning models and tech-
niques were provided by the scikit-learn package in Python. 
The research methods are outlined in Figure 2.

DOI: 10.36838/v7i8.7

Figure 1: Prevalence of different BC subtypes. Data gathered from the 
National Cancer Institute SEER (Surveillance, Epidemiology, and End 
Results Program).4 The visual presents the HER2-negative subtype as the 
most prevalent of all breast cancer cases (~70%).
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Data Collection and Curation:
A publicly available and anonymous Oncotype DX patient 

dataset containing 321 patients was originally obtained from 
the Georges Francois Lecler Cancer Centre and North Trév-
enans County Hospital, both in France.12 The dataset was 
accessed via data.world, which provided a convenient platform 
for data retrieval. The dataset was originally in French and was 
translated into English.

The columns NBlock and Block ODX were removed as they 
had no significance on patient recurrence in the context of the 
data, since they were present for patient identification. The on-
cogenetic consultation, mutation, HER2 IHC, and HER2 SISH 
columns were removed as they had 70% or more missing in-
formation. Imputing data for these columns would not be a 
proper representation of patient data as there is not enough 
basis for estimates. The Stage pTNM column was removed be-
cause it had too many unique values to be significant enough 
for predicting BC recurrence. While mutation patterns are 
strong indicators of cancer recurrence, the data set used in 
this study had a weak basis for clinical staging correlation and 
would give biased results if the empty data were to be predicted. 
Finally, the last contact date and last contact status columns were 
removed. The date provides no information and does not have 
a recurrence metric. Pre-testing showed that these columns 
had little to no impact on changing recurrence predictions, as 
the most prominent variables consisted of clinical, histological, 
immunohistochemical, molecular biology, and treatment data 
native to the dataset. The few deceased patients in the dataset 
in the last contact status column were removed to keep only 
patients who survived from HER2-negative BC.

Any patients who had blank data for the Recurrence column 
were removed from the dataset. For the remaining data col-
umns that had missing information, these values were filled in 
using mode imputation to ensure data consistency for model 
training. Additional data curation included removing second-
ary or tertiary values from cells that had more than one value 
and changing all classification columns with string/character 
data to numeric classification (0, 1, 2, etc)

Patient data for the node type, histological type, and histological 
subtype columns were represented with a range of values. These 
columns were expanded to better visualize the types of each 

that occurred for each patient. For example, a patient could 
have either a 0, 1, or 2 for the node type column, with each 
value representing ‘no sentinel node or dissection’ (column 1), 
‘sentinel node’ (column 2), or ‘axillary dissection’ (column 3), 
respectively. The original column was split into three, with 
each patient recording either a 0 (does not have) or a 1 (does 
have). A patient who has only sentinel and axillary dissection 
nodes would have a 0 for column 1, and a 1 for columns 2 and 
3.

The dataset was standardized for columns that had numer-
ic values using scikit-learn pre-processing. This was done to 
ensure uniformity and consistency between data columns for 
model efficiency. After data curation, the dataset was split 65% 
for model training and 35% for model testing, resulting in 191 
training patients and 104 testing patients.

The provided recurrence column had classes 0 and 1, with 
0 representing no recurrence of BC and 1 representing recur-
rence. This column was highly imbalanced, with more than 
90% of the patients recording class 0 (non-recurrence) and a 
much smaller proportion for class 1 (recurrence). To prevent 
overfitting for the models, the majority class was down-sam-
pled, and the minority class was up-sampled to balance the 
target column for the training set. This resulted in a training 
dataset with a combined 92 rows: 50 for class 0 and 42 for 
class 1.

Model Training and Testing for Binary BC Recurrence Pre-
diction:

Four classification models were used initially to test BC 
recurrence prediction: random forest (RF), logistic regres-
sion (LR), gradient boosting (GBM), and decision tree (DT). 
These models were chosen for their previous usage in BC 
studies involving diagnosis and prognosis analysis, and pri-
marily for their ability to record feature importance, which 
was considered for predicting the composite scores later in the 
study. Each of the models was evaluated with F1 score (har-
monic mean of precision and recall), accuracy (proportion of total 
correct predictions), precision (proportion of predicted positive in-
stances that are true positives), recall (sensitivity; proportion of 
true positive instances correctly identif ied), and specif icity (the 
proportion of true negative instances correctly identif ied). The 
models were compared by their respective F1 scores. Receiver 
operating characteristic (ROC) curves and confusion matrices 
were created for each model to compare efficacy.

Random Forest (RF). The random forest model is a type of 
supervised learning, where the model uses patterns in the data-
set to make predictions based on labeled data.13 Random forest 
is an expansion on decision trees;13, 14 As the method may 
suggest, random forest models typically perform better than 
decision tree algorithms, as it is a multi-faceted approach.14 
Decision trees split data into subsets at each node by choosing 
the feature that best separates the data, and repeat this pro-
cess recursively until reaching a final prediction.13 In a random 
forest, each “tree” votes on a prediction, and the class with the 
highest number of votes is the final prediction.13-15 Random 
forest is typically favored for medical studies and has shown 
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Figure 2: Workflow of the research methods. The chart displays the process 
from sole BC recurrence prediction to the final composite score prediction 
methods.
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sufficient results.14, 16 The random forest algorithm is presented 
in Figure 3.

Logistic Regression (LR). The logistic regression algorithm 
finds the relationship between features and outcome proba-
bility through a sigmoidal curve. Simply, logistic regression 
returns the likelihood of an outcome when given individual 
features.13, 17 The model produces single numerical values from 
0 to 1 from numeric features.13

Gradient Boosting (GBM). A gradient boosting classifier 
sequentially builds an ensemble of weaker models, typical-
ly decision trees, where each new model is trained to correct 
errors from the previous ones;18 Gradient boosting gradual-
ly improves overall predictive accuracy by fitting consecutive 
models.18 Boosting is an improvement on simpler ensemble 
techniques like decision trees or random forests by iteratively 
training new models from prior mistakes.

Each model is able to return the variables that had the most 
impact in predicting the target column (feature importance). It 
can be thought of as determining the “decision-making power” 
for each data variable.

Predicting the Recurrence Probability Composite Scores:
The same 92-row training dataset for binary recurrence pre-

diction was used for training and testing the model to generate 
composite scores, with an 80:20 training/testing split. Howev-
er, the model was trained only with the top 21 features, or the 
features that had a significant numeric score. Significant nu-
meric scores were regarded as scores that had a positive value, 
meaning that they contributed to a notable percentage of the 
prediction. For example, a score with a value of 0.15 represents 
a 15% contribution to the total importance of the recurrence/
non-recurrence prediction. The classifier for composite score 
prediction was trained with the same algorithm(s) as those 
of the model for binary BC prediction. While the variable 
range was limited in this regard, through feature importance 
selection, the model still utilized the provided data to identi-
fy patterns between patient data and their assigned Oncotype 
DX score.

Out of the top 21, variables that had no real impact on patient 
prognosis were removed, such as diagnosis year and birth year. The 
model that was used for score prediction was a calibrated GBM, as 

it had the highest F1 score compared to the other classif iers when 
predicting recurrence. * Explained in Results.

Regular classifiers will return raw scores while a calibrat-
ed one adjusts scores to provide more accurate probabilities, 
meaning that the predictions more accurately reflect the true 
likelihood of an outcome. Calibration techniques provide a 
more proper reflection of recurrence probability through the 
composite scores. The recurrence target column remained in 
the training set but was removed in the testing set for the 
model to predict scores purely from patient data.

�   Result and Discussion 
All charts/graphs were created using the matplotlib package 

in Python.

Evaluation of the Models for Recurrence Prediction:
The five recorded performance metrics for each model are 

presented in Table 1. In this context, classes are predicted by 
the model (true positives - recurrence and true negatives – 
non-recurrence), so the F1 score is a preferred metric rather 
than accuracy to compare model performance, as it is the nu-
meric mean of precision and recall.

Apart from accuracy and specificity, all models returned rel-
atively low performance metrics (values closer to 1.0 indicate 
better performance in the field). Random forest showed the 
highest accuracy (0.89), the highest specificity (0.97), and the 
highest precision (0.25) compared to the other models, but 
had a low F1 score (0.12). As briefly mentioned in the meth-
ods, the Gradient Boosting Classifier was chosen as the final 
recurrence predictor as it had the highest F1 score (0.24).

The ROC curve was plotted for the Gradient Boosting 
Classifier, as shown in Figure 4. The curve shows model per-
formance by plotting the true positive rate (y-axis) compared 
to the false positive rate (x-axis).

Figure 3: Visual of the random forest algorithm. The algorithm is an 
expansion of decision tree classification, seen in the diagram as a culmination 
of several subtrees. The visual presents how the algorithm uses “votes” from 
each subtree to reach a conclusion.

Table 1: Performance metrics of the four classifiers to predict BC recurrence. 
The table shows that the Gradient Boosting (GBM) classifier resulted in the 
highest F1 Score (indicated in bold), but did not perform sufficiently in other 
metrics.
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negative predictions. Out of 79 cases of negative instances 
(non-recurrence), the model was able to predict 74 accurately, 
with the other 5 predictions returning false negatives. However, 
out of 25 that did have recurrence, the model was only able to 
predict 4 accurately, with the other 21 returning false positives. 
These results, displayed in the confusion matrix, show that the 
model is accurate at predicting negative instances (~94% cor-
rect predictions) but poor at predicting positive instances (16% 
correct predictions). These metrics correlate to the model’s low 
scores for specificity (true negative rate) and sensitivity (true 
positive rate) from Table 1. Thus, the model is highly accurate 
for predicting non-recurrence in patients but is not very accu-
rate at predicting recurrence.

Composite Score Results:
The feature importance for the GBM is presented in Figure 

5.
The five most important features for recurrence prediction 

identified by the model were diagnosis year, surgery, onco-
type score, progesterone receptor (PR) Allred score, and PR 
percentage, with numeric scores of ~0.25, ~0.17, ~0.10, and 
~0.06, respectively.

Examples of composite scores for patients in the testing data-
set are presented in Table 3. The calibrated Gradient Boosting 
Classifier was able to accurately predict composite scores to 
reflect the probability of BC recurrence (~92% accuracy). A 
score greater than 5 and closer to 10 indicates a higher proba-
bility of recurrence. Conversely, a score less than 5 and closer to 
0 indicates a lower probability of recurrence, a similar system 
to Oncotype DX. The calibrated model was trained with all 
the top 21 variables from the feature importance graph (Fig-
ure 5), excluding diagnosis year, oncotype score, and year of birth. 
Diagnosis year and year of birth were insignificant variables 
as the “diagnosis age” was already provided for each patient. 
Specifically, the diagnosis year and year of birth columns were 
values that had little correlation to the recurrence predictions. 
The distant recurrence percentage was included as a variable 
in composite score training to serve as a proxy for metastat-
ic potential. The metric reflects the likelihood of the tumor 
spreading to distant organs over time and helps the training 
model better understand the biological behavior and aggres-
siveness of the tumor. The distant recurrence percentage is 

The Area under the curve (AUC; blue-dotted line) is repre-
sentative of random guessing. Ideally, peak model performance 
would result in an ROC curve that is closest to the top left 
corner of the graph, somewhat like a logarithmic function. 
Figure 4 shows that although the ROC curve for the model 
is higher than the AUC curve, it does not necessarily achieve 
high performance. It reflects only a slightly better performance 
than random guessing.

The confusion matrix is another method to evaluate the per-
formance of a classification model by displaying the number 
of true/false positives and negatives predicted by the model 
for the testing dataset. The confusion matrix for the Gradient 
Boosting Classifier is outlined in Table 2.

The testing dataset consisted of 104 rows but was imbal-
anced for the recurrence column due to the original Oncotype 
DX dataset, so there was a considerably higher number of 
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Figure 4: The ROC curve for the GBM compared to the area under the 
curve (AUC). The figure shows that the model’s correlation between false and 
true positive predictions is similar to that of random guessing, indicated by its 
close distance to the AUC line.

Figure 5: A bar graph that visualizes and compares the feature importances 
for the Gradient Boosting Classifier, showing which data columns (variables) 
are considered the most important for predicting BC recurrence. Features that 
did not have significant values were excluded from the analysis.Table 2: Confusion matrix for the testing dataset for the Gradient Boosting 

Classifier. The table shows strong results for the GBM classifier’s negative 
prediction capability. Conversely, the GBM classifier is unreliable for 
predicting positive instances.
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more easily accessible patient data for calculating recurrence 
probability rather than the 21-genes used for calculating the 
Oncotype DX score.

�   Conclusion 
In this study, four classification machine learning models 

were trained and tested with recurrence data from HER2-neg-
ative BC patients in France to determine the most important 
factors for recurrence and use them to predict an efficient 
composite score based on easier-to-obtain data to reflect a pa-
tient’s chances of BC recurrence.

The Gradient Boosting Classifier overall is not a great meth-
od for predicting BC recurrence in hospital settings. While not 
sufficient for solely recurrence prediction, the GBM is practi-
cal for predicting composite scores. However, the model does 
show promise, but requires refining for recurrence prediction. 
This predictive score could be utilized in hospital settings to 
determine correct intervention plans to improve patient prog-
nosis.

Future Work:
The Oncotype DX dataset used in this study was fairly lim-

ited with the number of patients, but the key downside was 
the imbalance of the recurrence data. More than 90% of the 
patients recorded non-recurrence, while a few recorded recur-
rences, which required artificial balancing of the data. While 
still an accurate estimation of recurrence data, this placed a bias 
on negative instance prediction compared to positive instance 
prediction for the testing datasets. Training and testing a mod-
el with a larger BC recurrence dataset with a larger scope, with 
more true and balanced prognosis data, should be done to yield 
higher performance results for classification models.

Additionally, common clinical practice is to use one dataset 
for model training and a separate test for model validation. 
Regarding breast cancer recurrence, there is a scarcity of pub-
licly available, anonymous datasets with true recurrence data, 
which is the sole reason that breast cancer recurrence is an un-
der-studied field of oncology. To compensate, the dataset used 
in this study was split to create separate sets for training and 
testing, with the testing dataset having no predicted/imputed 
data to mitigate bias for model validation. Thus, using a larger 
and more diverse data set is a prospective endeavor to boost 
performance for the models used in this study.

Applying the methodology and composite score prediction 
techniques used in this study for other cancers and diseases, 
such as cardiovascular disease, may help to better understand 
recurrence probability predictors.

�   Acknowledgments 
I would like to thank Jagdeep Podichetty, PhD, at the Criti-

cal Path Institute for his guidance and support throughout the 
research process.

�   References
1. Gilchrist, J. Current Management and Future Perspectives of 

Hormone Receptor-Positive HER2-Negative Advanced Breast 

linked to molecular biology, which allows the model to base 
predictions regarding metastatic risk.

Discussion:
This study aimed to analyze prognostic factors for BC re-

currence and use those factors to develop a model to predict 
composite scores to reflect recurrence probability as an alter-
native to Oncotype DX.

Out of the four classification models that were tested (ran-
dom forest, logistic regression, gradient boosting, and decision 
tree), the Gradient Boosting Classifier was chosen as the final 
model as it had the highest F1 score (0.24). This model had a 
relatively high overall accuracy (0.75) for predicting BC recur-
rence. It is important to note that the model’s performance in 
predicting positive instances (having recurrence) is quite poor, 
as indicated by the low precision and recall (0.16, and 0.44, 
respectively), as well as the disparities of the confusion matrix 
(Table 2) true/false positive prediction for the testing dataset. 
The high specificity of the model (0.78) and the confusion 
matrix again show that the model is sufficient at identifying 
negative instances. The discrepancy between positive and 
negative case predictions is likely due to the imbalance of the 
target column in the dataset.

The top 21 features of highest importance in descending 
order include: diagnosis year, surgery, oncotype score, PR Allred, 
PR %, diagnosis age, tumor size (mm), number of nodes removed, 
P53 %, ER (estrogen receptor) %, chemotherapy, mitotic grade, 
nodal status, vascular embolus, HER2 oncotype, P53 intensi-
ty, year of birth, PR oncotype, number of positive nodes, distant 
recurrence %, and infiltrate topography. These factors include 
clinical, histological, immunohistochemical, molecular biology, 
and treatment data. The results fairly align with previous BC 
prognostic studies that showed tumor size as one of the most 
important variables for recurrence prediction.3

While the Gradient Boosting Classifier might not be a 
reliable tool for solely binary prediction of BC recurrence, it 
appears as a promising method for predicting the probability 
scores of recurrence (~92% accuracy). The GBM was incon-
sistent with recurrence/non-recurrence predictions in the first 
step of the methodology, but proved sufficient in its ability 
to correlate data points to previously calculated Oncotype DX 
scores. This evaluation allowed it to identify what data consti-
tutes a specific score, ensuring accuracy in the newly generated 
composite scores. The predicted scores are a fairly accurate al-
ternative to the widely used Oncotype DX score, as they utilize 

DOI: 10.36838/v7i8.7

Table 3: A sample of 10 patients from the testing dataset with new predicted 
recurrence probability scores. The scores were rounded to the nearest two 
decimal places. The composite scores were predicted with ~92% accuracy to 
the corresponding original Oncotype-DX score for the patient.
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ABSTRACT: Melanoma is a brutal skin cancer characterized by its complex properties and high risk of metastasis. Currently, 
chemotherapy, radiation therapy, and immunotherapy are the most common forms of treatment, however, the persistent rise in 
melanoma cases and emerging drug resistance underscore the urgency for further effective treatments. Long non-coding RNAs 
(lncRNAs), once considered ‘transcriptional noise’, have demonstrated diagnostic and therapeutic biomarker capabilities and 
salient epigenetic properties to target genes associated with melanoma metastasis and drug resistance. A literature review of 
50+ articles from journals and databases, including Nature, Frontiers, and the National Library of Medicine, yielded a combined 
analysis of the impact of lncRNAs on melanoma diagnosis and therapies. LncRNAs were found to have roles in numerous cellular 
processes, showcasing their involvement in disease growth and their ability to work, augmenting the effects of current therapies, 
and ensuring the prevention of melanoma recurrence in the patient. This literature review aims to provide a comprehensive 
overview of melanoma, examine the functions of lncRNAs in cancers and melanoma, and explore future directions for leveraging 
lncRNAs to enhance metastatic melanoma treatments and diagnosis.  

KEYWORDS: Biomedical and Health Sciences, Genetics and Molecular Biology of Disease, Melanoma Diagnosis and 
Therapies, Long Non-Coding RNAs.

�   Introduction
Melanoma, a highly aggressive skin cancer, has seen a stag-

gering 41% increase in melanoma cases globally from 2012 to 
2020. The American Cancer Society estimated that in 2021 
alone, the US would have about 106,110 new melanoma cas-
es, along with 7,180 deaths, highlighting the ever-urgent need 
for effective therapies.1,2 Despite significant advancements in 
cancer research, current treatments still face the inevitable risk 
of acquired resistance, resulting in a lack of efficacy. With-
in the realm of non-coding RNAs, the classification of long 
non-coding RNAs demonstrates key roles in gene expres-
sion regulation, influencing numerous biological processes at 
a cellular level, including the occurrence and development of 
diseases such as cancers like melanoma.3,4 Spanning data from 
over 50 articles from reputable journals, including Nature, the 
International Journal of Molecular Sciences, the National Library 
of Medicine, and more, this review aims to explore the current 
diagnostic and therapeutic approaches for melanoma while 
investigating how the functions of lncRNAs can improve mel-
anoma treatment and diagnosis strategies.

1. Malignant Melanoma:
Melanoma is a skin cancer resulting from mutations in me-

lanocytes. It mainly affects Caucasians, with common physical 
characteristics of blue eyes, fair or red hair, pale skin complex-
ion, sunburn history, and freckles.5,6 In comparison to the Black 
population, Caucasians have 20 times the risk of melanoma.2 If 
not identified in early stages, the melanoma becomes metastat-
ic, resulting in unfortunate prognoses, continued progression 
of the disease, and increased resistance to therapies.1,5 To treat 

cancer, understanding the potential causes of development can 
help identify drugs to target the appropriate factors. Currently, 
three main factors act in tandem to determine melanoma de-
velopment, as further demonstrated by Table 1.

1.1 Melanoma Diagnosis:
To ensure a quick and accurate diagnosis of melanoma, the 

mnemonic ABCDEF allows both doctors and individuals at 
home to catch potential cancerous lesions in the early stage, 
smoothing the diagnosis process exemplified by Figure 1. 
Once a suspicious lesion is identified, an excisional biopsy is 
typically conducted. After obtaining the results from the biop-
sy, doctors will look at the blood count, chemistry panel, and 
lactate dehydrogenase levels to determine the melanoma pro-
gression and type.9

DOI: 10.36838/v7i8.8

Table 1: This table showcases the risk factors and etiology currently known 
for melanoma. The three main factors include exposure to ultraviolet radiation, 
atypical mole syndrome, especially with family history, and genetic factors, 
including gene mutations.
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1.2 Melanoma Subtypes:
Continuing to build an understanding of melanoma di-

agnosis, exploring the four main subtypes of melanoma can 
showcase their differing presentation and progression. Figures 
2-5 showcase the physical properties of each subcategory and 
provide a detailed description of the statistics and prognosis 
for each melanoma subtype.

1.3 Current Melanoma Therapies:
For all subtypes, a high chance of curability is associated 

with diagnosis and treatment early in the progression of mel-
anoma. Currently, there are three common therapies available 
to treat melanoma. Before any drugs or treatments are initi-
ated, the cancerous tumor is surgically removed. To increase 
the overall survival rates, adjuvant therapy is given afterward, 
such as immunotherapy or targeted therapy. Immunotherapies, 
such as PD-1 and PD-L1 inhibitor therapies, which suppress 
T-cell activation, have positive outcomes, with their main role 
in reducing the occurrences of metastasis.1,5,9 However, mela-
noma recurrence is common, as the immune system develops 
an acquired drug resistance, failing to recognize the T-cells 
that destroy the cancerous cells. Targeted therapy is a second 
option as it silences mutated genes in association with mel-
anoma. However, it is still relatively new, and 50% of cases 
develop acquired resistance to this therapy as well. In cases 
where the melanoma is too advanced, chemotherapy is the 
preferred option; Dacarbazine is the standard chemothera-
py drug for melanoma. Though it is an important palliative 
treatment and there are improved clinical responses, there isn’t 
necessarily an improved overall survival for the patient, as the 
drug could ultimately develop resistance to cellular apoptosis, 
causing a reappearance of the melanoma.1,5 In conclusion, a 
therapy where drug resistance doesn’t occur and can effective-
ly kill melanoma is necessary to see improved survival among 
growing melanoma cases.

DOI: 10.36838/v7i8.8

Figure 1: A visual representation of the ABCDE mnemonic that 
dermatologists use to quickly identify melanoma in a patient. Sometimes, the 
letter F is also included to represent family history.9 Copyright 1993-2024, 
Berman Skin Institute.

Figure 5: Acral Lentiginous Melanoma is rare and often diagnosed late 
since it is typically found under the nailbeds It features hyperchromatic 
melanocytes, both singular and nested, at the dermal-epidermal junction with 
extensive pagetoid spread.2,6,10 This is the only melanoma not associated with 
sun damage and is easily curable if diagnosed early.14 Copyright 2006, Bruce 
R. Smoller, United States & Canadian Academy of Pathology.

Figure 4: Lentigo Maligna Melanoma, primarily occurring from sun 
damage, typically forms on the head and neck of elderly people due to small 
hyperchromatic melanocytes clustering at the dermal-epidermal junction.2,6,10 
If diagnosed early, it can be cured, however, it is often confused with benign 
sun damage, potentially causing misdiagnosis.13 Copyright 2006, Bruce R. 
Smoller, United States & Canadian Academy of Pathology.

Figure 2: Accounting for over 75% of melanomas, Superficial Spreading 
Melanoma involves unrestricted, singular melanocytes that cause structural 
modifications in the epidermis with a pagetoid spread.2,6,10 Superficial 
Spreading is highly curable, but only when caught early in the progression.11 
Copyright 2006, Bruce R. Smoller, United States & Canadian Academy of 
Pathology.

Figure 3: Nodular Melanoma, found in middle-aged adults, has sharply 
circumscribed tumor edges. Rapid vertical growth and metastasis occur after 
cancerous melanocytes enter the dermis, resulting in a poor prognosis.2,6,10 If 
diagnosed early, it can be cured. However, due to its rapid growth, it is often 
found at an advanced stage.12 Copyright 2006, Bruce R. Smoller, United States 
& Canadian Academy of Pathology.
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2. Long non-coding RNAs:
Long non-coding RNAs (lncRNAs), found in the nucle-

us and cytoplasm of cells, are a classification of RNA greater 
than 200 nucleotides long without protein-coding abilities. 
Initially, lncRNAs were thought to have seemingly little to no 
biological function, due to a lack of expression and sequence 
conservation, but research proved that hypothesis wrong.3,15

2.1 Understanding and Targeting LncRNAs:
LncRNAs have been found to have important regulatory 

functions at epigenetic, transcriptional, and post-transcrip-
tional levels due to their complex structure and mechanisms 
for expression regulation. Hence, they are also closely related 
to the occurrence, development, and prevention of diseases, in-
cluding cancer, and play roles in other cellular processes such 
as the cell cycle, differentiation, and metabolism.15,16

2.1.1 Modes of Action:
LncRNAs have four main molecular modes, or functions, 

of action. In signal mode, the lncRNAs function as enhancers 
in gene imprinting, thereby changing the chromatin architec-
ture, attracting transcriptional proteins to promote target gene 
transcription, and influencing signaling pathways under spe-
cific conditions. In contrast, in decoy mode, lncRNAs act as a 
decoy to block molecular pathways and suppress pre-apoptotic 
genes. They bind to proteins with transcriptional regulatory 
functions and control the activity of molecules and signaling 
pathways to regulate the activation and inhibition of transcrip-
tion-related genes. Guide mode enables lncRNAs to interact 
and bind with chromatin-modifying enzymes to direct them 
to a specific local gene for its activation or repression. Lastly, 
scaffold mode, similar to guide, interacts with RNA-binding 
factors and proteins to form RNA-protein complexes, which 
either promote or suppress transcription by recruiting proteins 
to target the promoter region or by binding to existing gene 
suppressors. Figure 6 showcases a visual representation of the 
above information.3,17-21 An additional mode, sponging, allows 
lncRNAs to act as “molecular sponges” by binding to microR-
NAs (miRNAs), preventing their interactions with target 
mRNAs.22 Figure 7 showcases this in a visual representation.

2.1.2 LncRNA-Targeting Biotechnologies:
LncRNAs’ modes of action can be targeted to downregulate 

or upregulate depending on their specific functions. Tech-
nologies including antisense oligonucleotides (ASOs), RNA 
interference (RNAi), and clustered regularly interspaced short 
palindromic repeats (CRISPR) can be used to aid in the pro-
cess. ASOs are single-stranded nucleic acids that specifically 
target lncRNAs and siRNAs for silencing. RNAi uses the cells’ 
own mechanisms for downregulation, and CRISPR can re-
move lncRNAs entirely.23 ASOs, specifically, target lncRNAs 
by degrading lncRNA transcripts. One study using nude mice 
showed that in vivo injected ASOs can inhibit lncRNAs, in 
this case MALAT1, to block metastasis.24 With the current 
knowledge of lncRNA modes of action and overall epigenetic 
functions, these technologies could be significant in the pur-
suit of effective cancer therapies utilizing lncRNAs.

2.2 LncRNAs in Cancers:
While continuous research for cancer has led to numerous 

therapies and diagnosis processes, cancer cases continue to rise 
on the path to surpassing heart diseases, according to the 2016 
American Cancer Statistics Report.25

2.2.1 Biomarker Potential:
The use of tumor markers for early diagnosis was iden-

tified in 1978. As of right now, tumor antigens, specifically 
carcinoembryonic antigens (CEAs), glycoproteins, and ec-
topic hormones, are the most commonly used clinical tumor 
markers.25,26 However, due to their extensive applications as 
a marker, they have a risk of misdiagnosis or the inadvertent 
neglect of certain markers. Recently, lncRNAs have been dis-
covered as biomarkers for early cancer diagnosis, showing 
promising results.25

LncRNAs such as TINCR (Terminal differentiation-in-
duced non-coding RNA), BANCR (BRAF-activated 
non-protein coding RNA), and CCAT2 (Colon cancer-asso-
ciated transcript 2) can be detected from a patient’s plasma and 
function as biomarkers to identify gastric cancer.18 Exosomal 
lncRNAs and circulating lncRNAs are promising lncRNAs for 
oncologists. In addition to their importance in the cell cycle, 
regeneration, etc., they are involved in tumor growth, metas-
tasis, angiogenesis, and chemoresistance. They are present in 
bodily fluids, allowing for a plentiful supply.25,26 Circulating 
lncRNAs (circRNAs) regulate melanoma growth, invasion, 
and immune evasion, can stably exist in the circulatory system, 
and can also be found in bodily fluids. In a study of 32 blood 
samples from both gastric cancer and healthy patients, the 
circRNA H19 was expressed more in cancer patients, with-

Figure 6: Main modes of action present in lncRNAs. (A) In signal mode, the 
lncRNA interacts with a protein to relay cellular signals to the target gene; (B) 
The lncRNA sequesters the target enzyme, preventing it from interacting with 
the target gene in guide mode; (C) In decoy mode the lncRNA-protein affects 
the transcription of the target gene; (D) The lncRNA acts as a stimulus for the 
protein to affect transcription of the target gene in scaffold mode.18 Copyright 
2021, Chowdhary et al. Luxembourg Centre for Systems Biomedicine.

Figure 7: LncRNA sponging pathway. (A) miRNAs bind to the region 
of target transcriptions to block translation; (B/C) lncRNAs or circRNAs 
overpower the miRNA, resulting in the resumed translation.22 Copyright 
2021, Wozniak and Czyz, Department of Molecular Biology of Cancer, 
Medical University of Lodz.
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set and progression. These lncRNAs can impact regulators in 
the cell cycle, specifically regulating the expression of tumor 
suppressor genes to affect proliferation, genomic stability, and 
apoptosis.36 Common melanoma-specific tumor suppressor 
lncRNAs include MEG3 and LINC00961. Many of them 
specialize in sponging, emphasizing their tumor suppression 
roles.22, 28-30 Their abilities to affect cell proliferation, metasta-
sis, growth cycle, and apoptosis highlight promising utilization, 
especially as a biomarker for melanoma.29 For further details 
on the functions and the regulation of specific oncogenic and 
tumor suppressor lncRNAs, see Table 2.

out any evidence of age or race affecting the result; circRNA 
expression can act as a biomarker. Additional studies showed 
that the circulating lncRNA MALAT-1 (metastasis-associ-
ated lung adenocarcinoma transcript 1) was upregulated in 
numerous cancer tissues, including but not limited to lung 
and prostate cancer. MALAT-1 can determine the presence 
of lung cancer with 96% specificity and prostate cancer with 
84.8% specificity.26 HOTAIR is another lncRNA involved in 
many carcinogenic processes and is related to the resistance 
of cisplatin, an antineoplastic agent. It can therefore be a 
potential biomarker in different cancer cells, such as breast, 
gastric, colorectal, and cervical cancer cells.27 Circulating ln-
cRNAs, including H19, HOTAIR, and GACAT2 (gastric 
cancer-associated transcript 2), have been shown to outper-
form glycoprotein biomarkers with greater cancer diagnostic 
performance.26 Overall, due to their immense involvement in 
cellular processes and carcinogenesis, lncRNAs have great po-
tential to be used as more widespread biomarkers for diagnosis.

The diverse functions of lncRNAs showcase their incredible 
potential to be important markers or supplementary treat-
ments in the future. Their established biomarker potential in 
other cancer types, including gastric cancer, lung cancer, and 
more, strengthens the thesis that lncRNAs can aid in the early 
diagnosis of melanoma as well as better curability probabilities. 
Additionally, with the help of biotechnologies created for gene 
modification, such as CRISPR and RNAi, lncRNAs could be 
significant in the fight against drug resistance with current 
therapies.

3. LncRNAs in Melanoma:
Out of a study using a collection of over 7000 RNA sequenc-

ing libraries, 339 lncRNAs were associated with melanoma.28 
LncRNAs can be targeted differently depending on their sub-
type and functions, be it oncogenic or tumor suppressing, to 
hold potential for new diagnosis and treatments.

3.1 Functionally Relevant lncRNAs in Melanoma:
A high frequency of lncRNAs prevalent in melanoma are 

overexpressed, boosting cell proliferation and tumorigenesis.32 
These lncRNAs are oncogenic, as they promote cell growth 
through the activation of cellular pathways involved in process-
es like angiogenesis, genomic instability, invasive metastasis, 
and chemotherapy resistance.33 Some of the most common 
oncogenic lncRNAs include H19, SAMMSON, BANCR, 
HOTAIR, and MALAT1, all of which are upregulated. H19 
specifically was the first lncRNA found to be associated with 
tumorigenesis.34 Many of these also have sponging abilities 
and are able to indirectly or directly interact with miRNAs, 
acting as competing endogenous RNAs (ceRNAs), a specific 
classification of lncRNAs.35 Given that oncogenic lncRNAs 
are a significant group of cellular process regulators and are 
expressed differently in malignant melanocytes, they have the 
potential to be biomarkers and used as adjuvant gene therapy 
to boost the efficacy of current treatments.

A second classification of lncRNAs, tumor suppressors, is 
downregulated in melanoma and contributes to tumor on-

DOI: 10.36838/v7i8.8

Table 2: This table highlights the main functions and the impact of the 
regulation of melanoma-specific oncogenic and tumor suppressor lncRNAs. 
Note: This is not a comprehensive list; only 14 lncRNAs out of many 
lncRNAs were picked. Additionally, it is important to note that lncRNAs 
that express both oncogenic and tumor suppressor functions are only found in 
certain conditions.33 That said, most of those express oncogenic functions, so 
that was showcased in the table. * = not explicitly stated in article(s); inferred 
based on descriptions of lncRNA.
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accepted clinically, resistance to the BRAFi develops after a 
median time progression-free survival of 9 months.57, 58 Re-
searchers hypothesize that the repeated exposure of BRAFi 
stabilizes the modified epigenome in melanoma cells, leading 
to resistance, assuming such modifications are reversible.

Using this hypothesis, researchers at the University of Col-
orado Boulder in the Department of Biochemistry conducted 
a study by treating thousands of singular melanoma cells uti-
lizing BRAFi dabrafenib and observed their reaction over the 
first four days. While most cells responded positively to the 
treatment, within three days, a portion of cells escaped the 
treatment, returning to a cancerous state after drug withdraw-
al, resulting in acquired resistance.55,59

Among the lncRNAs involved in transcriptional activation, 
EMICERI has been identified as a key player in BRAFi resis-
tance.56 EMICERI becomes overexpressed following BRAFi 
resistance, upregulating the MOB3B (MOB kinase activator 
3B) gene and downregulating the LATS1 (large tumor sup-
pressor kinase 1) gene. This activates the Hippo signaling 
pathway, which is largely involved in tumor growth and me-
tastasis due to its functions in tissue and organ growth.22,58 
Targeting EMICERI for downregulation could reduce the 
effects of the BRAFi resistance, inhibiting further melanoma 
proliferation.

Another study, conducted by researchers at the VIB-KU 
Leuven Center for Cancer Biology observed injections of 
lncRNA SAMMSON antisense nucleotides in mice, which 
resulted in significant tumor suppression, both independently 
and with exposure to dabrafenib. However, when dabrafenib 
was combined with trametinib, the mice endured increased tu-
mor growth. The study determined that SAMMSON would 
act as a biomarker and a highly selective therapeutic target.22,60

In conclusion, lncRNAs such as SAMMSON and 
EMICERI have proven to significantly aid in overcoming 
BRAFi resistance, offering promising futures for increased 
overall patient survival.

Though lncRNAs have not yet been applied to clinical 
settings, their numerous functions in oncogenic, tumor sup-
pressor, and epigenetic processes highlight their significant 
potential as biomarkers and adjunctive therapies to address 
drug resistance and enhance drug efficacy in metastatic mela-
noma. The extensive studies and research into their prospective 
implementation within immunotherapies and targeted thera-
pies underscores the promise of lncRNAs in advancing more 
effective treatments for patients globally.

�   Conclusion 
Through this paper, the critical role of lncRNAs in melano-

ma diagnosis and treatments, focusing primarily on metastasis 
and drug resistance, has been thoroughly examined. With 
versatile functions, ranging from diagnostic biomarkers to in-
fluencing key cellular processes, including the cell cycle and 
apoptosis, lncRNAs have proven to present a fascinating and 
promising pathway for the future of melanoma treatment and 
diagnosis. Not only can they improve treatment efficacy, but 
they can also prevent the recurrence of melanoma. Leveraging 
gene editing biotechnologies, such as CRISPR, can facilitate 

3.2 LncRNA-based Diagnostic and Treatment Applications:
Currently, lncRNA-based therapies aren’t approved for clin-

ical use. However, they are predicted to be crucial in addressing 
drug resistance and improving the overall survival of melano-
ma patients as diagnostic and therapeutic targets.

3.2.1 Diagnostic Potential:
LncRNAs have gained attention as diagnostic biomarkers 

in melanoma for their roles in the regulation and expres-
sion of biological processes. Currently, biopsies and physical 
examinations are the most reliable diagnostic tests for mela-
noma; however, differentiating between benign and malignant 
melanocytes can be difficult. LncRNAs would aid as a sup-
plementary biomarker test to further simplify diagnosis.53 
LncRNAs present in melanoma, such as lncRNAs H19, HO-
TAIR, MEG3, and TUG1, are a few key targets.54 Though 
for lncRNAs to be effective diagnostic markers, they should 
be easily detectable and stable in plasma or other bodily fluids, 
enabling noninvasive diagnosis.4

3.3 Therapeutic Potential:
Rather than a stand-alone treatment, lncRNAs would 

potentially be used in tandem with current therapies and tech-
nologies to increase the chance of overall patient survival.

3.3.1 Immunotherapy:
Immunotherapy, which currently utilizes immune check-

point inhibitors to enhance T-cell immune responses, lacks 
efficacy.29 One recent immunotherapy is the use of PD-1 (pro-
grammed cell death protein 1) to treat tumors and to predict 
patient survival rates. LncRNAs derived from the PD-L1 
(PD-1 ligand) gene sites encourage the transcriptional activ-
ity of the c-Myc signaling pathway, promoting the growth of 
cancerous cells. Silencing these lncRNAs and blocking the im-
mune checkpoints could result in tumor suppression. However, 
despite the potential of immune therapies like anti-PD-1, over 
half of patients experience drug resistance.55

Mechanisms such as the overexpression of the histone 
methyltransferase EZH2 in melanoma are linked with poor 
prognosis and affect resistance to the anti-PD-1 treatment.55 
Interestingly, recent studies suggest that tumor-infiltrating im-
mune-related lncRNAs (Ti-lncRNAs) have a higher efficacy 
rate than the anti-PD-1 treatments when melanoma patients’ 
Ti-lncRNA levels are low.29 About 15 lncRNAs, including 
NARF-AS1 and LINC01126, are able to predict prognosis of 
those treated with anti PD-1. Conversely, lncRNAs, including 
HOTTIP, IFITM4P, and LINC01140, upregulate PD-L1 
expression in melanoma and increase immune cell immune 
escape.29, 53 Overall, integrating lncRNAs alongside immuno-
therapies could enhance their efficacy and restrict resistance 
challenges.

3.3.2 Targeted Therapy:
Recent studies have linked lncRNAs with BRAF mutations: 

a significant therapeutic target, affecting over 60% of melano-
ma patients.29 Though many BRAF inhibitors (BRAFi) such 
as vemurafenib and dabrafenib have been approved and widely 
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lncRNAs as an adjuvant targeted therapy to work alongside 
immunotherapies or chemotherapies. Melanoma continues to 
remain a formidable territory in oncology, however, contin-
ued research on lncRNAs in melanoma is paving the way for 
clinical implementation. As this research evolves, these mole-
cules, once thought of as mere ‘transcriptional noise’, hold the 
potential to revolutionize melanoma care, providing innova-
tive solutions towards the realms of personalized medication, 
increased patient survival, and perhaps bringing us closer to 
conquering this deadly cancer.
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ABSTRACT: Thalassemia is a genetic blood disorder that reduces hemoglobin production, leading to oxygen deprivation and 
severe health complications. Despite the high prevalence of this disease, especially in regions like India, research on potential 
therapeutic targets has largely focused on the HBB gene, limiting the discovery of effective treatment options. The lack of awareness 
about this disease remains a major impediment to its early diagnosis and prevention. At present, there are few studies done to 
discover possible proteins for therapeutic drugs to target, but they have not considered a wide range of genes. We hypothesized 
that the use of network analysis, pathway analysis, and virtual screening could reveal significantly differentially expressed genes 
(DEGs) and identify novel therapeutic targets for thalassemia treatment. Five differentially expressed genes were found to gain 
the most significant positions through network analysis: PRKY, EIF1AY, DDX3Y, CDY2B, and BPY2. Pathway analysis results 
showed that DDX3 was the top gene present in the top significant pathways that were overrepresented. Hence, DDX3 was 
found to be an emerging therapeutic target. The binding affinity of different ligands with this DDX3 was computed through 
virtual screening of large libraries of compounds. Neotetrazolium was found to have the highest binding affinity. Thus, this study 
contributes to the growing research on therapeutic targets and their counterdrugs for thalassemia and forms the foundation for 
further experimental validation and development of protein-ligand-based treatments.  

KEYWORDS: Computational Biology and Bioinformatics, Proteomics, Thalassemia, Protein-protein interactions, Network 
and Pathway Analysis, Virtual Screening.

�   Introduction
Thalassemia is an inherited blood disorder that causes the 

body to have a lower amount of hemoglobin than what is con-
sidered normal due to defects in the synthesis of one or more 
of the hemoglobin chains.1, 2 Haemoglobin is a protein found 
in red cells that carries oxygen from the lungs to all other or-
gans in the body.3 The body needs it to be able to function. 
Thalassemia is classified as a trait, minor, intermediate, or ma-
jor, to describe the severity of the condition.4 Thalassemia is 
most commonly found to affect individuals originating from 
the Mediterranean area, the Middle East, Transcaucasia, Cen-
tral Asia, North Africa, the Indian subcontinent, and Southeast 
Asia.5 India bears a huge burden of hemoglobinopathies, the 
most prevalent one being thalassemia. Approximately 100,000 
Indians are affected by this disease.6 Thalassemia requires life-
long care, and it was established that children affected with 
thalassemia need regular blood transfusions, at least twice a 
month, throughout their lives. The lack of awareness about this 
disease remains a major impediment to its early diagnosis and 
prevention.7

Thalassemia-affected individuals lack healthy red blood 
cells, causing a range of problems. When left untreated, se-
vere forms of this disease can cause a change in daily activities 
and often threaten lives.8 Thalassemia makes the bone marrow 
expand, which causes the bones to widen. This can result in 
abnormal bone structure, especially in the face and skull. Bone 
marrow expansion also makes bones thin and brittle, increasing 

the chance of broken bones. Additionally, congestive heart fail-
ure and abnormal heart rhythms can be associated with severe 
thalassemia.2 Thromboembolic events occur when a thrombus 
forms and subsequently dislodges. In thalassemia, a common 
issue called splenectomy can further elevate this risk by in-
creasing circulating platelets, leading to a higher incidence of 
thrombosis in diseased individuals. Thus, there is a dire need 
for additional research and early preventative measures to pre-
vent thromboembolic events in thalassemia patients.

Some previous research studies have delved into gene muta-
tions in relation to symptoms of beta-thalassemia. The effects 
of insertion mutations in the HBB exons have been investigat-
ed using the in silico approach by using the HbVar database to 
select sequences with uncharacterized insertion mutations and 
studying their effects on the structure and function of β-globin 
protein.9 In one of the studies, PRMT5 was studied and was 
found to be a promising target for β-thalassemia, followed by 
molecular docking to identify its inhibitors.10 However, none 
of the previous studies have been found to test a range of genes 
and proteins.

This study hypothesizes that a broader analysis of gene in-
teractions through differential expression analysis, network 
analysis, and pathway analysis can identify novel therapeutic 
targets, which can then be validated for druggability using vir-
tual screening. Network and pathway analysis are sets of widely 
used tools for research in life sciences intended to give mean-
ing to high-throughput biological data. It is important for 
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diseases such as thalassemia, as the tools analyze data obtained 
from these high-throughput technologies and detect relevant 
groups of related genes that are altered in the case of samples 
in comparison to a control, also known as differentially ex-
pressed genes.11

We hypothesized that a wider and more in-depth analysis 
of gene interactions would help discover unique targets that 
can effectively be used to develop therapeutic drugs for thalas-
semia treatment. The hypothesis is tested through a three-level 
validation framework, including DEG analysis, pathway en-
richment, and molecular docking. This project introduces 
unconventional aspects for the study of therapeutic targets for 
thalassemia. In most cases, studies focus particularly on the 
HBB gene, whereas this study diverges from the traditional 
focus on one specific gene. Therefore, the implementation of 
the novel and innovative framework, which integrates gene 
expression data with molecular docking, offered fresh insights 
into therapeutic development for thalassemia. From the study, 
DDX3 was discovered as the most suitable druggable target 
for thalassemia, and Neotetrazolium was the best inhibitor, 
with a binding affinity of -10.2. (ChEMBL ID: 1183691). 
DDX3Y is located on the Y chromosome and therefore spe-
cifically expressed in males; however, DDX3X, its homolog on 
the X chromosome, may have overlapping functions relevant 
to both sexes in thalassemia. Thus, this study uses an innova-
tive approach, a combination of differential expression analysis, 
network, and pathway analysis to identify the significant genes 
and pathways, and molecular docking to find the best inhibi-
tors, broadening the scope of finding therapeutic drug targets 
with three-level validation.

�   Methods
This section presents the hypothesis testing framework of 

this study in the following sections:

Data Collection:
Gene Expression Omnibus (GEO)12 was used to gather 

RNAseq data using different keywords related to thalassemia, 
such as “Thalassemia,” “Beta-thalassemia,” and “Haemoglob-
inopathy.” The sample with GSE ID: GSE96060 was chosen 
from the GEO database to perform differential gene expres-
sion analysis of thalassemia and non-thalassemic individuals. 
The RNASeq dataset GSE96060 comprised samples from 
individuals diagnosed with β-thalassemia major and healthy 
controls. Differential gene expression analysis was performed 
comparing 4 thalassemia samples and 4 non-thalassemic con-
trols. The GEO2R tool was used to identify differentially 
expressed genes (DEGs) after assigning the ‘test’ and ‘control’ 
groups to each category of samples. The top significantly dif-
ferentially expressed genes were then downloaded. A library 
of 12206 drug compounds was downloaded from ChEMBL. 
The ChEMBL database was selected due to its extensive cov-
erage of bioactive drug-like small molecules, and it has been 
widely cited in various drug discovery studies. Under ‘Small 
Molecules,’ Phase 1, Phase 2, Phase 3, Early Phase 1, and 
Approved compounds were downloaded. Another library of 
21931 compounds was downloaded from the Therapeutic 

Target Database on PubChem. Similarly, PubChem offers a 
comprehensive library of small molecules and their biological 
activities, making it a valuable resource for identifying thera-
peutic compounds. The RCSB PDB database13 was used to 
download the 3D structure of the identified therapeutic target 
protein.

Network Analysis:
The significant DEGs were then put into STRING (Ver-

sion 12.0), and protein-protein interaction networks were 
made by including 5, 10, 20, and 50 interactors subsequently, 
and 4 networks were downloaded. STRING is a database of 
known and predicted protein-protein interactions. The net-
works were visualized using Cytoscape Version 3.10.2 14 and 
then analyzed using the AnalyzeNetwork app of Cytoscape. 
Measures like degree, betweenness centrality, and clustering 
coefficient were considered to identify the hub genes of the 
network. The top 25 genes from all 4 networks were identified. 
The top 10 genes common to all 4 networks and those that 
were significantly differentially expressed were shortlisted.

Pathway Analysis:
The gene list of the most exhaustive and well-connected net-

work (with 50 added interactors) was put into the Reactome 
Pathway Database Version 89 15 to identify the significantly 
over-represented pathways. The significant pathway results 
without adding any interactors were downloaded. The top 
genes of the network were searched for their presence in the 
significant pathways. The overrepresented and compromised 
pathways in the case of a patient with Thalassemia were iden-
tified from this analysis, which showcased the involvement of 
top network genes.

Virtual Screening:
In the next phase of the study, from the ChEMBL database, 

‘Small Molecules’ (Phase 1, Phase 2, Phase 3, Early Phase 1, 
Approved compounds) were downloaded. From PubChem, the 
‘Therapeutic Target Database’ library was downloaded. DDX3 
was prepared for docking using Autodock.16 The libraries of 
ligands were virtually screened against DDX3 as the target 
protein, using PyRx software. 17 The AutoDock Vina scoring 
function was used to compute binding affinities. The binding 
affinity of each ligand was computed, and the top compounds 
from both libraries were identified. BIOVIA Discovery Studio 
was used to visualize the interaction maps of the top 3 ligands, 
each from TTD and ChEMBL libraries, with DDX3.

�   Result and Discussion 
This section presents the results obtained from the bioinfor-

matics analysis of differentially expressed genes, their pathways, 
and network interactions, providing a wider and more in-depth 
analysis of gene interactions in Thalassemia and testing the 
hypothesis. The analysis helped discover unique targets with 
a focus on understanding the potential drugs associated with 
therapeutic targets of Thalassemia.
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Differential gene expression analysis:
After identifying the RNASeq dataset GSE96060, re-

trieved from the GEO, 20,047 differentially expressed genes 
were retained for analysis. A p-value threshold of <0.05 and a 
fold-change of ±2 were applied in GEO2R. The expression of 
DEGs was visualized in the form of a volcano plot (Figure 1). 
In total, 23 genes were found to have significant differential 
gene expression with a p-value <0.05 and a fold change of ±2 
and were considered statistically significant. The list of these 
genes was used for further analysis.

Network and Pathway Analysis:
Network study helped in visualizing the interaction maps 

of significantly differentially expressed genes of all 4 networks 
for 5, 10, 20, and 50 interactors (Figure 2). The network with 
50 added interactors showed 4 clusters of connected compo-
nents, while the network with 20 added interactors showed the 
most connected components in one network. The 50 interac-
tors were the most exhaustive network in terms of connectivity 
and in showing the thalassemia disease network components; 
thus, they were used to perform pathway analysis. Networks 
were analyzed based on degree, betweenness centrality, and 
clustering coefficient. These are the topological measures of 
a network that help identify the top central genes, which are 
well-connected and are the hub genes of the network. The 
genes in all 4 networks that had the highest of all three cen-
trality measures and those that were significantly differentially 
expressed were PRKY, EIF1AY, DDX3Y, CDY2B, and BPY2. 
These genes secured the most significant position in the dis-
ease network in thalassemia.

Pathway analysis using the Reactome Pathway database 
showed 47 over-represented pathways in the thalassemia dis-
ease network; those were found to be statistically significant 
with a p-value <0.05. The top enriched pathways in this anal-
ysis were key biological processes, such as protein synthesis, 
RBC membrane integrity, and immune responses, all of which 
play roles in the pathology of thalassemia. The blood group 
biosynthesis and translation initiation pathways show the dis-
ruptions in hemoglobin production and indicate the need for 
transfusion in thalassemia patients. These findings suggest a 
complex interplay between genetic mutations in hemoglobin 
genes, alterations in protein synthesis pathways, and the body's 
response to defective RBCs, all contributing to the clinical 
manifestations of thalassemia. The top genes of the network 
were searched in the significantly over-represented pathways 
to check their involvement in the top thalassemia-related 
pathways. DDX3Y and EIF1AY were found to be present in 
the top 10 significant pathways, thus indicating their prime 
role in thalassemia disease.

These two genes were screened through the literature for 
the existing evidence of their role in Thalassemia and their 
druggability role. It was identified that both DDX3Y and EI-
F1AY are suitable as drug targets, but DDX3Y was identified 
to have a stronger association and prime role in thalassemia 
than EIF1AY (12). Thus, amongst the top genes, DDX3Y 
was found to be the most suitable therapeutic target protein 
as it passed three levels of validation, which are holding the 
top position in the network, are involved in top significant 
pathways, and are backed by the literature for the involvement 
in thalassemia disease complications. DDX3 also showed sig-
nificant differential gene expression in thalassemia patients as 
compared to non-thalassaemic individuals (Figure 3). These 
findings support the hypothesis that DDX3Y is a critical 
player in thalassemia's molecular landscape. DDX3 was thus 

Figure 1: The volcano plot of differentially expressed genes in 
Thalassemia. This plot shows the gene expression in blood from control and 
test samples with Thalassemia, identified using the GEO2R tool. This helped 
in identifying the significant genes that were differentially expressed between 
normal individuals and thalassemia patients.

Figure 2: The interaction network of differentially expressed genes. (A) 
This shows an interaction network of differentially expressed genes with 5 
added interactors in STRING. (B) This shows an interaction network of 
differentially expressed genes with 10 added interactors in STRING. (C) This 
shows an interaction network of differentially expressed genes with 20 added 
interactors in STRING. (D) This shows an interaction network of differentially 
expressed genes with 50 added interactors in STRING. Networks helped in 
identifying the well-connected hub genes of the thalassemia disease network, 
which were further cross-checked to be differentially expressed.
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selected for further analysis as a potential therapeutic target to 
identify its inhibitors.

Virtual Screening analysis:
After performing virtual screening of the libraries of com-

pounds from PubChem and ChEMBL, the top 6 ligands 
from PubChem (13) TTD and ChEMBL (14) databases were 
identified based on binding affinity towards DDX3 (Table 1). 
Neotetrazolium with ChEMBL id CHEMBL1183691 was 
identified to have the highest binding affinity of -10.2. The 
lower the binding affinity, the higher the strength of the in-
teraction. Thus, Neotetrazolium holds the most significant 
position in exhibiting the best binding affinity to DDX3. 
The surface interaction of Neotetrazolium was visualized in 
a docked position with DDX3 (Figure 4), along with the in-
teraction of the compound with DDX3 in the ribbon cartoon 
structure (Figure 5). The amino acid residue level interaction 
of Neotetrazolium with DDX3 was identified using Bio-
via Discovery Studio. The interaction of residues of A and 
B chains of DDX3 with the Neotetrazolium compound was 
visualized (Figure 6). The compound was seen to form 1 hy-
drogen bond, 2 pi-cation bonds, 1 pi-pi stacking interaction, 
2 pi-alkyl interactions, and 1 pi-sigma interaction with the A 
and B chains of DDX3.

DOI: 10.36838/v7i8.9

Figure 3: Differential expression of DDX3 in Thalassemia patients. The 
red bar in the bar graph shows the differential expression (over-expression in 
homozygous sample) of DDX3 in test samples of patients with Thalassemia as 
compared to the normal control samples. DDX3 was found to be significantly 
differentially expressed in thalassemic patients and was also found to be the 
top hub gene in the disease network.

Figure 4: Neotetrazolium docked with DDX3 in surface structure. This 
shows the top-ranked ligand, Neotetrazolium ligand in green color, docked 
with DDX3 (surface shown in blue and red color), the most significantly 
differentially expressed gene in thalassemia. This helped in visualizing the 
perfect binding of Neotetrazolium in the surface pockets of DDX3.

Figure 5: Neotetrazolium docked with DDX3 in ribbon form. This shows 
the top-ranked ligand, Neotetrazolium ligand in blue color, docked with 
DDX3 in green color, the most significantly differentially expressed gene.

Figure 6: Interactions of Neotetrazolium with DDX3. This shows the 
amino acid residue interactions of the top-ranked ligand, Neotetrazolium, 
with DDX3. The hydrogen bond and π-interactions identified contribute to 
the binding strength and stability of the DDX3–Neotetrazolium complex. 
The rectangular color bars show the color coding of each type of interaction. 
This helped in identifying the chemical interactions between the protein and 
the top-ranked ligand.

Table 1: The binding affinities of the top 6 compounds from ChEMBL and 
PubChem libraries. RMSD/ub and RMSD/lb refer to upper and lower bound 
root mean square deviation, respectively.
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The research conducted, therefore, not only contributes to 
existing knowledge of potential therapeutic drug targets to in-
hibit the expression of thalassemia but also adds to it through 
the novel discovery of the potential use of DDX3. The gene 
DDX3 was originally identified through this gene expression 
and possibly would not have been studied if solely focusing 
on the most well-known genes, such as HBB, that manifest in 
disease pathways. The identification of DDX3 as a potential 
diagnostic marker suggests its utility in developing early detec-
tion methods for thalassemia, possibly even before symptoms 
manifest. A major strength of this study is the comprehensive 
use of multiple bioinformatics tools, including a multitude of 
datasets from PubChem and ChEMBL, which allowed for an 
in-depth analysis of the genomic data, leading to the eventual 
discovery of DDX3 as the most promising target.22 Targeted 
therapies against DDX3 could potentially complement exist-
ing thalassemia management approaches, including transfusion 
protocols, iron chelation therapy, and emerging gene therapies. 
The integration of pathway and network analysis provided a 
holistic view of the underlying biological mechanisms. Fur-
thermore, virtual screening and molecular docking served as 
further validation of an already sound workflow. Thus, the 
study depicts the potential of advanced bioinformatics tools in 
the identification of novel therapeutic targets for Thalassemia. 
The interaction between the DDX3 and identified potential 
ligands, such as Neotetrazolium, can be further experimen-
tally validated for their suitability in the clinical setting. The 
hypothesis-driven approach used in this study provides a 
framework for future research, including experimental valida-
tion of identified targets and inhibitors.

�   Conclusion 
Overall, the findings of this study contribute to establishing 

a foundation for further research, as they underscore the sheer 
importance of bioinformatics in exploring disease mechanisms 
as well as discovering new drug targets. The importance of 
this study extends far beyond just Thalassemia. It serves as an 
example of how these various approaches can uncover targets 
that have been previously overlooked. As bioinformatics con-
tinues to evolve, studies like this demonstrate the potential of 
combining computational methods with experimental research 
to speed up medicinal discoveries. With more research and 
experimental validation, DDX3 could become a fundamental 
principle in Thalassemia treatment strategies. The application 
of bioinformatics techniques continues to open new avenues 
for research, with the potential to improve personalized medi-
cine and therapeutic interventions.
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ABSTRACT: Irritable Bowel Syndrome (IBS) is a widespread functional disorder of the gastrointestinal tract (GI), 
characterized by abdominal pain and altered bowel habits. Traditional IBS diagnosis is done through self-reported questionnaires 
characterizing frequencies and severities of associated symptoms. The gut microbiome has shown a significant correlation with 
various IBS symptoms, and treatments targeting it have been effective in mitigating its symptoms. Previous studies have correlated 
the gut microbiome with a single label of IBS, whereas it has multiple subtypes. In this study, machine learning (ML) and deep 
learning (DL) models have been developed to correlate gut microbiome with five IBS symptoms: constipation, acidity, diarrhea, 
bloating, and burping. Using data from 1100 patients, Graph Neural Networks (GNNs) outperformed traditional ML models 
by ~15%, while Feed Forward Neural Networks (FFNNs) showed ~20% improvement, achieving 85-90% accuracy for symptom 
severities and 80-85% for frequencies. Permutation importance was used to compute the important features according to the 
model, along with Pearson's correlation analysis to identify the direction in which the features varied with the output. Taxon 
1737404 (Murdochiella vaginalis), 768507 (Runella slithyformis), and 1760 (Actinomyces israelii) had the highest permutation scores 
with a positive correlation, while 1236 (Escherichia coli) and 186826 (Enterococcus faecium) had the strongest permutation scores 
with a negative correlation. Two web applications were developed for the model, one of which allows other clinicians to upload 
their datasets, and the other, which returns predictions based on uploaded gut tests. Thus, this study demonstrates the potential 
of deep learning to leverage gut microbiome data for the accurate prediction of IBS symptoms, along with identifying essential 
biomarkers. 

KEYWORDS: Computational Biology and Bioinformatics, Computational Biomodelling, Irritable Bowel Syndrome, Gut 
Microbiome Biomarker identification and diagnosis.

�   Introduction
IBS is a collection of long-term digestive conditions that are 

prevalent in the GI tract.1 One in every eleven people glob-
ally and one in every fourteen people in India suffer from a 
set of conditions known as IBS.2 IBS significantly impacts 
quality of life, causing chronic abdominal pain, irregular bowel 
movements, and psychological distress that can affect work pro-
ductivity and social relationships. Existing literature has shown 
an imbalance in the gut microbiome, or “gut dysbiosis”, to have 
a strong correlation with IBS.3 Many therapies that tailor to 
the gut microbiome have shown a significant improvement in 
overall IBS Symptoms.4 The current diagnosis of IBS is based 
on the Rome IV criteria, which involves clinicians studying 
self-reported severities and frequencies of various IBS-related 
symptoms from patients and using that data to diagnose them 
with IBS.5 Some of these symptoms include bloating, acidity, 
constipation, diarrhea, and burping. As per the literature re-
view, there are no reliable biomarkers for IBS.

Research has shown an exponential growth in microbial data, 
outlining the need for ML.6 ML models have been developed 
by correlating the gut microbiome with a single IBS output, 
showing significant correlations.7 ML and DL have also been 
used extensively in microbiome research, with studies showing 
DL to be more powerful due to its ability to capture microbi-

al dynamics.8 This research study aims to develop a software 
and a platform to perform IBS diagnosis based on information 
gained from the gut microbiome, using symptom-based clas-
sification of symptoms. Traditional IBS models, although rare, 
are trained on a binary IBS output column. This study aims to 
widen the scope of IBS diagnosis by training the model using 
the various IBS symptoms (their self-reported severities and 
frequencies). Testing for severities and frequencies could aid 
the clinical landscape for IBS, as clinicians can identify target-
ed biomarkers for each symptom, and subjectivity in patient 
responses can be eliminated.

Previous microbiome-IBS studies have trained models based 
on Caucasian and American datasets (such as the European 
Nucleotide Archive and the American Gut Project). 9, 10 Since 
the gut microbiome is influenced by the environment, a South 
Asian/ Indian microbial profile is likely very different from an 
American/ Caucasian profile. Thus, in this study the relative 
abundance data of the taxon in the gut microbiome for 1089 
Indian patients was gathered with a questionnaire containing 
how badly (on a scale of 1-10), symptoms such as bloating, 
acidity, constipation, diarrhea, and burping affected their daily 
lives and how frequently (per week) these symptoms affected 
them). Several ML models, including Random Forest (RF) 
and Adaptive Boosting (AB), were run to build the models. 
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A Graph Convolutional Network (GCN) was also developed, 
followed by FFNNs, which combine the GNN’s ability to ef-
fectively capture the taxa in the gut with a simpler architecture, 
delivering a significantly higher accuracy (of around 85-90% 
for severities and 80-85% for frequencies). Feature importances 
were also identified. Overall, this work represents a significant 
step towards objective, microbiome-based IBS diagnosis and 
targeted treatments while addressing the critical gap in popu-
lation-specific research for the Indian subcontinent.

�   Methods
Data Collection:
1089 Gut Microbiome Tests (GMTs) were sourced from 

SOVA Health. Microbiome data were derived from 16S rRNA 
sequencing and provided as relative abundance profiles. These 
GMTs were collected anonymously, with a unique identifier 
for each patient, adhering to the ethics of data privacy. Each of 
these GMTs contained the relative abundances of 31258 tax-
on and a self-reported questionnaire by patients based on the 
Rome IV criteria of IBS regarding the severities and frequen-
cies of various IBS symptoms. All the data was anonymized 
and collected in compliance with data privacy regulations.

Model Building:
Ten models of each type were trained for different symp-

tom severities and frequencies. RF and AB ML models were 
developed and compared. For the deep learning approach, 
a GNN was built using Torch Geometric. The network ar-
chitecture consisted of three Graph Convolutional Network 
(GCN) layers followed by global pooling and fully connected 
layers. The algorithm constructs a weighted graph represent-
ing relationships between microbiome features based on their 
co-occurrence patterns in the dataset. Initially, it computes 
individual feature support values by calculating the propor-
tion of samples where each feature is present. The pairwise 
relationships between features are then quantified using two 
complementary metrics: lift and Jaccard similarity. The lift 
metric measures how much more likely features are to occur 
together compared to random chance, while the Jaccard simi-
larity captures the overlap between feature occurrences relative 
to their union. These metrics are combined using a weighted 
average (70% lift, 30% Jaccard) to produce a final co-occur-
rence score for each feature pair. The algorithm then creates 
graph edges for feature pairs whose combined score exceeds a 
specified threshold (default 0.3). To ensure the graph remains 
fully connected and to stabilize subsequent graph-based com-
putations, self-loops with maximum weight (1.0) were added 
for each feature. The resulting graph structure was represent-
ed using two Torch tensors: an edge index tensor encoding 
the connectivity pattern and an edge weight tensor containing 
the corresponding co-occurrence scores, as shown in Figure 
1. This graph representation captured both direct and indi-
rect relationships between microbiome features, enabling the 
model to leverage community structure information during 
learning.

For activation functions, ReLU was used after each GCN 
layer, followed by batch normalization and a dropout rate of 
0.3 to prevent overfitting. The model combined both mean 
and sum pooling operations to capture different aspects of 
the graph structure. The final classification layers used ReLU 
activation with a softmax output layer for multi-class predic-
tion. The GNN implemented a graph convolutional network 
architecture designed for symptom classification, as shown in 
Figure 2. It employed three sequential GCN layers (GCN-
Conv) that transformed the input features through message 
passing operations across the graph structure. Each GCN layer 
mapped the input to a hidden dimension space, maintaining 
the same hidden dimensionality across layers. The architec-
ture incorporated batch normalization after each convolution 
to stabilize training and accelerate convergence. Following the 
graph convolutions, the model combined global mean and 
sum pooling operations to aggregate node-level features into 
graph-level representations. These pooled features were con-
catenated and processed through two fully connected layers 
for final classification. Dropout (0.3) is applied throughout to 
prevent overfitting. The model uses ReLU activation functions 
between layers to introduce non-linearity. This architecture 
enables the network to learn both local structural patterns 
through convolutions and global graph properties through 
pooling operations.

The following were the hyperparameters that were used for 
tuning.

Learning rate: [0.01, 0.001, 0.0001]
Hidden Layer Dimensions: [64,128,256]
Dropout rate: [0.2,0.3,0.4]
Co-occurrence threshold: [0.2, 0.3, 0.4]

DOI: 10.36838/v7i8.10

Figure 1: A graph visualisation, created for an individual sample. Round, 
light blue nodes represent taxon, and edge connections represent co-
occurrences between taxon, ranging from violet to light blue: violet having the 
least weight and yellow having the most weight.
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A specialized FFNN architecture, as shown in Figure 3, 
was developed using PyTorch Geometric, comprising three 
interconnected components. The proposed FFNN architec-
ture consists of three parallel processing pathways that capture 
different aspects of the microbiome data. The first pathway 
implements a feature attention mechanism using two fully 
connected layers with ReLU activation, which learns to as-
sign importance weights to different taxonomic features. The 
second pathway, termed the abundance network, processes the 
raw abundance values through a series of transformations, in-
cluding linear layers, ReLU activation, batch normalization for 
stable training, and dropout (p=0.3) for regularization. Sim-
ilarly, the third pathway, the interaction network, maintains 
an identical structure to the abundance network but processes 
the data independently to capture potential inter-species in-
teractions. The outputs from the abundance and interaction 
networks are concatenated and processed through final lay-
ers that gradually reduce dimensionality while maintaining 
the same regularization techniques (batch normalization and 
dropout). All hidden layers maintain a consistent dimen-
sionality, while the final output layer produces predictions 
appropriate for the target variable. This architecture enables 
the model to simultaneously consider both direct abundance 
effects and potential ecological interactions while automatical-
ly learning which features are most relevant for the prediction 
task.

Evaluation Metrics:
To evaluate the performance of the model, various metrics 

were utilised to assess the performance of the model. The 
metrics were accuracy, precision, recall, F1 Score, confusion 
matrices, specificity, and sensitivity. All metrics were calculated 
using weighted averages to account for potential class imbal-
ance in the dataset. Permutation importance was computed 
separately for each symptom model (severity and frequency), 
allowing symptom-specific feature relevance to be evaluated.

Feature Importance Analysis:
For feature importance analysis, the following methods were 

employed:

1. Permutation Importance: Feature importance was mea-
sured by randomly shuffling feature values and observing the 
decrease in the model’s performance. A larger decrease in per-
formance indicates higher feature importance, as it suggests 
the model heavily relies on that feature for accurate predic-
tions.

2. Feature Correlation: Spearman's correlation between each 
microbial abundance was applied, providing a measure of the 
statistical relationship between individual features and the tar-
get variable, along with a direction of that measure.

Permutation importance and feature correlation were 
computed separately for each symptom model (severity and 
frequency), allowing symptom-specific feature relevance to be 
evaluated.

Cross Validation:
To ensure robust model evaluation, k-fold cross-validation 

was implemented on the best model (k=5), where the dataset 
was partitioned into k equal-sized segments. This approach 
iteratively used k-1 segments for training while reserving one 
segment for validation, rotating through all possible combi-
nations. This methodology provided a more reliable estimate 
of the model's generalization performance compared to a sin-
gle train-test split. The dataset was also tested on 5 external 
GMTs, and it was able to deliver predictions with an accuracy 
of ~0.8.

Web Application:
The web applications were then created and deployed. The 

web applications were built using the Hugging Face platform 
and are hosted on a HIPAA-compliant cloud server with se-
cure, encrypted data handling. Two web apps were built to 
include two functionalities: the users can upload their GMT, 
and the model diagnoses them with IBS symptoms, and cli-
nicians can upload entire datasets on which the model is run, 
returning validation metrics as well as potential treatment tar-
gets (Figure 4). Five practicing gastroenterologists reviewed 
and provided feedback on the web application interfaces and 
functionality prior to deployment. The web applications are 
hosted on a HIPAA-compliant cloud with encrypted data 
transmission. The links of the two web applications are as fol-
lows:

1. https://huggingface.co/spaces/anavgupta/ibs-predictions
2. https://huggingface.co/spaces/anavgupta/ibs-dataset

Figure 2: The architecture of the GNN. This figure shows a flowchart of its 
components, and mathematical functions are utilized to construct the graphs 
and train the model.

Figure 3: The FFNN architecture. A flowchart of its components and 
mathematical functions is utilized to construct the graphs and train the model.
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FFNNs displayed the highest accuracy of 80-85% for symp-
tom frequency and 85-90% for frequencies. Amongst the 
models built on the severity of different symptoms of IBS, the 
FFNN model for the severity of burping achieved the highest 
severity accuracy of 0.90, and amongst the models built on the 
frequency of different symptoms of IBS, the FFNN model for 
the frequency of bloating had the highest frequency accuracy 
of 0.86. ROC-AUC curves were computed for the FFNN, as 
shown in Figure 5.

To evaluate the model’s performance, confusion matrices 
were built, which gave the frequency of true positives, true neg-

�   Result and Discussion 
This section presents the results obtained from machine 

learning and deep learning models applied to the gut micro-
biome for predicting IBS. The evaluation metrics achieved for 
FFNNs, RF, AB, and GNNs are listed in Tables 1, 2, 3, and 
4, respectively. After cleaning and preprocessing, 1089 sam-
ples were retained for analysis. Principal Component Analysis 
(PCA) reduced dimensionality from 31,259 to 1024. First, RF 
and AB models were trained, delivering accuracies of 65-75%. 
After this, GNNs were trained, delivering a 10-15% improve-
ment with accuracies ranging from 80-85%. However, due 
to its complexity and overfitting on the training set, a lighter 
FFNN architecture was trained, which not only eliminated 
complexity but also improved accuracy by ~5%.

DOI: 10.36838/v7i8.10

Figure 4: A layout of web applications. (A). This shows the web application 
interface developed for Clinicians (B). This shows the web application 
interface developed for patients.

Figure 5: ROC-AUC curves generated for FFNNs using matplotlib. 
(A) This figure shows the ROC-AUC curves for the models generated for 
severities of all the symptoms. (B) This figure shows the ROC-AUC curves 
for the models generated for frequencies of all the symptoms.

Table 1: Evaluation metrics for FFNN models for different symptoms. All 
symptom severities and frequencies were tested for accuracy, precision, recall, 
F1-score, specificity, and sensitivity.

Table 2: Evaluation metrics for RF models for different symptoms. All 
symptom severities and frequencies were tested for accuracy, precision, recall, 
F1-score, specificity, and sensitivity.

Table 3: Evaluation metrics for RF models for different symptoms. All 
symptom severities and frequencies were tested for accuracy, precision, recall, 
F1-score, specificity, and sensitivity.

Table 4: Evaluation metrics for GNN models for different symptoms. All 
symptom severities and frequencies were tested for accuracy, precision, recall, 
F1-score, specificity, and sensitivity.
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taxon and the output. Through this, a clinician will be able 
to identify whether a particular taxon is negatively or posi-
tively correlated with the output and how strongly it impacts 
the model’s performance. The top 10 taxa for each symptom, 
namely diarrhoea, constipation, burping, acidity, and bloating, 
along with their importance and correlation to IBS, are shown 
in Tables 7, 8, 9, 10, and 11, respectively.

atives, false positives, and false negatives. Confusion matrices 
give insights into the biases of an ML model and check if it is 
correctly able to predict high and low outputs. The confusion 
matrices for different FFNN models built on the frequency 
and severity of each symptom were computed as listed in Table 
5.

A validation was performed on all the FFNN models, af-
ter which the model displayed strong validation results with a 
1-2% difference in frequencies and a 2-4% difference in sever-
ities, as shown in Table 6. The model demonstrated consistent 
performance across all folds, with minimal variance between 
different data splits.

Permutation importance and feature correlation computed 
separately for each symptom model allowed symptom-specif-
ic feature relevance to be evaluated. This approach provided 
complementary insights into both the predictive power of 
each taxon and the direction of the relationship between the 

DOI: 10.36838/v7i8.10

Table 6: Fivefold validation results. The metrics tested were accuracy, 
precision, recall, and F1 score.

Table 5: Confusion Matrices for each symptom severity and frequency. 
Accuracies for different models lie between 80% and 90%. Table 7: The top ten most important taxa for diarrhea. Arranged from 

most influential to least influential according to their permutation scores. 
Correlation coefficients are also included.

Table 8: The top ten most important taxa for constipation. Arranged from 
most influential to least influential according to their permutation scores. 
Correlation coefficients are also included.

Table 9: The top ten most important taxa for burping. Arranged from 
most influential to least influential according to their permutation scores. 
Correlation coefficients are also included.
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�   Conclusion 
This study developed and validated a novel deep learning 

approach for IBS diagnosis using gut microbiome data from 
1,089 Indian patients. The FFNN achieved 85-90% accuracy 
for symptom severities and 80-85% for frequencies, outper-
forming existing models by 15-20%. 71 unique taxonomic 
biomarkers were identified, with Amycolatopsis, Acinetobacter, 
Clostridium, and Acetivibrio species occurring repeatedly 
across symptoms and having the highest permutation scores. 
The model's performance was validated through 5-fold 
cross-validation and external testing, demonstrating robust 
generalization. Two web applications were developed for clin-
ical use, enabling both individual diagnosis and dataset-wide 
analysis. This work represents a significant advancement in ob-
jective IBS diagnosis, particularly for the understudied South 
Asian population, while providing specific microbial targets for 
therapeutic intervention. Future work should incorporate lon-
gitudinal data and additional health metrics to further improve 
diagnostic accuracy. The identified biomarkers require experi-
mental validation to confirm their biological relevance in IBS 
pathophysiology.
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ABSTRACT: Nanoparticles (NPs) have emerged as the most suitable means of delivering drugs to target cells. This specific 
functional property of NPs can extend conventional cancer treatments’ current coverage. Corn starch-based nanoparticles are a 
possibility for cancer treatment. Because of the NPs’ biocompatibility, low toxicity, and friendly nature, several drugs based on 
NPs have been synthesized. The purpose of this research is to determine the ability of corn-derived nanoparticles (cNPs) to treat 
human brain cancers, including glioblastoma and neuroblastoma. This research mainly concentrates on how these cNPs can exploit 
the properties of cancer in corn to locate and destroy cancer cells. This study seeks to present a method in cancer therapy that is 
effective and in line with sustainability and accessibility principles through an extraction process that isolates these nanoparticles 
and tests them on cancer cell cultures. The findings suggesting a decrease in cancer cell density after exposure to cNP are a step 
forward in applying plant-derived nanoparticles in medical oncology.  

KEYWORDS: Nanoparticles, Corn, Brain Cancer, Cell Viability, Live Cell Imaging.

�   Introduction
Nanoparticles, or NPs, contain 1 to 100 nm parameters. The 

size of NPs may affect characteristics such as ductility, rigidity, 
and melting points that differ from those of their larger-sized 
counterparts.1 These NPs can be easily engineered for drug de-
livery systems and exhibit specific characteristics that render 
them valuable across numerous domains.2 Therefore, research 
on NPs is rapidly increasing in medicine, cosmetics, sports, and 
aerospace engineering. In particular, they carry chemothera-
peutic drugs to cancer cells.

Edible nanoparticles (ENPs) refer to nano-sized vesicles 
from edible plants containing plant-derived microRNAs, pro-
teins, lipids, and phytochemicals.3 The enzymic substances 
are extracted from different plant species like ginger, lemon, 
tomato, broccoli, orange, kiwi, pear, soybean, grapefruit, and 
coconut.4 Lately, it has been observed that nanoscale particles 
extracted from corn (CNP) grain have demonstrated anti-tu-
mor properties.5 The anticancer effects of CNPs are attributed 
to the presence of vitamins, minerals, and xanthophylls found 
in corn, all of which exhibit potent anticancer properties.6 The 
simplicity of corn nanoparticles synthesis, which can be gained 
from maize plants, a high-productivity harvest that can be 
raised speedily and in huge volumes, makes them an affordable 
option for managing carcinomas.7 The ultimate goal of engi-
neering edible nanoparticles is to develop them as a promising 
avenue for cancer treatment.

Current therapeutic options for brain cancer are often con-
strained by their ineffectiveness: the adverse side effects and 
difficulty in delivering treatments across the blood-brain barri-
er.8 Traditional approaches like surgical interventions, radiation 
therapy, and chemotherapy are still used for brain cancer treat-
ment.9 Furthermore, the invasive nature of surgeries and the 

considerable systemic toxicity from chemotherapy are still con-
sidered significant side effects of brain cancer treatment.10

This study analyzed whether corn nanoparticles have an an-
ticancer effect on treating human brain cancer. The CNPs were 
isolated and tested to see if they could induce cancer cell death. 
The two most common types of brain cancer cell lines were 
used to analyze the effect of cNPs on brain cancer cell death: 
glioblastoma and neuroblastoma. Then, explore the impact of 
cNPs that could slow down the growth of brain cancer cells. 
This new research might give us a better way to use nanopar-
ticles to treat brain cancer, making treatments safer and more 
effective.

�   Methods
Isolation of Corn-Derived Nanoparticles:

The corn was bought from a market and washed three times 
with distilled water. 100 g of corn kernels were mixed with 100 
mL of distilled water and homogenized for 5 minutes using a 
food processor. The homogenized corn juice was centrifuged at 
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Figure 1: Workflow for cNP isolation. Corn kernels were homogenized, 
centrifuged, filtered, and subjected to sucrose gradient ultracentrifugation 
to extract the corn-derived nanoparticle (cNP) layer. This process yields a 
reproducible and pure cNP sample suitable for biological testing.
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2000 × g for 30 minutes. Then, the samples were centrifuged 
at 5000 × g for 40 min. Lastly, the samples were centrifuged at 
10,000 × g for 1 hour at a temperature of 4°C. Afterward, the 
supernatant was filtered using a 0.45 μm-pore size syringe fil-
ter made by Millipore. To the filtrate (38 mL), 2 mL of a 60% 
sucrose solution was added in a 50 mL ultracentrifuge tube. 
The mixture was then ultra-centrifuged at 100,000 × g for 160 
minutes at 4°C using a Beckman Optima XL-100 K with an 
SW28 centrifuge rotor made by Beckman Coulter. The top 
supernatant was removed with a syringe. The yellow-colored 
cNP layer above the clear 60% sucrose solution was collect-
ed carefully with a syringe. The isolated cNPs were stored at 
-80°C. The isolated cNPs from 100 g of corn were indicated as 
100% concentration (Figure 1).

Cell Culture and Treatment Conditions:
The initial cell number of 0.12 x 106 cells was prepared in a 

12-well culture plate for both A172 and SH-SY5Y cells. Then, 
various concentrations (0, 2.5, 5, 10, 15, 20, 25, 30, 35, 40, 45, 
50%) of cNPs were added to each cell culture well. The cell 
cultures mixed with cNPs were incubated for seven days. Then, 
the cells were photographed using an EVOS M5000 micro-
scope (Invitrogen). The cells were visualized and photographed 
using transmitted light and a phase objective with 10X mag-
nification. The selected concentration range of 0–50% cNP 
was chosen based on preliminary trials and existing literature 
on plant-derived nanoparticles, allowing the investigation of 
both low-dose cellular responses and high-dose cytotoxic ef-
fects. This range aimed to identify the minimum effective dose 
capable of inducing morphological changes and cell death in 
brain cancer cells.

Cell Viability Assay:
To quantify cell viability, LUNA-FL™ dual fluorescence 

cell counter was used to quantify cell viability. After the cells 
were stained with acridine orange (AO) and propidium iodide 
(PI), live and dead cells were analyzed. AO permeates all cells 
and emits a green fluorescence, marking both live and dead 
cells, whereas PI penetrates only dead cells, emitting a red flu-
orescence.

�   Result and Discussion 

We aimed to investigate the effectiveness of corn nanopar-
ticles in treating human brain cancer. Firstly, we isolated 
nanoparticles from corn (Figure 2). Since brain cancer requires 
novel and effective therapies, we investigated the two most 
common human brain cancer types: glioblastoma and neuro-
blastoma. Therefore, we tested the potential anticancer effects 
on two cancer cell lines, A172 and SH-SY5Y cells (Figure 
2). Also, we aimed to determine the therapeutic potential of 
corn-derived nanoparticles by testing on the growth and pro-
liferation of brain cancer cells.

Our current research is focused on examining the effects of 
corn nanoparticles (CNP) on the morphology and behavior of 
glioblastoma cancer cells. In Figure 3, the visual representa-
tions of cancer cell morphology in both the untreated control 
and CNP10% samples are different. Typically, A172 cancer 
cells exhibit a distinct glia-like, star-like structure, depicted 
in the images of the untreated control (Figure 3 left). How-
ever, after exposure to CNP10%, the cancer cells underwent 
a remarkable transformation, adopting a rounded shape. This 
indicates the loss of their ability to adhere to the surface of the 
culture plate. Also, the presence of CNPs was visually apparent 
as they formed sizable and firmly attached complexes on the 
surface of the cancer cells (Figure 3, right). Even after sub-
jecting the cells to agitation, the corn nanoparticles remained 
steadfastly bound to the cells. This result indicates that CNP 
showed a profound and enduring interaction.

DOI: 10.36838/v7i8.11

Figure 2: Experimental overview. Schematic illustrating the isolation of 
cNPs and their application to glioblastoma (A172) and neuroblastoma (SH-
SY5Y) cell lines for viability assessment. The workflow enables systematic 
evaluation of plant-derived nanoparticles as anti-cancer agents in brain cancer 
models.

Figure 4: Cell viability of A172 cells after 30% cNP treatment. Significant 
reduction in viable cell count indicates cytotoxic effects of high-dose cNP 
exposure. At 30% concentration, cNPs reduce glioblastoma cell survival to 
10.2%, demonstrating potent anticancer activity.

Figure 3: Morphological changes in A172 glioblastoma cells after cNP 
exposure (10%). Black arrows indicate cells with attached cNPs and rounded 
morphology; white arrows indicate untreated cells with normal morphology. 
Exposure to cNPs leads to loss of adhesion and altered morphology in cancer 
cells, suggesting early signs of cytotoxicity.
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Next, we experimented by increasing the CNP concentra-
tion to 30% and checking how well the cancer cells survived. 
Not surprisingly, the control group with no treatment had a 
cell survival rate of 98.4%. However, when we hit the A172 
cells with 30% CNP, their survival rate plummeted to just 
10.2% (Figure 4). This tells us that the round shape of the 
A172 cells we saw in Figure 6 was caused by the CNP treat-
ment-induced cell death. Therefore, this result indicates that 
CNP treatment showed promising results in treating A172 
glioblastoma cancer cells.

In the next experiment, we used the SH-SY5Y neuroblasto-
ma cancer cell line and tested the effect of CNPs on inducing 
cancer cell death. We tested three conditions: no treatment, 
CNP 10%, and CNP 30%. Then, cell viability was analyzed 
under each condition. Like with the A172 cancer cell line, 
CNP caused the neuroblastoma cancer cells to induce cell 
death (Figure 5). Specifically, CNP 10% reduced the cell vi-
ability to 16.1%, while CNP 30% lowered it to 1.7%. This 
indicates that higher concentrations of CNP result in more 
cancer cell death.

From the current study, we can assertively confirm that 
CNPs possess potent anticancer properties against glioblasto-
ma and neuroblastoma cell lines. This may offer a new method 
of more effective and safer treatments for brain cancer. Indeed, 
CNPs that can directly bind to brain cancer cells and cause cell 
death may serve as a potential therapeutic approach (Figure 
6). This work indicates the possibility of using plant-derived 
nanoparticles in oncology. This result also shows the need 

to continue finding environmentally friendly and sustainable 
sources of agents in the discovery of new cancer therapies.

Nevertheless, several limitations should be noted regarding 
the outcomes presented in this study. Since all experiments 
were conducted in vitro, future research should involve in 
vivo validation using animal models of glioblastoma and neu-
roblastoma to assess the biodistribution, blood-brain barrier 
penetration, and systemic toxicity of corn-derived nanoparti-
cles. Additionally, mechanistic studies using molecular assays 
such as caspase activation, ROS quantification, or gene expres-
sion profiling are needed to elucidate the apoptotic or necrotic 
pathways involved in cNP-induced cancer cell death. Finally, 
comparing the efficacy of cNPs with existing chemotherapeu-
tics could help position these nanoparticles as potential adjuncts 
or alternatives in current treatment regimens.

The second drawback is that there is no comparison of cNPs 
with the existing therapies for brain cancer that would give a 
better idea of the effectiveness of cNPs. Last but not least, the 
long-term impacts of cNPs on human health and specifically 
on the blood-brain barrier (BBB) and healthy brain tissue are 
yet to be explored. Overcoming these limitations will be im-
portant for the further development of cNPs in clinical practice 
and the optimal use of cNPs in the treatment of brain cancer.

cNPs may exert anticancer effects through several po-
tential molecular mechanisms. First, their phytochemical 
components—such as polyphenols, flavonoids, and xantho-
phylls—can induce reactive oxygen species (ROS) generation 
within cancer cells, leading to oxidative stress and mitochon-
drial dysfunction. This oxidative damage can activate intrinsic 
apoptotic pathways, including mitochondrial membrane per-
meabilization and caspase-3/9 activation, ultimately resulting 
in programmed cell death. Additionally, cNPs may disrupt 
cancer cell membrane integrity through direct adhesion and 
surface interaction, impairing adhesion-dependent signal-
ing and promoting detachment-induced apoptosis (anoikis). 
Some plant-derived nanoparticles have also been shown to 
modulate cell cycle regulators, such as downregulating cyclin 
D1 or upregulating p21, thereby inhibiting proliferation. In 
brain cancer specifically, the ability of cNPs to cross or interact 
with the BBB—potentially facilitated by their nano-size and 
surface bioactivity—makes them promising carriers for both 
intrinsic cytotoxic effects and targeted drug delivery. Further 
mechanistic studies are required to validate these pathways 
and clarify the role of specific bioactive molecules present in 
corn-derived nanoparticles.

�   Conclusion 
This study demonstrates that corn-derived nanoparti-

cles (cNPs) exhibit significant anticancer activity against 
glioblastoma and neuroblastoma cell lines, causing notable 
morphological changes and a dose-dependent reduction in 
cell viability. These findings highlight the potential of plant-
based nanomedicine in brain cancer therapy. However, as the 
experiments were conducted entirely in vitro, the results may 
not fully reflect the complex biological environment of human 
brain tumors. To advance the clinical relevance of cNPs, future 
studies should involve in vivo models to assess their biodis-

Figure 6: Proposed mechanism of cNP-induced cell death. Illustration 
summarizing cNP interaction with brain cancer cells, promoting adhesion, 
morphological changes, and apoptosis. cNPs act through physical binding 
and membrane disruption to induce cancer cell death, supporting their role as 
plant-derived nanomedicine agents.

Figure 5: Viability of SH-SY5Y cells under 10% and 30% cNP treatments. 
Higher cNP concentrations correlate with increased cancer cell death. cNPs 
induce strong dose-dependent cytotoxicity in neuroblastoma cells, reinforcing 
their therapeutic potential.
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tribution, toxicity, and ability to cross the blood-brain barrier. 
Additionally, mechanistic investigations using molecular assays 
are needed to clarify the pathways involved in cNP-induced 
cell death. Comparative studies with existing chemotherapeu-
tic agents would also help contextualize the efficacy of cNPs 
and support their development as complementary or alterna-
tive treatments.
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ABSTRACT: The Haber-Bosch Process produces a majority of the world's ammonia-based fertilizers. Due to the inherent 
explosive nature of ammonium nitrate, the requisite fossil fuels, and the massive carbon dioxide (CO₂) emissions, it is time to 
evaluate other sources of nitrogen to feed the world's 8 billion people. In many studies, the use of human urine as a fertilizer has 
been described, but this concept is challenging on many levels. This paper describes a novel method to create, test, and store solid 
synthetic urine as a fertilizer for Lepidium sativum (garden cress). Garden cress fertilized with synthetic urine had a significantly 
higher yield in mass than the control group. Synthetic urine in its solid, powdered form decreases storage and transportation 
issues compared with large volumes of liquid urine. Additionally, this study demonstrates that solid urine is shelf-stable due to 
its bacteriostatic properties and low hygroscopicity. Fertilizing with human urine can provide a renewable resource in agricultural 
systems, reducing the need for the Haber Bosch Process and its consequences.  

KEYWORDS: Plant Sciences, Agriculture and Agronomy, Haber Bosch Process, Sustainable Fertilizer, Synthetic Urine.

�   Introduction
Using nitrogen-based fertilizers for crops is a tremendous 

asset, as we must now feed 8 billion people. Most of this ni-
trogen is captured from the atmosphere and converted into 
ammonia and solid ammonium nitrate. This energy-intensive 
chemical reaction, the Haber-Bosch process, demands tremen-
dous amounts of non-renewable energy and generates 1.4% of 
all global CO₂ emissions.1 Additionally, ammonium nitrate is 
highly explosive, and it has been used in acts of terror and has 
resulted in tragic deaths from inadvertent explosions.2,3

Using human waste as a fertilizer is a centuries-old tech-
nique; however, the modern use of biosolids and sewage sludge 
is not without controversy. There are growing concerns about 
the safety of this modality. These include the risk of viral and 
bacterial pathogens, heavy metals, and toxic organic com-
pounds such as PCBs, dioxins, and even hospital waste.4 While 
permitted in the United States and Europe, despite stringent 
regulations, the processing cost runs in the billions of dollars, 
and there are still no guarantees about long-term safety.

On the other hand, the process described in this paper re-
sults in solid urine that is more sanitary than sewage sludge 
(bacteriostatic) and comes without the risk of toxic organic 
and inorganic compounds. Because of the high urea content, 
urine is an exemplary nitrogen source. The infrastructure to 
isolate urine from the waste stream has been developed and 
studied, and when processed, the potential of diluted urine has 
been analyzed in some Scandinavian countries.5 In liquid form, 
however, urine remains susceptible to microbial growth and 
presents transportation challenges due to the large volumes of 
liquid that must be delivered to farms. This paper presents a 
unique process to create a shelf-stable, solid urine fertilizer that 
can be stored and prepared at the site and time of application. 
On an environmental level, a long-term goal would be to scale 

this process up to capture urine city-wide, creating fertilizer 
and diverting the nitrogen stream. Mechanical vapor recom-
pression technology exists and could perform large-scale urine 
dehydration cost-effectively and minimize energy use.6

Not only is the creation of solid urine unique, but using up-
dated medical-grade synthetic urine for agricultural testing 
has not been previously described. The process and testing are 
outlined using Lepidium sativum (garden cress). This research 
complements other studies that have demonstrated increased 
plant growth when fertilized with human urine.7

�   Methods
Creating Solid Synthetic Urine:
In a well-ventilated fume hood with constant airflow, two 

liters of distilled water were added to a 2.5-liter non-reactive 
stainless-steel pan containing individual compounds of medi-
cal grade synthetic urine as described in A New Artif icial Urine 
Protocol to Better Imitate Human Urine (see Table 1).8 The fume 
hood was used to provide a constant airflow to enhance the 
evaporation of the final product and mitigate the risk posed by 
any volatile compounds created during the process. The pan 
was placed on a hot plate with a stir bar set at 95 RPM, main-
taining the synthetic urine temperature at 40℃. Throughout 
the process, safety goggles were worn to protect the eyes. The 
hot plate temperature was adjusted to 70℃ to keep the solu-
tion at 40℃. One component, uric acid, is unstable in aqueous 
solution at 40℃. However, this did not affect the overall plant 
growth. The main nitrogen source, urea, does not decompose 
at temperatures less than 60℃. A thermometer monitored 
the temperature until the urine became too viscous to stir (24 
hours). Improved control of the temperature could be imple-
mented for future studies, such as the use of a water bath. The 
stir bar was removed, and the hot plate temperature was set 
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to 50℃ for complete liquid evaporation in the fume hood. 
The evaporation process took an additional 48 hours. Once 
the urine solidified, it was removed from the pan and ground 
into a fine powder using a mortar and pestle (see Figure 1 for 
the final product). CAUTION: Safety goggles and gloves were 
worn as precautions.

pH of Synthetic Urine:
The pH of the urine solution prior to dehydration was mea-

sured and found to be 6.10, within the ideal range for garden 
cress. pH testing was measured with a calibrated Vernier pH 
probe. Because varying plants thrive under different pH con-
ditions, additional feasibility titration testing was successfully 
undertaken using a 100 mL burette with 0.2 M NaOH and 
HCl. The process was straightforward, and the pH could be 
adjusted in 0.1 increments up or down. CAUTION: Safety 
goggles and gloves were worn as precautions.

Serial Dilutions:
Serial dilutions were performed using a 250 mL volumetric 

flask, distilled water, and a graduated pipette, creating con-
centrations of 0.025g/mL (equivalent to normal human urine 
concentration), 0.0025g/mL, and 0.00025g/mL. CAUTION: 
Safety goggles and gloves were worn as precautions.

Determining Optimal Concentration of Urine:
The individual dilutions listed above were evaluated to de-

termine the optimal urine concentration as a fertilizer. 75g of 
nitrogen-poor soil was placed into 8 2x2 planters. Then, 25g 
of nitrogen-poor soil was mixed with one-half teaspoon (2.5 
mL) of cress seeds. This mixture was put into all the planters 
on top of the 75g of nitrogen-poor soil. Then, each pair was 
fertilized with different fertilizer dilutions. Two planters were 
watered with 25 mL of water (control), 25 mL of 0.025 g/
mL, 25 mL of 0.0025 g/mL, and 0.00025 g/mL. All planters 
were given equal sunlight and were kept in a stable environ-
ment (50% relative humidity and a temperature of 75°F). The 
planters were watered daily with 30 mL of water. On day 7 
of the experiment, the cress was harvested. 0.025g/mL failed 
to germinate due to the high salt levels. 0.0025g/mL had the 
highest yield in mass (See Table 2 for results).

Further Testing with 0.0025g/mL:
Additional tests were conducted to further test the poten-

tial of the 0.0025g/mL dilution. 75 grams of nitrogen-poor 
soil were placed into a 2x2-inch planter. Then, a mixture of 
half a teaspoon (2.5 mL) of cress seeds with 25 grams of the 
same soil type was spread over the base layer in each plant-
er. This procedure was replicated across 24 planters. Half of 
these planters were fertilized with 25 mL of a 0.0025 g/mL 
synthetic urine solution, the optimal urine concentration. 
The remaining planters were watered with 25 mL of water to 
serve as control groups. All planters were placed in a green-
house under the same conditions as the previous trial (75°F, 
50% relative humidity, and equal sunlight). The planters were 
watered daily with 30 mL of water. On the seventh day of the 
14-day growth period, the experimental group of planters was 
refertilized with another 25 mL of the synthetic urine solution. 
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Table 1: Components of Synthetic Urine as described in A New Artif icial 
Urine Protocol to Better Imitate Human Urine.8 The recipe lists essential 
electrolytes, organic waste products such as urea and creatinine, and various 
salts that contribute to the physiological and chemical properties of urine.

Table 2: Masses of cress for determining optimal synthetic urine concentration. 
The lack of growth in the 0.025 g/mL concentration demonstrates that it 
would not be feasible to apply pure human urine. Dilution is required.

Figure 1: Synthetic urine after dehydration. The dehydration process 
spanned over 72 hours, resulting in a powdery substance after being ground 
with a mortar and pestle.
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The control group planters were again watered with 25 mL of 
water. Figure 2 shows a notable difference in height between 
fertilized cress (left) and unfertilized cress (right).

Harvesting Cress:
Harvesting occurred on day 14 using the method described 

in Yield and quality of garden cress affected by different nitrogen 
sources and growing periods.9 The height of each planter was 
measured in cm, cress stalks were cut close to the soil surface, 
and leftover soil attached to the stalks was removed carefully. 
The mass of the cress from each planter was measured individ-
ually. The yields of each planter were aggregated and exhibited 
a stark difference in biomass (see Figure 3).

Testing for Bacterial Growth:
Agar plates were created and streaked with E. coli K-12 cul-

ture to test bacterial growth. Synthetic urine was placed on the 
plates with a 15μL scoop, spaced evenly with five samples per 
plate. The plates were placed upside down in an incubator for 
24 hours, examined for inhibition zones using a dissecting mi-
croscope, and then placed in the incubator for 24 hours. After 
re-examination, the plates were discarded in an autoclave after 
sterilization. CAUTION: Safety goggles and gloves were used 
while handling the Petri dishes to prevent additional bacterial 
contamination.

�   Results
Statistical Analyses:
A two-means t-test was conducted, and the results returned 

as statistically significant. The p-value is less than 0.0001, al-
lowing us to reject the null hypothesis (there is no difference 
in growth between plants fertilized with the synthetic urine 

and unfertilized plants) and instead supports the alternative 
hypothesis (plants fertilized with the synthetic fertilizer have 
greater growth than unfertilized plants). The city of Harrison-
burg, Virginia, has a population of 53,000 people. Assuming 
that the average person produces 1.4 L of urine daily, enough 
urine can be collected to fertilize 2,589 acres of cress using the 
tested regimen after one year.

After conducting a two-means confidence interval test, there 
is a 95% confidence that the interval 1.96g - 3.99g captures the 
true average difference between the means of fertilized cress 
and unfertilized cress. This suggests that, on average, cress fer-
tilized with synthetic urine will be at least 1.96g greater than 
unfertilized cress.

Two Means Confidence Interval Test:

(difference in means) ± margin of error
As seen in Figure 4 the average mass per planter of fertilized 

cress is significantly greater than the average mass of unfertil-
ized cress, exemplifying urine’s potential as a fertilizer.

Garden Cress:
Lepidium sativum was chosen because of its history in 

botanical sciences. It is a fast-growing herb that is easily 
obtainable. Also, as a plant growth model, it is known to be 
growth-responsive to varying nitrogen levels,10 as seen in the 
results. It is a common garnish in soups and sandwiches and 
adds peppery seasoning. Cress grows best at a pH of 6.0-6.7.11 
After measuring with Vernier pH probes, the synthetic urine 
met these conditions.

Soil:
Purposefully, the soil used in this experiment was depleted 

in nitrogen content. It had a history of planting cycles without 
the addition of nitrogen. Also, it was exposed to the elements, 
such as rain, for over a decade. Soils are not known to seques-
ter nitrogen, which is a primary reason farmers must resort to 
the reapplication of fertilizer.12 Since nitrogen is known for 
depleting quickly, the soil was tested for nitrogen semi-quan-
titatively. The nitrogen levels were between N1/Deficient and 
N2/Adequate. The nitrogen levels rose after applying synthet-
ic urine fertilizer (see Figure 5).

Figure 2: Cress fertilized with synthetic urine (left) and the control group 
(right). The picture was taken on day 14 of the experiment. Cress fertilized 
with a 0.0025g/mL concentration demonstrates a fuller, healthier yield 
compared to the control.

Figure 3: Yield of fertilized cress (left) and unfertilized (right). The large 
difference in biomass highlights the enhanced growth and higher output of 
fertilized cress compared to the unfertilized counterpart.

Figure 4: Comparing the average masses per container between fertilized 
and unfertilized cress. The fertilized cress had an approximately 226% greater 
yield than unfertilized cress.

ijhighschoolresearch.org



	 75	

Why use Solid Urine?:
Currently, scientists are studying larger-scale methods that 

use urine in liquid form, which adds complexity to storage and 
transportation. Such methods are being analyzed in Sweden 
and Burkina Faso.13 However, dehydrating laboratory-grade, 
synthetic urine leads to a stable shelf substance that is easi-
ly reconstituted for use. The dehydrated urine was tested for 
hygroscopicity and did not gain mass/absorb water over eight 
weeks (Placed in a 30% humidity environment at room tem-
perature). As a solid, it is easier to transport and store, and does 
not require to be maintained in a low-humidity environment. 
This was an interesting finding and somewhat counterintuitive 
based on the salt content of urine.14

Additionally, solid urine's susceptibility to bacterial growth 
was tested. When diluted in liquid form, bacteria grew 
unrestrained. However, when solid, the synthetic urine demon-
strated a zone of inhibition against E. coli K-12 (see Figure 6). 
This is most likely due to the hypertonic state of the fertilizer, 
which correlates with the common use of salts as a preservative.

Other current research emphasizes removing salts to isolate 
urea. The extraction methods are impractical on a large scale. 
Multiple steps requiring ethanol evaporation, recrystallization, 
and vacuum filtration require many resources.15 This research 
demonstrates that these are unnecessary steps. Diluting the 
urine leads to an optimal urine concentration per milligram of 
water, with enough nutrients to boost plant growth and a low 
enough salt concentration for plants to germinate and grow.

Synthetic medical-grade urine was used in this study.8 Com-
mon components used to model urine as a fertilizer have not 
been updated in decades. Currently, scientists continue to use 

The soil was sent to Virginia Tech, where it was tested at 
the soil testing lab; the other soil nutrient levels were relatively 
sufficient. Additionally, the pH was 7.1, near the optimal range 
of cress growth. See Table 3 for specifics.
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Figure 5: Soil nitrogen levels before and after fertilizer application (deficient/
adequate nitrogen levels (left), sufficient/surplus nitrogen levels (right)). 
The pink color is stronger in intensity in the fertilized soil sample (right), 
indicating higher levels of nitrogen.

Figure 6: Zone of inhibition around solid urine fertilizer surrounded by 
extensive E. coli K-12 growth. The zone of inhibition extended away from the 
solid urine location, potentially displaying antibacterial properties.

Table 3: Properties of the soil used. lb./A = pounds per acre, H = High, 
VH = Very High, SUFF = sufficient, L = Low, meq = milliequivalent.
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situations where there is poor rainfall, there is a theoretical 
risk of salt accumulation affecting plant growth. Despite this, 
Vermont farmers have used urine as a fertilizer for twelve years 
without noted complications.20

�   Conclusion 
This study explores the potential of using human urine as 

a sustainable nitrogen source for agriculture, focusing on de-
veloping a synthetic solid urine model to fertilize Lepidium 
sativum (garden cress). Given the environmental and safety 
concerns associated with traditional ammonia-based fertilizers 
produced by the Haber-Bosch Process, this research aims to 
find a safer, more sustainable alternative. It outlines the cre-
ation of a solid urine fertilizer, storage, and testing methods. 
It highlights the benefits of solid over liquid urine, including 
reduced risk of microbial growth and easier transportation. 
The results indicate that garden cress fertilized with the opti-
mal concentration of synthetic solid urine showed significantly 
higher yields than the control group, proving the effectiveness 
of urine as a nitrogen source. This approach addresses the 
challenges of using liquid urine and demonstrates a sustainable 
path forward in agriculture. With the global population grow-
ing and the environmental impact of traditional fertilization 
methods becoming increasingly unsustainable, this research 
illustrates the potential of human urine as a fertilizer, demon-
strating its potential to contribute to sustainable agriculture 
practices.
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ABSTRACT: The purpose of this study is to compare the training goals and methods of Taekwondo studios in the United 
States and Korea, and to identify the effects of Taekwondo on the physical and mental health of teenage trainees. Taekwondo, as 
a traditional Korean martial art, emphasizes not only physical training but also mental discipline. As Taekwondo has expanded 
globally beyond Korea, comparing the training methods of the birthplace of Taekwondo (Korea) and the United States can help 
identify ways to improve the health of trainees. For this study, surveys were conducted with 60 high school Taekwondo trainees 
in the U.S. and Korea, and interviews were also held with 6 Taekwondo instructors and 12 trainees. The results showed that the 
training objectives, content, duration, and methods differ between the two countries. In the U.S., Taekwondo focuses primarily on 
physical training as a sport, whereas in Korea, it integrates traditional cultural values, emphasizing not only physical training but 
also mental aspects such as ethics, filial piety, and order. The findings of this study suggest ways to incorporate Korea's approach 
to mental health training into the U.S. Taekwondo practice, offering methods for balanced physical and mental development in 
adolescents. 

KEYWORDS: Taekwondo, Physical Health, Mental Health, Stress Management, Self-Esteem.

�   Introduction
Taekwondo Growing as a Global Sport:
Taekwondo is a sport practiced by more than 100 million 

people worldwide and is actively practiced in 213 countries.1 
Especially, in the United States, 30,000 instructors are running 
Taekwondo academies, and the cumulative number of practi-
tioners has exceeded 4 million.2 Taekwondo studios in Korea 
not only focus on teaching Taekwondo and promoting health 
but also emphasize values such as filial piety, morality, and 
mental discipline, which contribute to mental health. Further-
more, they foster networking effects between students, parents, 
and the local community. Taekwondo has also had a positive 
impact on helping students grow into responsible members of 
society. The role of Taekwondo has expanded beyond physical 
training to include the cultivation of virtues such as courtesy, 
honesty, tolerance, and self-discipline, which are essential for 
forming social relationships. Additionally, its benefits for both 
physical and mental health have increased social expectations.3 
The social values of Taekwondo, which contribute to creating 
responsible members of society and promote balanced physical 
and mental health, are recognized internationally.4

In the United States, Taekwondo has a significant impact 
on both the community and families. Many areas lack evening 
programs after school, so for dual-income families, Taekwondo 
academies are being used as after-school childcare facilities. In 
response to this need, these academies are continuously devel-
oping programs at the level of after-school education centers,5 
while Taekwondo's popularity among adults in the U.S. fosters 
family bonding, as fathers and sons, as well as grandfathers and 
grandsons, train together. This not only strengthens family ties 

but also helps foster the development of proper family relation-
ships, including values such as filial piety, respect, and honor.

The effects of Taekwondo training on physical and mental 
health:

Taekwondo is known for its combination of physical exer-
cise, mental discipline, and self-defense techniques.6 Emphasis 
on high-intensity training and dynamic movement patterns of 
Taekwondo contributes to numerous physical health benefits. 
According to the results of a meta-analysis of various studies on 
the physical effects of Taekwondo, Taekwondo training during 
adolescence has a positive impact on muscle strength, muscular 
endurance, cardiovascular endurance, explosive power, agility, 
and flexibility. Since Taekwondo is a martial art that involves 
full-body training, it actively stimulates the organs and func-
tions of various respiratory and circulatory systems within the 
body, aiding in metabolism.7 In particular, it can significantly 
strengthen the respiratory system. Additionally, the harmo-
nious functioning of the nervous system is required for the 
full-body muscle activity and quick, accurate decision-mak-
ing and execution, which is actively engaged and enhanced, 
highlighting the unique characteristics of Taekwondo.8 Ad-
ditionally, it is effective in improving obesity and stimulating 
the secretion of growth hormones.9 There are many studies on 
the mental effects of Taekwondo, and research has shown that 
Taekwondo training has a positive impact on reducing stress 
and enhancing self-esteem in adolescents. It also contributes 
to improving mental quality of life by alleviating symptoms 
of depression and reducing anxiety.10 In this way, Taekwondo 
helps develop both physical abilities and social skills. Through 
Taekwondo training, mental development is supported in 
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terms of cognitive aspects and emotional stability, which en-
hances quality of life and plays a key role in developing social 
relationships.11 The effects of Taekwondo are well reflected in 
the fundamental goals of Taekwondo education. Taekwondo 
education aims to intentionally cultivate individuals who are 
mentally, physically, and socially desirable. Each Taekwondo 
movement or educational activity is assessed for its educational 
value, and the teaching and learning processes are evaluated to 
determine if they help transform practitioners into individuals 
with positive traits. This value-based education is essentially 
a process of intentionally changing one's character, abilities, 
attitudes, habits, and beliefs. Ultimately, Taekwondo training 
during adolescence can contribute to maintaining a healthy 
state both physically, mentally, and socially.12

The Necessity of Research:
According to previous studies, Taekwondo training helps 

improve both physical and mental health; however, the degree 
of improvement may vary depending on the training objec-
tives, methods, and country. In South Korea, the birthplace 
of Taekwondo, emphasis is placed on social maturity, such as 
courtesy, filial piety, and morality, while Taekwondo studios in 
the United States focus more on physical health.13 Certainly, 
some studies show Taekwondo training in the United States 
also contributes to mental health. Adolescents who practiced 
Taekwondo in the U.S. scored higher in stability, autonomy, 
sociability, activity, and courtesy compared to those who did 
not train. Additionally, sub-factors of mental health, such as 
interpersonal sensitivity, depression, hostility, anxiety, and so-
matization, were found to be lower in those who practiced 
Taekwondo.14

However, the extent to which Taekwondo training improves 
mental and physical health may vary depending on the goals 
and programs of Taekwondo education. Comparing the Tae-
kwondo training programs of the two countries highlights the 
need for further research. Based on an analysis of Taekwon-
do programs from six studios in South Korea and the United 
States, Table 1 highlights the differences in program dura-
tion and session content. The Taekwondo program in South 
Korea typically lasts 60 minutes. The first 5-10 minutes are 
dedicated to light warm-up exercises, followed by Taekwondo 
training. The last 5-10 minutes involve discipline and com-
munication between the instructor and the trainees before the 
session ends. In the United States, the classes are usually 45 
minutes long, with 5 minutes allocated for warm-up and 40 
minutes for training. The difference in mental health-relat-
ed factors lies in the last 5-10 minutes, which are excluded 
from Taekwondo training in the U.S. The last session of the 
Taekwondo program in Korea goes beyond everyday conver-
sation and serves an educational purpose. The content of the 
last session includes activities such as meditation, moral and 
etiquette education, gratitude towards parents, and leadership 
training. To conduct these sessions, instructors often receive 
specialized training from professional organizations or obtain 
relevant certifications.

* Analyzed US (NC, Texas) and Korea (Seoul, Gyeonggi Province) Tae-
kwondo Studios’ programs.

* Refer to studies on Taekwondo programs from the United States15 and 
South Korea.16

�   Methods
The object of study:
The study was conducted at 6 Taekwondo studios in the 

United States and South Korea. To ensure the objectivity of 
the data, the research was carried out across three studios in 
Texas and North Carolina in the U.S., and three studios in 
Seoul and Gyeonggi Province in South Korea, with both sur-
veys and interviews being conducted. As shown in Table 2, 
the surveys and interviews were conducted with high school 
Taekwondo trainees and their instructors. Among the survey 
participants of trainees, 36 were male and 14 were female, aim-
ing to include a diverse range of perspectives. However, due 
to the low number of female high school trainees, achieving 
gender balance was difficult.

Research tools:
This study combined qualitative and quantitative research 

methods to compensate for the lack of survey data. The 
qualitative research focused on conducting interviews with 
Taekwondo instructors and trainees in the United States and 
South Korea to identify the specific outcomes of physical and 
mental improvements felt by the participants and the pur-
pose of the Taekwondo programs. Interviews were conducted 
face-to-face whenever possible based on the questionnaire 
in Table 3, and for Korean students who could not meet in 
person, phone and email interviews were conducted. For the 
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Table 1: A comparison of Taekwondo programs in South Korea and the 
United States.
South Korean programs are longer and emphasize both physical and 
mental training, while U.S. programs focus more on physical training.

Table 2: Interviewee and survey participant information from South Korea 
and the United States. 
Participants from both countries showed a similar demographic balance, 
but Korean trainees had a longer average training period (5.2 years) 
compared to those in the U.S. (3.4 years).
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U.S. instructors and trainees, questions were sent via email a 
few days before the interview, which was conducted in person. 
The survey was distributed via email not only to the interview 
participants but also to high school trainees from the same 
Taekwondo studio. The email provided a detailed explanation 
of the study's purpose and objectives, the definitions of physi-
cal and mental health, and the differences between Taekwondo 
programs in South Korea and the United States. The study 
proceeded only after obtaining the participants' consent and in 
compliance with research ethics.

* The survey questionnaire is attached in a separate file.
Data Analysis:
Based on the analysis results of the 5-point scale survey, 

the differences between Taekwondo programs in the United 
States and South Korea were identified, and further research 
results were derived by incorporating the interview findings. 
The interview results were obtained by integrating the con-
tent recorded during face-to-face interviews and the responses 
received via email, from which key responses for each ques-
tion were extracted. Discrepancies between the survey results 
and interview responses were addressed through additional 
interviews to identify the underlying causes. To explore the 
relatively under-researched impact on mental health in more 
depth, survey items related to self-esteem,17 sense of belong-
ing, and stress relief, which had been frequently highlighted in 
previous studies,18 were added. However, variables related to 
mental disorders, such as depression and anxiety, were excluded 
as they do not align with the research objectives. Additionally, 
correlation analysis of the survey results was conducted using 
SPSS, and the study identified how factors such as country, 
age, gender, and training duration impact health improvement.

Research Ethics:
This study complied with the following research ethics. 

First, before conducting interviews and surveys, participants 
were explained in detail about the purpose of the study, the 
plan to use the results, and the sharing of the results, and their 
voluntary consent was obtained. Second, after making sure 
that the participants understood prior information before the 
interview, they were guided not to include responses if they 
felt uncomfortable during the interview or did not want their 
responses to be used in the study. Third, for the privacy protec-
tion of interviewees, the interview was conducted in a personal 
environment, and all names were anonymized. Finally, it was 
informed that the interview and survey results would only be 
used in the study, and it was communicated that they would 
not be disclosed to the outside for purposes other than the 
study.

�   Results 
The significance between variables and outcomes was con-

firmed through correlation analysis, and the research results 
are organized in sequence based on the interview and survey 
responses. Additionally, the interviewees' thoughts and opin-
ions on Taekwondo training are directly quoted. The survey 
questionnaires on mental health utilized questions related to 
stress, self-efficacy, and psychological stability from the pre-
viously validated questionnaires, Youth Mental Health Risk 
Assessment (YMHRA)19 and Mental Health Inventory for 
Adolescents (MHIA).20 The mental health level was derived 
from the average scores of these three questionnaires. Ac-
cording to the correlation analysis in Table 4, the effect of 
Taekwondo on physical health showed no significant differ-
ences across country, gender, or training period. On the other 
hand, the effect on mental health showed a strong correlation 
with country (0.603) and training period (0.683).

A T-Test was conducted, as shown in Table 5, to confirm the 
difference in perceptions between the United States and Korea 
on the effects of Taekwondo on health. Both groups reported 
similarly high physical health scores (U.S. M = 4.57, Korea M 
= 4.50), with no significant difference, t(58) = 0.51, p = .61, 
suggesting a shared recognition of its physical benefits. How-
ever, Korean participants reported significantly higher mental 
health benefits (M = 4.30) than U.S. participants (M = 3.73), 
t(57) = -5.76, p< .001. This may reflect cultural differences in 
the way Taekwondo is taught and understood. Overall, phys-
ical benefits are consistently acknowledged in both countries, 
but perceptions of mental health vary by context. American 
Taekwondo programs can benefit from introducing Korean 
mental health programs.

Table 3: Interview Questions for Taekwondo Instructors and Trainees.
The questions explore Taekwondo’s health effects and identify areas for 
improvement.

Table 4: Results of the analysis on the correlations between the variables 
(N=60).
Notable correlations include a moderate positive relationship between 
mental health and training period (0.683) and between mental health and 
country (0.603).

Table 5: T-Test results comparing health perceptions between the U.S. and 
Korea (N=60).
The t-test revealed no significant difference in physical health between 
the U.S. and Korea. However, mental health perceptions were significantly 
higher in Korea compared to the U.S.
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* Five-point rating scale: 1point (Strongly Disagree) ~ 5point (Strongly 
Agree)

Both in the United States and South Korea, the opinion was 
that the stress relief effects of Taekwondo training are simi-
lar to those of general exercise, such as improved circulation, 
a sense of refreshment, and the promotion of hormones like 
dopamine and serotonin.21

"There have been many studies showing that exercise has a posi-
tive effect on stress relief, and the same effect is seen in Taekwondo. 
When considering the unique stress-relief benefits of Taekwondo, 
many believe that the lack of stress from competition, due to the focus 
on self-discipline, contributes to this. Additionally, stress is relieved 
through safely conducted activities like breaking and striking. Ex-
ercising, sweating in a healthy way, and completing the targeted 
workout all contribute to a high level of stress relief." (US, Instruc-
tor)

Self-esteem, sense of belonging, and psychological safety are 
significantly higher in South Korea compared to the United 
States, with many attributing this difference to the additional 
mental training conducted alongside physical training. In Ko-
rean Taekwondo schools, mental training typically takes place 
on specific days of the week, focusing on themes such as con-
fidence, leadership, and ethical awareness, and lasts about 10 
minutes each day. In addition, instructors and trainees, as well 
as fellow trainees, share their daily experiences and discuss and 
consult on psychological difficulties together. Specialized pro-
grams like meditation are also considered helpful for mental 
health.

"After the workout, a lot of preparation is made for the last 10 
minutes of mental training. Especially since high school trainees 
are in their adolescent years, conversations and advice need to be 
handled carefully. Nevertheless, most trainees listen attentively and 
empathize. Rather than one-sided lectures, positive examples and 
desirable directions are shared naturally. Sometimes, even if it’s un-
related to the theme, practitioners share challenges they faced during 
the day, and the group helps each other come up with solutions." 
(Korea, Instructor)

"The meditation conducted at the end of Taekwondo training is 
the best part. Listening to calming music while the instructor shares 
thoughts to wrap up the day helps me feel at peace. I’ve heard that 
the instructors have obtained certif ications in meditation. Even ev-
eryday conversations bring a sense of calm to the mind. Listening 
to my friends' struggles and talking with them helps us comfort and 
support each other. Sometimes, conversations with the instructor 
and friends feel more comforting than with my parents." (Korea, 
Trainee)

Thematic analysis of interview data from 18 Taekwondo 
instructors and trainees identified four recurring themes: struc-
tured and safe training, physical stress relief, mental stability 

The Effect of Taekwondo on Physical Health:
Survey results in Table 6 showed that both American and 

Korean trainees agreed that Taekwondo training has a high 
impact on physical health. American trainees rated it 4.6 out of 
5, while Korean trainees rated it 4.5, showing little difference. 
These results are consistent with previous studies that have 
highlighted the physical health benefits of Taekwondo. In the 
interviews, instructors from both countries emphasized that 
improving physical health is a key goal of Taekwondo training, 
and both the training methods and the training duration are 
focused on enhancing physical health.

* Five-point rating scale: 1point (Strongly Disagree) ~ 5point (Strongly 
Agree)

“Taekwondo training is systematic and diverse compared to oth-
er school sports. The warm-up exercises vary depending on the day's 
training content, starting with joint-specif ic preparations and 
muscle relaxation. When practicing forms, flexibility exercises are 
emphasized, while during breaking practice, the focus is on wrist 
and ankle care. Since Taekwondo is a martial art, there is a risk 
of injury, which is why the training is conducted according to a 
well-prepared process, guided by the instructor, to ensure safety." 
(US, Trainee)

"After becoming a high school student, the amount of academ-
ic work increased, and the opportunity to exercise decreased. 
Taekwondo training is the only time during the day when I can 
work out intensely and sweat. Although it is high-intensity exer-
cise, I can train systematically and safely under the guidance of the 
instructor, and I don’t feel much muscle pain or fatigue afterward." 
(Korea, Trainee)

"All training follows a manual. To prevent injuries and max-
imize exercise effectiveness in a short period, we apply years of 
accumulated experience and training methods. The Taekwondo 
Association shares these training methods with Taekwondo schools 
worldwide, and new training techniques are studied through sem-
inars and forums." (Korea, Instructor)

The Effect of Taekwondo on Mental Health:
While both the United States and South Korea showed pos-

itive survey responses regarding the impact of Taekwondo on 
physical health, there was a significant difference in the report-
ed effects on mental health. As shown in the results of Table 
7, the United States scored 3.7 out of 5, while South Korea 
scored 4.3, showing a 0.6-point difference. When comparing 
the four elements of mental health, there was little difference 
between countries in terms of stress relief, but significant dif-
ferences were observed in self-efficacy, sense of belonging, and 
psychological safety. Based on the interview results, stress relief 
can be seen as a secondary effect of physical exercise, while the 
other elements are developed through mental training or extra 
activities.

DOI: 10.36838/v7i8.13

Table 6: Survey results on the effect of Taekwondo on physical health (N=60, 
US and Korea).
The survey results show Taekwondo similarly improves physical health in 
the U.S. and Korea.

Table 7: Survey results on the effect of Taekwondo on mental health (N=60, 
US and Korea).
The survey results show that Taekwondo training positively impacts mental 
health, with Korean participants reporting higher ratings, especially in 
self-esteem and sense of belonging.

	 ijhighschoolresearch.org



	 82	

fessional trainer, and the trainees' responses to the strength training 
have been generally positive." (Korea, Instructor)

"Adding other exercise methods within the limited time of about 
40 minutes is not easy. We tend to focus on the various content that 
needs to be taught within Taekwondo itself. I understand the high 
demand among adolescents for strength and flexibility training. It 
seems beneficial to try new exercises that trainees want to incorpo-
rate during breaks in Taekwondo training." (US, Instructor)

"The Taekwondo program is well-designed for physical health. 
Especially, learning martial arts not only strengthens the body but 
also enhances mental toughness. However, Taekwondo training has 
a lower intensity compared to outdoor sports like soccer or athletics. 
Because of this, I considered switching to bodybuilding or personal 
training for strength training. I’ve heard that Taekwondo gyms 
in Korea offer additional strength training programs. It would be 
great if a strength training program could be added and supple-
mented at the Taekwondo instructor level." (US, Male Trainee)

"Honestly, Taekwondo is a type of martial art that is male-dom-
inated, and the number of female trainees tends to decrease after 
high school. While flexibility is required for kicks and movements, 
and it’s not diff icult for women to learn, training alongside men 
can be challenging due to the program's structure. There are many 
aspects in which Taekwondo needs to change to better cater to 
women's physical training. If possible, it would be great to create a 
separate Taekwondo program for women. If the program includes 
patterns and movements more suitable for women, as well as in-
corporates yoga or Pilates exercises, which are highly requested by 
women, I believe more female trainees would participate." (Korea, 
Female Trainee)

How to improve mental health in adolescents through Tae-
kwondo:

Some studies suggest the physical training of Taekwondo 
helps reduce stress and alleviate depression, improving mental 
health,23 but there are not many existing studies on the ef-
fects of Taekwondo's mental training programs. In this study, 
through interviews with Korean instructors, mental health-re-
lated content was identified from the supplementary programs 
currently offered in Taekwondo studios, and a survey was con-
ducted based on these programs.

The survey results showed no significant differences based 
on gender or country. For trainees in the United States, where 
mental health improvement programs were not available, brief 
descriptions of each program were included in the survey, as 
shown in Table 10.

and psychological safety, and a sense of community. Based on 
the results, Korean respondents emphasized mental training 
and emotional support integrated into Taekwondo training, 
whereas American respondents emphasized the physical ben-
efits of regular physical activity. These differences stem from 
cultural and program contexts, suggesting that personalized 
training programs and policy designs are needed to achieve 
maximum benefits in each setting.

�   Discussion 
How to improve physical health in adolescents through Tae-

kwondo:
According to a survey conducted on the areas adolescents 

specifically want to improve among the physical benefits of 
Taekwondo training - Endurance, Flexibility, Cardiopul-
monary function, and Strength which identified in existing 
research22 - male practitioners wanted to enhance Strength, 
with 67% expressing this preference, while female practi-
tioners wanted to enhance Flexibility, with 72% expressing 
this preference. According to Table 9, there was no significant 
difference in the demand for physical health improvement be-
tween trainees in Korea and the United States. Additionally, 
15% of respondents indicated that there is nothing to improve 
in Taekwondo for physical health, suggesting that some train-
ees are satisfied with their current training methods.

Since the survey was conducted on adolescents, there was a 
higher interest in improving appearance and body shape rather 
than in intense exercises aimed at strengthening basic physical 
fitness. Because the time available for exercise during the day 
is limited, there is a strong demand for increasing strength and 
flexibility through Taekwondo training. When asked about the 
exercise they would most like to do besides Taekwondo, males 
selected bodybuilding, and females chose yoga and Pilates, 
which aligns closely with the survey responses.

"Many adolescent trainees have expressed a desire to strengthen 
their muscles, so recently, exercises such as push-ups, squats, lunges, 
and planks have been incorporated into Taekwondo training for 
about 5 to 10 minutes. To prevent injuries and ensure effective 
training, all instructors have learned teaching methods from a pro-
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Table 8: Thematic Coding of Interview Responses on Taekwondo's Health 
Effects (N = 18).
The coding results show that Korean respondents emphasized both 
physical and mental training, while the US respondents focused on physical 
benefits.

Table 9: Survey results on the most needed physical training improvements 
(N=60, US and Korea).
The results show that males mostly need strength training, while females 
prioritize flexibility.

Table 10: The definition of mental health programs conducted during 
Taekwondo training in Korea.
Definitions were provided to help survey respondents understand each 
program.
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The survey results in Table 11 showed that meditation was 
the most preferred program, with 47%, followed by the rela-
tionship between instructors and trainees, which was favored 
by 30%. In addition, the survey results indicated that leader-
ship and social skills scored somewhat lower, with instructors 
analyzing that this was due to the survey participants being 
high school students. It was observed that while social skills 
and leadership are well-received by younger students, the de-
mand for these programs may be lower among more mature 
high school students.

"Meditation is conducted twice a week, and most trainees, re-
gardless of gender, enjoy it. Korean high school students are mentally 
exhausted due to studying and preparing for university entrance 
exams. Because of this, the focus is on improving mental health 
through meditation rather than strict discipline or guidance. Some 
trainees have expressed a desire for daily meditation sessions, so the 
instructors are working to enhance the quality of the meditation 
program by studying specialized programs and seeking better con-
tent." (Korea, Instructor)

" Through this interview, I was able to understand the differences 
in programs between Korea and the United States, and I was quite 
surprised to learn that trainees have a high level of interest in men-
tal health improvement programs. While I would like to include 
mental health improvement programs, it seems diff icult to extend 
the overall program duration. However, we can complement this 
through online programs or special seminars, similar to what was 
used during the COVID-19 period. In particular, meditation has 
gained significant attention in the United States recently, and I feel 
there is a pressing need to implement it quickly." (US, Instructor)

"Meditation at the end of training is beneficial, but even a short 
amount of time for trainees to talk about their daily routines under 
the guidance of the instructor also contributes to mental health. They 
exchange thoughts on each other's concerns, and instructors often of-
fer solutions based on their own experiences. In fact, conversations 
between Taekwondo trainees are much more comfortable than those 
with parents, teachers, or school friends. The reason the relation-
ships at the Taekwondo studio feel more comfortable than those with 
school friends or teachers is that there is no competition or conflicting 
interests among the friends there." (Korea, Female Trainee)

"After hearing about the mental health programs at Taekwon-
do studios in Korea, I thought it would be great to introduce them 
in the United States as well. While it's common to meet friends 
from the same school at Taekwondo studios, there is no relationship 
building outside of the sport. Also, in the U.S., there are no separate 
Taekwondo classes for high school students, so it might be diff icult 
to have meaningful conversations based on shared experiences. I 
strongly support the idea of extending training time and creating a 
separate class for high school students. Training and communicating 

with peers of a similar age group would be a wonderful experience." 
(US, Male Trainee)

�   Conclusion 
This study confirmed that Taekwondo training has a positive 

effect not only on physical health but also on mental health 
improvement. Through the analysis of differences by country, 
it was found that Taekwondo studios in the United States are 
relatively lacking in mental health programs, and both instruc-
tors and trainees were supportive of enhancing mental health 
improvement programs. According to an open-coding analysis 
of interview data, both Korean and American trainees recog-
nized Taekwondo training as a systematic, safe, and physically 
healthy activity. The topics commonly mentioned by the train-
ees from both countries included systematic warm-up, injury 
prevention, and physical improvement. However, in terms of 
mental health, the difference was seen. While Korean trainees 
emphasized more structured mental training, such as self-es-
teem, belonging, emotional support, meditation, and group 
reflection, these factors were relatively less mentioned among 
American trainees. This suggests a culturally embedded ap-
proach to mental health in Korean taekwondo training.

Additionally, the specific needs of high school trainees were 
identified. Physically, they desired strength and flexibility im-
provement, while mentally, there was a need for meditation and 
relationship-building programs. However, to implement men-
tal health improvement programs, a comprehensive overhaul 
of the Taekwondo programs in the United States is necessary. 
First, training time should be extended by 5 to 10 minutes, and 
in addition to the current classes for child trainees, separate 
classes for high school students should be created. Moreover, 
instructors will need additional training and knowledge to 
run mental health improvement programs. To support this, 
instructors should be provided with educational opportuni-
ties to enhance their expertise in areas such as meditation and 
counseling.24 Furthermore, collaboration between Taekwondo 
associations and local studios is essential to support the devel-
opment of instructors' capabilities.25 Taekwondo may not be 
able to meet all the needs of high school trainees. However, by 
referencing successful examples from other countries, contin-
uously seeking areas for improvement, and embracing change, 
Taekwondo will become a program that is loved across nations 
and generations.

The current study provides valuable insights into the impact 
of Taekwondo training on mental health, future studies plan 
to apply a more experimental approach. Specifically, I would 
like to have a stronger understanding of the effectiveness of 
implementing and evaluating mental health training programs 
through pre- and post-intervention designs within Taekwondo 
institutions. This approach will provide clear evidence of the 
effectiveness of mental health programs in Taekwondo and is 
expected to help with future training programs and policy pro-
posals.
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Table 11: Survey results on the most needed mental training improvements 
(N=60, US and Korea).
The results show that meditation is the top mental training need, followed 
by relationship improvements and leadership.
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ABSTRACT: Stress is a global issue that negatively affects individuals and society. Effective stress management is crucial 
because it can prevent individuals from experiencing negative health conditions such as depression and anxiety, and detrimental 
workplace behaviors such as suboptimal performance. As physical and mental well-being are crucial facets of a healthy society, 
this research emphasizes the importance of developing effective stress-management methods to promote individual well-being 
and performance. Specifically, this study focuses on exercise and self-care practices and how they can reduce stress, which can 
further help manage individual performance. By examining the police force, a highly stressful occupation, this study found that 
individuals who exercised and practiced self-care were more likely to have lower stress, which can help maintain their performance. 
Furthermore, the findings may guide individuals and organizations in promoting a healthy lifestyle and workplace to prevent 
stress from escalating and maintain high performance levels.  

KEYWORDS: Behavioral and Social Sciences, Stress, Exercise, Physical Care, Task Performance.

�   Introduction
Stress has become a universal experience, affecting millions 

of people worldwide. According to the World Health Organi-
zation,1 stress-management is crucial to an individual as it can 
be a risk factor for major physical or mental problems such as 
heart disease, depression, and/or anxiety disorders.2 Over 77% 
of people experience stress, and it has affected their physical 
and mental health.2 Especially, high-stress occupations, where 
individuals face long hours, tight deadlines, and high expec-
tations, have been leading to both physical and psychological 
health issues globally. As stress continuously takes a toll on 
health problems across the world, finding effective ways to mit-
igate the impact has become the main issue today. The constant 
pressures of everyday life can often spill over to personal life, 
leading to growing cycles of stress, making it harder to recover 
to a stable mental state. With the compiled amounts of stress, 
individuals may find themselves in an emotionally draining 
state, which can significantly impact their ability to perform 
effectively in personal and professional settings. Among the 
various stress reduction strategies available, methods such as 
exercise and physical care have the potential to alleviate peo-
ple’s stress levels.

Exercise, particularly physical activities such as aerobic exer-
cises and workouts, has been argued to have positive impacts 
on mental and physical health. These activities can promote 
relaxation and balance within the human mind and body while 
maintaining overall well-being. Numerous studies have shown 
how regular physical activity can reduce depression, anxiety, 
and stress levels.3,4 Engaging exercises such as running, swim-
ming, and cycling trigger the body to release endorphins in the 
brain to act as mood elevators and natural painkillers. These 
chemical messengers counteract the negative emotions associ-
ated with stress and make the body more resilient to stressors 

in daily life. Additionally, physical activities themselves allow 
individuals to focus on the activity itself, which functions as a 
distraction from external pressures or worries that may be add-
ing to stress. Workouts may also lead to a sense of achievement, 
which fosters greater self-esteem and confidence. Hence, as 
further research is conducted to emphasize the importance of 
exercise and in stress-management, it is significant to explore 
how these practices can be incorporated into daily life routines.

Furthermore, physical care, such as proper nutrition and 
hydration, can also be integral in reducing stress effectively.3 
Maintaining a healthy diet and planning self-care practices can 
improve cognitive function and the wellness of others.3 From 
this perspective, the current study can help further understand 
the relationship between stress and physical care and exercise 
by examining the responses of police officers in South Korea. 
Using a profession that is known for its high levels of stress and 
physical demands, they will be able to examine how exercise 
and physical care can reduce the negative effects of stress. This 
particular group will provide insight into identifying effective 
stress-managing strategies as well as recommendations on 
structuring a healthy workplace for first responders. Through 
this research, future programs can be developed to maintain 
stress levels amongst individuals and organizations on how 
they can approach personal health and professional perfor-
mance in the long term.

The impact of stress highlights the importance of finding 
effective stress-management strategies that can promote the 
well-being of individuals. Surprisingly, due to the lack of em-
pirical studies, the full extent of how physical care and exercise 
can reduce stress remains underexplored. Subsequently, this 
research is crucial to explore the interventions that not only 
address symptoms of stress but also prevent escalating into 
chronic conditions. The relationship between exercise and 
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physical care with stress is complex, but investigating the re-
lationships of these factors will help enable us to understand 
the importance of stress management. Therefore, it can be 
beneficial to help individuals cope with stress while creating a 
sustainable lifestyle that will further help individuals perform 
at high levels.

�   Hypothesis development
Exercise, as a form of physical activity, is a key component of 

stress management. Aerobic exercises such as running, danc-
ing, swimming, as well as strength training can be effective 
in stress reduction. The repetitive movements can promote a 
sense of ease as they increase an individual’s heart rate and 
breathing, which then stimulate mood elevators by shifting the 
focus away from stressful thoughts. These forms of exercise 
produce endorphins, which help alleviate mood and provide 
a sense of relaxation to improve overall cardiovascular health 
and negative emotions associated with stress.5

Exercise contributes to stress relief through stress inocula-
tion by exposing the body to build resilience over time through 
increased heart rate and muscle tension.6 During exercise, 
heart rates increase, which helps the body learn to manage 
the physiological responses more efficiently.6 After the exer-
cise is completed, the body goes into a relaxed state, which 
can then help an individual’s ability to manage stressors in life. 
Moreover, the mind-body connection is significant in coping 
with stress. The mind and body are interconnected, which im-
pacts how an individual manages stress. When stress affects 
the mind, it can influence symptoms such as muscle tension, 
fatigue, and other physical health problems.4 Thus, we hypoth-
esize the following:

Hypothesis 1: Exercise will be negatively related to stress.
In concert with the stress-reducing properties of exercise, 

physical care, particularly through constant attention to nu-
trition and hydration, assumes a significant role in equipping 
the body to effectively manage stress. Physical care encom-
passes practices related to nutrition, hydration, and exercise. 
It is considered a foundation of mindful self-care because it 
highlights the connection between physical well-being and 
mental health.3 A balanced and nutrient-rich diet provides the 
body with the essential building blocks required for optimal 
functioning, particularly when confronted with stress. Nu-
trition, for instance, consists of eating a variety of nutritious 
foods as well as maintaining sugar levels, nutrient deficits, and 
inadequate or excessive energy intake.3 The body’s physiolog-
ical response to stress requires insufficient nutrient intake and 
poor dietary habits, which can make stress more difficult to 
manage. Specifically, low iron intake and/or vitamin D levels 
increase the vulnerability to stress hormones and neurological 
functions.3 Similarly, hydration involves drinking the recom-
mended water intake to have healthy functioning in the body. 
(1.2 L per day) Dehydration can reduce physical and mental 
health performance due to fatigue, headache, and decreased 
concentration.3

Nutrition and hydration can reduce stress through several 
factors. Proper nutrition and hydration provide the human 
body with vitamins and minerals needed to maintain physi-

ological processes and to respond effectively to stressors. The 
imbalance of nutritious foods, such as high blood sugar, can 
impair mood regulation and the stability of emotions.3 Stress 
hormones, such as cortisol, are directly involved in regulat-
ing stress, and neurotransmitters like serotonin can promote 
feelings of well-being and happiness.6 Nutritional support 
can help manage cortisol and serotonin levels through foods 
with high sources of tryptophan. The maintenance of a bal-
anced nutritional diet and hydration is displayed through the 
interactions between stress hormones and neurotransmitters. 
When the body is in a healthy nutritional state, serotonin can 
be produced, meaning the body may respond and withstand 
stress more efficiently. Hence, having a balance of nutrition 
and hydration is optimal for the body’s stress-response sys-
tems. Hence, we propose the following:

Hypothesis 2: Physical care will be negatively related to 
stress.

Stress is a complex concept that can be broadly defined as 
a psychological and physiological reaction to environmental 
demands that surpass an individual’s ability to cope with the 
situation.7 Stress is conceptually distinct from strain. Whereas 
stress pertains to how individuals respond to external demands, 
strain refers to the consequences resulting from ongoing stress 
and the coping resources the person possesses to deal with that 
stress.8 Stress encompasses a range of cognitive, emotional, and 
physical responses, such as anxiety, frustration, and fatigue,9 
leading to biological and psychological changes that can harm 
overall health and well-being.10 Stress can arise from the inter-
action between people and their environment, and be further 
influenced by their cognitive evaluation and coping abilities.11 
Understanding stress can be further refined through the works 
of Cohen et al.,12 which suggests that stress emerges when an 
individual’s appraisal of environmental demands outweighs 
their perceived resources to manage those demands. This view 
emphasizes the subjective nature of stress, which is influenced 
by individual values, beliefs, and specific circumstances.

Task performance refers to the execution of job-related du-
ties that contribute directly to an organization’s goals. This 
includes behaviors associated with producing goods, delivering 
services, and supporting management and technical process-
es.13 Borman and Motowidlo14 explain task performance as 
the set of behaviors that have a direct relationship with the 
technical core of the organization, coupled with the formal 
job requirements mentioned in job descriptions. Task per-
formance, while distinct from contextual performance, which 
Borman and Motowidlo14 defined as behaviors contributing 
to an organization's social and psychological environment, en-
ables the organization to achieve its goals. Consequently, task 
performance is critical to organizational success because it sig-
nificantly contributes to not only the psychological and social 
environment of the organization but also its competitiveness 
and productivity, thus proving essential for achieving the goals 
of the organization.15,16

Previous research has suggested a negative correlation be-
tween stress and task performance at the workplace. The 
Cognitive Activation Theory of Stress (CATS)11 proposes that 
stress disrupts cognitive processes essential for goal-directed 
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behavior, such as memory, problem-solving, and decision-mak-
ing. For example, high-stress levels decrease concentration 
levels, leading to frequent mistakes and reduced productivity 
in task completion. In addition to cognitive responses, stress 
may also evoke psychological and emotional responses. Ac-
cording to the Transactional Model of Stress and Coping11 
individuals feel stressed when they perceive an imbalance be-
tween the demands placed on them and their ability to cope 
with them. This perception, in turn, triggers an emotional or 
psychological reaction, such as anxiety, frustration, or help-
lessness, which further exacerbates the cognitive disruptions 
caused by stress. From this perspective, Maglio and Campbell17 
highlighted how task performance can be disrupted by stress-
ors that impair focus and efficiency. Stress-induced annoyance 
and anxiety, for instance, interrupt workflows and reduce the 
capacity to meet performance expectations. Similarly, Bailey et 
al.18 found that stress-related anxiety disrupts task execution, 
particularly in roles requiring sustained focus and multitask-
ing, we propose the following:

Hypothesis 3: Stress will be negatively related to perfor-
mance.

�   Methods
Data were collected using two anonymous questionnaires 

with Likert-scaled items. The first survey (T1) was given 
in the first week of November 2024, and the second survey 
(T2) was given in the first week of December 2024. The study 
sample consisted of police officers, and the response rate was 
87% at T1 (261 were returned out of 300 questionnaires sent 
out), 89% at T2 (231 returned out of 261 questionnaires sent 
out), and the final sample size was 214, as unusable cases were 
discarded. Physical care was measured on 5 items based on 
Hotchkiss & Cook-Cottone,19 including "I eat a variety of nu-
tritious foods," "I exercise at least 30-60 minutes," "I take part 
in sports, dance, or other scheduled physical activities," "I prac-
tice yoga or another mind-body practice," and a reverse-scored 
item, "I do sedentary activities instead of exercising." “I drink 
at least 6 to 8 cups of water” and “I plan my meals and snacks” 
were excluded as Hotchkiss and Cook-Cottone19 found them 
to either have a low factor loading or an overlap with a differ-
ent item. Exercise was measured using an open-ended item 
asking, “How many times do you exercise per week?” Stress 
was measured on 4 items based on Wartig, Forshaw, South, 
& White20 and items included "In the last month, I feel I am 
unable to control the important things in my life," "I do not 
feel confident I can handle my personal problems," "I feel 
that things are not going my way," and "I feel difficulties are 
piling up so high that I cannot overcome them." Moreover, 
performance was measured on 4 items based on Van Dyne & 
Lepine21 and included the items "I fulfill my responsibilities 
in my job description," "I perform the tasks that are expected 
as part of my job," "I meet performance expectations," and "I 
adequately complete my job responsibilities.” Besides the fre-
quency of exercise, all of the scales used a 7-point Likert scale 
ranging from 1 (strongly disagree) to 7 (strongly agree).

�   Results 

Table 1 presents the characteristics of the respondents. The 
majority of respondents were male (78.5%) and had a bachelor’s 
degree (74.7%). About 40% of the respondents were between 
the ages of 31 and 40, and 29% were between 41 and 50. The 
tenure of the respondents ranged from 5 years or less (29.8%) 
to 16 years or more (31.4%). In terms of position, 29% of the 
respondents were inspectors, and 27.6% were lieutenants. Over 
two-thirds of the respondents were married (69.2%). 

Table 2 illustrates the means, standard deviations, and cor-
relations for the study. As seen in Table 2, exercise and physical 
care were found to be negatively correlated to stress and pos-
itively correlated to task performance. Stress was found to be 
negatively correlated with task performance.

The hypotheses were tested with SPSS 25 using hierarchi-
cal regression analysis. Hypothesis 1 predicted that exercise 
would have a negative impact on stress. As presented in Ta-
ble 3, exercise was negatively related to stress (β = -0.148, p < 
0.05). Therefore, Hypothesis 1 was supported. Hypothesis 2 
proposed that physical care will have a negative effect on stress. 
As shown in Table 3, physical care was negatively associated 
with stress (β = -0.143, p < 0.05). Thus, Hypothesis 2 was also 
supported. 

Table 1: The majority of respondents were male, married, and over 31 years 
old, with most having 6 or more years of tenure. The most common position 
was inspector, and most respondents held a bachelor's degree.

Table 2: This table presents the means, standard deviations, and correlations 
of the study variables.

Table 3: The hierarchical regression results showed that exercise and physical 
care had a significant effect on stress.
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In addition, stress impacts individuals emotionally, which can 
lead to frustration, anxiety, and depression.3,19 These emotions 
can further decrease motivation and affect overall task perfor-
mance as well. Furthermore, combining exercise and physical 
care improves job performance and mental health by enhanc-
ing cognitive function and boosting mood.

Stress was found to be negatively related to performance. 
This finding can be explained by the cognitive impact of stress. 
At the cognitive level, stress interferes with essential functions 
such as memory, problem-solving, and decision-making. High-
stress levels can thus reduce concentration and mental clarity, 
thereby hindering task efficiency and accuracy. As a result, in-
dividuals will be more likely to make mistakes and struggle 
with productivity when they have higher stress levels. This 
finding can also be explained by how stress affects individuals 
emotionally. On an emotional level, stress can elicit feelings 
such as anxiety, frustration, and helplessness, which further 
impair task performance. When individuals perceive that the 
demands placed on them exceed their coping ability, they can 
become overwhelmed, leading to decreased motivation and ef-
ficiency. These emotional responses, in turn, disrupt focus, slow 
down task completion, making it more difficult to maintain 
consistent performance levels.

The first potential limitation of this study is that it does not 
fully account for cultural differences, as the research was con-
ducted in South Korea. Cultural differences may significantly 
influence perceptions of stress. Prior studies suggest that per-
ceptions of stress, coping mechanisms, and personal control 
vary across cultures.22 Therefore, cultural factors may influence 
the relationship between variables, potentially limiting the 
applicability of the findings across different cultures among 
contexts. Future research should explore these relationships 
within diverse cultural settings to further validate the results. 
The second limitation is the generalizability of the findings, 
as the study collected data mainly from male police officers. 
Perceptions of exercise, physical care, stress levels, and task 
performance may vary based on gender and occupational back-
ground. Further studies should include a more diverse sample, 
incorporating more females and individuals from various pro-
fessions to increase the potential for generalization. The third 
limitation is that exercise was measured using a single item. 
Therefore, future research employing a multi-item measure 
capturing frequency, intensity, and type of exercise would en-
hance construct validity. Finally, individual differences may also 
play a role in shaping the relationship between the variables. 
It is well established that differences exist in how individuals 
deal with stressful encounters,23 with factors such as personal-
ity traits, fitness levels, coping styles, and resilience influencing 
their responses to stress and engagement in physical activities. 
Since this study did not fully account for these variations, fu-
ture research should examine how personal differences can 
interact with the variables.

�   Conclusion 
In conclusion, the study found that more exercise and self-

care practices, such as relaxation and nutritional awareness, can 
help in reducing stress. Further, as stress can negatively affect 

Hypothesis 3 predicted that stress would have a negative 
impact on task performance. In Table 4, stress was found to be 
negatively related to task performance (β = -0.332, p < 0.001). 
Therefore, Hypothesis 3 was supported. 

We further conducted a bootstrapping test to confirm the 
mediation effect. The bootstrapping technique was performed 
with 5000 samples at a 95% confidence interval. The boot-
strap results in Table 5 showed that the bootstrapped 95% 
confidence interval for the indirect effects of exercise on 
task performance did not contain zero (0.366, 0.1138). Fur-
thermore, the bootstrapped 95% confidence interval for the 
indirect effect of physical care on task performance did not 
contain zero (0.342, 0.1083). In sum, stress was found to me-
diate the relationship between exercise and physical care with 
task performance.

�   Discussion 
This study aimed to determine the relationships between 

exercise, physical care, stress, and task performance. Collecting 
data from police officers in South Korea, the study provides 
initial insight into how exercise and physical self-care prac-
tices can negatively impact stress levels, which then affects 
individual performance. Given the intense physical demands 
of police officers, such as exposure to traumatic events and 
constant public expectations, understanding how physical care 
and exercise can reduce stress and help police officers not only 
maintain healthy stress levels and well-being but also perform 
at high levels.

The data analysis results suggest that exercise and physical 
care can be quite effective in reducing stress in police officers. 
The findings of the study align with previous research on how 
important physical and mental health are in impacting stress 
levels in humans.6 Exercise, more specifically aerobic activities, 
can trigger the release of endorphins, which creates feelings 
of relaxation throughout the body. This biological response 
plays a significant role in minimizing the physical effects of 
stress and helps with preserving homeostasis. Also, physical 
care practices such as a healthy balance of sleep, nutrition, and 
hydration can help individuals maintain their stress levels and 
mental clarity and energy, which allows individuals to per-
form their duties more effectively while being under pressure. 
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Table 4:  The hierarchical regression results showed that stress had a 
significant effect on task performance.

Table 5:  The mediation analysis demonstrated the indirect effect of exercise 
and physical care on task performance through stress.
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performance, stress management is critical in helping an indi-
vidual’s job performance. Therefore, the study found that stress 
mediates the relationships between exercise and self-care with 
performance, which emphasizes the importance of exercise 
and self-care for individual well-being and job performance.
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ABSTRACT: Biodiversity is vital for ecological balance, as every species serves a specific function within its ecosystem. The 
rapid decline in certain animal populations highlights the urgent need for conservation efforts. This study employs a Random 
Forest model with an integrated data pipeline to predict animal population changes based on physical traits over time. Using the 
Living Planet Index (LPI) and cross-referenced Wikipedia data, the study examines features such as thermoregulation, habitat, 
diet, reproductive strategy, and flight capability. Missing data was addressed through forward filling, ensuring continuous and 
reliable datasets. Results show a minimal correlation between physical traits like habitat and thermoregulation and population 
trends, indicating that while physical traits offer insights, incorporating environmental or behavioral data is essential for accurate 
predictions. Future research can build on this framework by integrating advanced modeling techniques and broader datasets to 
improve biodiversity conservation strategies. 
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�   Introduction
This research aims to predict future animal population trends 

by analyzing physical traits such as habitat, thermoregulation, 
diet, and reproductive strategies. These traits influence species' 
adaptability to environmental changes. For example, climate 
shifts may impact endothermic animals differently than ecto-
thermic ones, and species with specialized habitat needs may 
struggle as environments deteriorate. By identifying species at 
higher risk of population declines, this study seeks to guide 
conservation efforts toward proactive intervention.

Biodiversity is essential, as every species contributes to its 
ecosystem. Secondary and tertiary consumers regulate prey 
populations, pollinators like bees and hummingbirds support 
plant reproduction, and decomposers such as flies and isopods 
recycle nutrients. In 2023, 21 animal species were declared 
extinct in the United States, with estimates predicting up to 
150 species will vanish globally each day, equivalent to one 
extinction every 10 minutes.1 The United Nations warns that 
nearly 1 million species are at risk of extinction due to human 
activities.2 Freshwater species populations have declined by 
83% on average since 1970,3 and the Amazon rainforest lost 
approximately 12,000 square kilometers of forest in 2022, an 
area comparable to Qatar.3 Population declines disrupt ecosys-
tems, as species' ecological roles go unfulfilled. For instance, 
gray wolves' extinction in Yellowstone National Park caused an 
unchecked rise in wild elk populations, leading to overgrazing 
and vegetation decline.4 This example underscores how losing 
a single species can destabilize an entire ecosystem. Preserving 
current animal populations is, therefore, critical.

By examining the relationship between physical traits and 
population trends, this research identifies species more vulner-
able to environmental changes based on their traits. It seeks 
to determine how physical traits correlate with population 

trends and whether these traits can predict species most at risk 
of population decline. This approach not only enhances un-
derstanding of how traits influence survival but also prioritizes 
conservation for species at higher risk, increasing the chances 
of preserving biodiversity before irreversible damage occurs.

Researchers argue whether traits alone can reliably predict 
extinction risk without considering environmental context.5 
This study contributes to that discussion by evaluating how well 
physical traits predict animal population trends when modeled 
with statistical population features. The use of a Random For-
est regressor aligns with applications of machine learning in 
conservation, where similar models have been used to assess 
extinction risk, forecast species distributions, and identify vul-
nerability patterns across taxonomic groups.6 By focusing on 
interpretable models and measurable traits, this study helps 
solidify the role of trait-based prediction in biodiversity risk.

While prior studies done by Qi have used Random Forest 
algorithms in bioinformatic settings to evaluate the impor-
tance of input features, they often do so in statistical contexts 
without direct usage in ecological population modelling.7 Sim-
ilarly, Moretti and Legg used plant and animal traits to assess 
responses to ecological disturbances, but did not use historical 
data.8 This study extends both studies by using long-term pop-
ulation trends with ecological and physical attributes to better 
assess the predictive value of traits. Using feature importance 
values has been common when conducting Random For-
est-based studies. However, our usage of the ecological setting 
could bring challenges in trait interpretation due to environ-
mental variability. These studies provide a strong foundation 
for applying similar methods to predict species populations 
and assess vulnerabilities.

We have considered using other models, such as indi-
vidual-based models (IBMs), which focus on behavior and 
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physiology to predict species responses to environmental 
changes, making them useful for complex ecosystems. We 
also considered using dynamic range models (DRMs), which 
account for population movements and growth, and offer supe-
rior predictions in dynamic climates. While these approaches 
address specific aspects of species responses or general predic-
tion techniques, they do not focus on analyzing physical traits 
to predict population trends across a broad range of species. 
This study builds on existing work by integrating physical 
traits and environmental factors to enhance prediction accura-
cy and inform targeted conservation strategies.

An efficient data pipeline is essential for this study, as it en-
sures smooth data flow from collection to model training and 
performance evaluation. Unlike typical conventional studies, 
this research deals with high-dimensional, scattered data, in-
corporating diverse physical and environmental factors across 
many species. Managing such complexity requires a robust 
pipeline to handle missing values, select features, and optimize 
models. This ensures data integrity and enhances prediction 
accuracy in trait-based population modeling. The pipeline 
supports data collection, preprocessing, model training, and 
evaluation.

One major challenge addressed was the prevalence of miss-
ing data in the population records. While the Living Planet 
Index (LPI) provides comprehensive data on over 32,000 pop-
ulations and 5,200 species, its records for some species over 
50 years are incomplete.9 The pipeline resolved this issue by 
preprocessing the data, including imputing missing values to 
ensure continuity and completeness. This step was critical for 
preparing reliable datasets for modeling. This study utilized 
the LPI as a primary source due to its extensive biodiversity 
data. Preprocessing involved cleaning the data and handling 
missing values to establish a high-quality input for the model. 
The study sought to uncover correlations between the two by 
examining species populations alongside their physical traits. 
The Random Forest model was chosen for its ability to identi-
fy correlations and generate accurate predictions. Preprocessed 
data was fed into the model, which employs multiple decision 
trees. Each tree acts as an individual model, learning correla-
tions between features to improve predictive accuracy. The 
model's performance was rigorously evaluated to identify areas 
for improvement and ensure reliable outcomes.

�   Methods
Data Collection and Sources:
We analyzed population trends using datasets from the Liv-

ing Planet Index (LPI), developed by the Zoological Society 
of London (ZSL) and the World Wildlife Fund (WWF) 
(WWF/ZSL, 2022). This index tracks population changes 
across more than 32,000 populations and over 5,200 species, 
including mammals, birds, amphibians, reptiles, and fish. It 
gathers data from peer-reviewed studies, government reports, 
and wildlife surveys, offering a comprehensive view of how 
environmental changes affect species populations. Integrating 
the LPI dataset allowed us to examine historical population 
trends, identify correlations, and improve predictions for fu-
ture patterns.

Table 1 summarizes the LPI dataset, which provides taxo-
nomic groupings and population data but lacks information 
on the physical traits of animals. We developed a data pipeline 
to fill this gap by sourcing additional details from external re-
sources. Specifically, we used Wikipedia to extract and analyze 
the physical traits of various species. Recognizing the poten-
tial limitations of Wikipedia’s credibility, we implemented a 
validation process. To ensure accuracy, this involved cross-ref-
erencing data with reliable scientific databases, such as the 
Global Biodiversity Information Facility. Using taxonomic 
classifications, we categorized animals based on shared phys-
ical traits, minimizing errors from relying on a single source.

We utilized the Wikipedia-API Python library to retrieve 
page content and identify relevant details through targeted 
keywords. Although Wikipedia served as the primary data 
source, our pipeline is adaptable for incorporating information 
from other credible databases in future research. This process 
enabled us to organize species into five sub-datasets, focus-
ing on key traits: thermoregulation, habitat, dietary habits, 
flight capability, and reproductive strategies. These features 
were chosen for their influence on population trends. Ther-
moregulation affects metabolic rates and survival strategies, 
while habitat provides insight into environmental pressures 
on species. Dietary habits (e.g., carnivorous, omnivorous, her-
bivorous) reflect resource availability and feeding behavior. 
Reproductive strategies (e.g., live birth, egg-laying) influence 
growth rates and survival. Flight capability impacts species 
mobility and adaptation to environmental changes. These 
traits offer a comprehensive understanding of the ecological 
and biological factors shaping population dynamics.

Data Pipeline:
The effective management and processing of data is of great 

importance, as the analysis involves complex datasets with 
diverse features. The data we are working with spans many spe-
cies and features, resulting in high-dimensional data that may 
complicate analysis. Additionally, combining data from various 
sources, such as the Living Planet Dataset (LPD_2022.csv) 
and the Wikipedia API, requires careful handling to ensure 
the integrity of the sources while being consistent and accu-
rate. Furthermore, the presence of missing population data in 
the time-series form creates a challenge for creating continuity 
and reliability between data points.

DOI: 10.36838/v7i8.15

Table 1: Formatting of information in the Living Planet Index (LPI) dataset, 
including data on species populations, geographic locations, and time-series 
information. The table presents the structure of the dataset used for analysis.
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As shown in Figure 1, the initial phase of the data pipe-
line involves data collection, using the LPD dataset and the 
Wikipedia API. This stage establishes the foundation for 
subsequent analysis. Therefore, careful consideration must be 
given to selecting appropriate data sources and methods to en-
sure reliability.

To prepare the information for use in the Random Forest, 
the thousands of species needed to be grouped by features. This 
was addressed by first loading species data, which involved 
creating a function that would read CSV files from a speci-
fied directory. Each file contained data relating to a specific 
genus. Using the organized formatting of the files, important 
information such as species names, population counts over the 
years, and other relevant data was extracted.

The function “load_species_data” aggregated this informa-
tion, where each dataset was transformed to a melted format, 
which would simplify analysis by merging data into columns 
for species, year, and population. Additionally, each entry was 
supplemented with details about its ‘Blood_type’ (thermoreg-
ulation), habitat, genus, and more, which were used in later 
stages of analysis.

This data preparation step was also supported by integrat-
ing information from the Wikipedia API. Augmenting the 
datasets with features such as thermoregulation and habitat 
enhanced the data further. The cross-referencing provided 
context for the numerical data and allowed the comprehensive 
analysis of the present ecological patterns. After loading and 
processing the data from the categorized species, these data-
sets were merged with species with similar groupings, and the 
resulting DataFrame was termed ‘combined_data.’ The merg-
ing process enabled the conduct of analyses spanning multiple 
species.

Data Cleaning and Imputation:
To ensure the quality of the data, missing values were ad-

dressed through strategies such as filling in missing data. The 
forward fill imputation was used to handle missing values in 
the population. This method propagates the most recent ob-
served value forward to replace subsequent missing values, 
which is especially suitable for time-series data. By carrying 
forward the last known population value, the forward fill im-
putation is able to maintain continuity in the dataset without 

introducing completely unrealistic values, making it effective 
for the context.

We chose forward filling for this task to maintain continuity 
for species with many gaps in time-series data, however, the 
method may create bias if earlier values are not representative 
of later trends. Alternative techniques such as linear interpola-
tion or KNN-based imputation were considered, but were not 
implemented due to data sparsity and computational cost. A 
comparative study of imputation methods could be a valuable 
direction for refinement in the future.

This preprocessing was essential as it prepared the data for 
subsequent statistical analyses and applications in machine 
learning. Furthermore, additional features, such as population 
growth rates, averages, and standard deviation, were added. 
These values were calculated for each species in the dataset, 
with G=Pt−Pt−1  represented population growth rate, where 
Pt and Pt-1 represent the population in year t and the previous 
year t-1, respectively. The average population across all avail-
able years was calculated by Pavv=1nii=  , where n is the total 
number of years for which population data is available, and Pi 
is the population in year i. Finally, the standard deviation was 
calculated with the equation:

Feature Engineering and Final Dataset:
Additionally, the data pipeline used feature engineering 

to create new variables based on existing data. For instance, 
calculating derived metrics such as population growth rates, 
averages, and standard deviations from the raw data counts 
enriches the dataset and provides additional context that may 
improve model performance. This was added in the hopes that 
the model’s ability to capture patterns and relationships in the 
data would be enhanced. This approach helps the Random 
Forest model use a more comprehensive set of features, which 
leads to more accurate predictions and insights about species 
populations and ecological relationships.

Ultimately, the data collection and preparation approach, 
which spanned from the initial loading of species data to the 
handling of missing values, created a foundation for further 
analysis using the Random Forest model. At the same time, 
feature engineering enabled us to make more accurate predic-
tions and insights.

�   Methods
Random Forest Model:
The Random Forest model was selected for its ability to 

manage complex, high-dimensional data commonly encoun-
tered in ecological research. Unlike linear regression models, 
which assume linear trends, Random Forest captures non-lin-
ear associations with traits and trends, which is essential for 
ecological data. For example, relationships between environ-
mental factors and species populations are rarely linear and can 
involve intricate interactions that linear models would miss. 
While linear methods may be sufficient in other contexts, the 
complexity of ecological data makes Random Forest better 
suited for predicting population trends.

Figure 1: Overview of our data pipeline, illustrating the steps in data 
collection, preprocessing, and analysis. This pipeline was designed to ensure 
efficient integration of data into the predictive model, enabling reliable 
population trend analysis.
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was executed using GridSearchCV, an approach that evaluates 
a range of different combinations of hyperparameters.

GridSearchCV is especially beneficial when optimizing 
model performance, as it allows for thorough exploration of 
hyperparameters. By specifying a grid of hyperparameters, it 
is able to automate the tuning process, which ensures that all 
potential configurations are considered. It begins with defining 
the parameter grid and continues to employ cross-validation 
to evaluate the model’s performance for each combination of 
parameters. This involves separating the dataset into K sub-
sets, where the model is trained on K-1 folds. This process is 
repeated for every combination of parameters, allowing for 
an accurate assessment of each configuration’s performance. 
Finally, it aggregates the results, calculating the mean perfor-
mance metrics and identifying the best set of hyperparameters.

The tuned hyperparameters included the number of trees, 
maximum tree depth, and minimum samples required to split 
a node. For optimization, the parameter grid specified ranges 
of [100, 200, 300] for tree count, [10, 20, 30] for maximum 
depth, and [2, 5, 10] for minimum samples to split a node. This 
process identified a configuration that maximized predictive 
accuracy while maintaining resistance to overfitting.

Model Evaluation and Metrics:
Following the identification of optimal parameters depicted 

in Table 2, the model with the highest R², a measure of how 
well the model accounts for differences in observed data, was 
evaluated on the test set from the train-test split to evaluate 
its predictive capabilities. Performance metrics such as R² and 
Mean Squared Error (MSE) were calculated. R² is measured 
with R²=SSresSSto, where SSres is the sum of squares of the 
differences between the real and predicted values, and SStot is 
the total sum of squares, or the difference between the actual 
values and the mean of the values.

MSE is measured with Σ(𝑦𝑖−𝑦𝑝𝑟𝑒𝑑)², where n is the num-
ber of observations, 𝑦𝑖 are the actual values, and 𝑦𝑝𝑟𝑒𝑑 are the 
predicted values. Lower MSE values illustrate better model 
performance.

In addition to numerical metrics, a visualization of prediction 
errors was conducted through the generation of a confusion 
matrix, shown in Figure 2. The confusion matrix summarizes 
predictions across multiple categories, with rows representing 
actual categories and columns representing the predicted cat-
egories. The diagonal cells show correct predictions for each 
category, while the cells outside represent misclassifications.

Random Forest achieves this by using an ensemble of de-
cision trees, each trained on random subsets of the data. This 
ensemble approach minimizes overfitting, a common issue 
with single decision trees, and enhances the model's robustness 
to variations in the data. Moreover, Random Forest is resistant 
to outliers, as errors from individual trees tend to offset one 
another when aggregated. These attributes make it highly ef-
fective for analyzing real-world ecological data.

Another key advantage is its interpretability. The feature 
importance metric highlights the traits most influential in 
shaping population trends, enabling targeted conservation 
strategies, a central goal of this study. Although techniques 
like neural networks and support vector machines (SVMs) are 
viable alternatives, they require extensive tuning and often lack 
the interpretability that Random Forest provides. Although 
techniques like neural networks and support vector machines 
(SVMs) are viable alternatives, they require extensive tuning 
and often lack the interpretability that Random Forest pro-
vides. Neural networks are well-suited for identifying patterns 
in large, unstructured datasets, and SVMs excel in high-di-
mensional spaces, but their limitations in transparency make 
them less ideal for this project.

In contrast, Random Forest ideally balances predictive 
power and interpretability for understanding the drivers of 
population trends based on ecological factors. For an analysis 
where the relationships between variables and species popula-
tions are complex and non-linear, Random Forest is the best 
fit. While other techniques may offer benefits in certain con-
texts, the strengths of Random Forest align most closely with 
the goals of this study.

Model Inputs and Feature Selection:
This process enabled the extraction of meaningful insights 

from the data. In this study, the initial step involved select-
ing features and defining the target variable. The features 
included physical characteristics, habitat, population growth 
rate, standard deviation, and population averages, while the 
target variable was population counts. These inputs allowed 
the model to learn the relationships required for accurate pre-
dictions. An 80-20 train-test split ensured sufficient data for 
training and evaluation.

Data Preprocessing and Standardization:
Before fitting the model, features were standardized using 

the StandardScaler from scikit-learn, which scales them to 
have a mean of 0 and a unit variance. It transforms each feature 
x according to the using z=x−μ , where z is the standardized 
value, x is the original value of the feature, is the mean of the 
feature, and σ is the standard deviation of the feature. Using 
the StandardScaler reduced the impact of any discrepancies in 
scale among features.

Hyperparameter Tuning:
The first iteration of the Random Forest Regressor used 100 

trees and was trained on the scaled training dataset. To en-
hance model performance even further, hyperparameter tuning 
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Table 2: 3D table displaying the combinations of hyperparameters used in 
the analysis. The optimal combination found by tuning is bolded for clarity, 
ensuring reproducibility of future results.
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From the Random Forest regressor output, shown in Fig-
ure 3, the species' overall growth rate emerged as the most 
important feature in predicting future populations. It consis-
tently held the highest RIV value compared to the other five 
features, indicating that species with stable or changing pop-
ulation trends are more likely to maintain these trajectories. 
Conservation efforts should prioritize species with declining 
populations, as they are at a higher risk of extinction. The 
standard deviation of populations over the years was then con-
sistently the second most important feature. A higher standard 
deviation suggests greater fluctuations in population numbers, 
potentially signaling vulnerability to environmental changes or 
pressures.

The stronger performance of statistical features is likely 
since they encompass cumulative ecological effects over time. 
Growth rate and standard deviation reflect actual demograph-
ic responses to diverse pressures, such as habitat degradation, 
climate variability, or competition, without needing to explic-
itly model those factors. Physical traits, on the other hand, are 
more general, which means they encompass characteristics 
that may differently influence population trends under specific 
ecological conditions. As a result, while traits like thermoregu-
lation and habitat are biologically meaningful, their predictive 
power is limited without environmental context, explaining 
why statistics outperformed trait-based variables.

In contrast, population growth rate, habitat, and thermoreg-
ulation features showed negligible RIV values, ranging from 
0 to 0.05. This suggests that habitat changes may affect indi-
vidual species rather than causing consistent changes across 
multiple species. The minimal RIV for thermoregulation indi-
cates no significant correlation with future population trends.

The relatively low RIV value for habitat indicates that hab-
itat changes do not consistently correlate with population 
changes across multiple species. Instead, these changes often 
alter species dynamics. This variability complicates the use of 
habitat as a reliable predictor for individual species popula-
tions, as seen in the application of Random Forest Regressor 
models. A relevant example is the extinction of gray wolves 
in Yellowstone National Park. The loss of this apex predator 
caused an unchecked increase in the elk population, which led 
to severe overgrazing. This vegetation loss degraded habitats, 
negatively impacting other species reliant on those ecosystems, 
illustrating the cascading effects of predator-prey dynamics on 
broader ecological systems.

The negligible RIV for thermoregulation indicates that 
population trends are likely shaped by combinations of factors 
rather than broad classifications alone. Simplistic classification 
risks overlooking significant variations in behavioral patterns, 
ecological adaptations, and physiological responses within 
these categories. For example, reptiles and fish may be classi-
fied together based on thermoregulation, but their population 
trends diverge due to significant differences in behavior and 
environmental sensitivities. Reptiles, such as lizards and 
snakes, often regulate body temperature by basking, influenc-
ing their activity and habitat use. Conversely, fish adjust their 
depth to manage temperature but are more vulnerable to wa-
ter quality and temperature fluctuations, which directly affect 

�   Results 
The comparison of thermoregulation type, habitat, diet, re-

productive strategy, and flight capability against statistical data 
such as species growth rate, average population across years, 
and standard deviation revealed minimal correlation with ani-
mal population trends.

The random forest regressor generates a Relative Impor-
tance Value (RIV). Calculated 𝑅𝐼𝑉= Importance      , the RIV 
value represents the importance of each feature to the pre-
dictions made by the model. This model calculates the RIV 
by measuring Gini impurity, which calculates feature impor-
tance and determines the final value. Gini impurity measures 
the likelihood of misclassifying a randomly chosen data point 
if labeled according to the class distribution. A feature’s im-
portance score is calculated based on its ability to decrease 
misclassification and improve decision-making in individual 
trees. In Random Forest, the RIV represents the average con-
tribution of a feature to the reduction in Mean Squared Error 
(MSE) across all decision trees. Each split in the forest evalu-
ates how much it reduces the MSE, and the features that result 
in greater reductions are assigned higher RIVs. The final RIV 
is the average reduction in error attributed to a feature across 
all trees, providing a robust measure of its importance in the 
model.

DOI: 10.36838/v7i8.15

Figure 2: Confusion matrix showing the comparison of predicted and actual 
population values, categorized into three groups: Low (L), Medium (S), and 
High (R). This classification provides an alternative assessment of the model's 
performance in predicting population trends. Although correct predictions are 
present, the overall predictive power of the model is quite weak.

Figure 3: Relative Importance Values (RIV) for assessing the significance 
of five physical traits in predicting population trends. The RIV values 
are compared with statistical data to determine which traits most strongly 
correlate with population decline. The figure depicts low values for traits when 
compared to statistical data.
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breeding cycles and health. While reptiles are particularly sus-
ceptible to deforestation and its impact on food sources, fish 
face greater risks from aquatic environmental changes. These 
distinctions illustrate how population trends within thermo-
regulation-based groups can vary significantly. Relying solely 
on thermoregulation categories to assess populations may over-
look critical factors such as competition for resources, predation 
pressures, and other environmental stressors. Species-specific 
traits and their interactions with complex ecological variables 
often provide more accurate insights into population dynamics 
than broad classifications.

Further analysis, however, reveals insights beyond just fea-
ture importance. First, the RIV values for certain features 
alone, such as habitat, do not exclude the possibility of interac-
tions between variables. Although one feature alone may show 
minimal predictive influence, it could be more significant when 
combined with other features. For example, certain species in 
specific habitats may experience population changes due to en-
vironmental or ecological pressures that are not apparent when 
examining these features individually. Random Forest mod-
els can capture such interactions through decision tree splits. 
These splits divide data based on specific features or values, 
helping the model detect patterns. For example, a split could 
divide the data depending on whether the habitat type is “Ma-
rine.” However, understanding these interactions requires more 
dedicated analysis techniques, including interaction effect plots 
or pairwise feature importance metrics, which assess the com-
bined effect of two features. Using these tools could help clarify 
how features work together to influence predictions, which 
would create in-depth insights and likely inform conservation 
strategies that could address multiple factors simultaneously. 
This would provide a more comprehensive understanding of 
population patterns, especially for species that may be in com-
plex environments.

While feature importance values provide interpretability in 
model behavior, we acknowledge their limitations in captur-
ing causal relationships. An ablation study, where models are 
trained by removing features incrementally, was considered but 
not conducted due to the sparsity in our dataset and computa-
tional constraints. Future studies could expand on this study by 
the usage of ablation methods to evaluate feature combinations 
more accurately.

Regarding model accuracy, the stability of feature rankings 
across multiple Random Forest runs suggests consistent RIVs. 
This credibility further emphasizes features such as growth 
rate and average populations as important predictors. However, 
it is important to recognize any limitations in the application 
of RIVs.

Random Forests may favor features with more unique values, 
which could inflate their importance. To mitigate this, tech-
niques like permutation importance can be used, which shuffle 
feature values to assess their true impact on prediction accuracy. 
Shuffling feature values could help in avoiding bias for abnor-
mal values in the dataset, which would otherwise impact the 
importance values of features. From a conservation perspective, 
the findings suggest focusing on species with historically high 
population fluctuations, as the standard deviation indicates. 

These species may be more susceptible to minor environmental 
pressures. The high importance of population growth suggests 
that conservation efforts should target populations with declin-
ing trends, as these are likely to continue without intervention.

�   Discussion 
The interconnectedness of species creates a complex web of 

interactions, making it challenging to discern overall popula-
tion trends. Each species occupies a unique ecological role and 
responds differently to environmental pressures. For example, 
while large herbivores may thrive in the absence of predators, 
competing species or those dependent on vegetation face ad-
verse effects, such as habitat degradation or reduced food 
availability. Understanding whether a species' population is in-
creasing or declining requires a broader ecological context, as 
factors like competition, mutualism, and environmental chang-
es significantly influence responses to habitat shifts.

The inclusion of historical data aimed to establish a base-
line for understanding population trends, but it should not 
dominate the analysis when predicting future changes. The 
primary focus is on analyzing how physical traits, such as ther-
moregulation and habitat, influence species' adaptability and 
survival in dynamic environments. While historical population 
sizes provide a reliable foundation for estimating future sizes, 
they are less informative for identifying changes in population 
trends—the core objective of this study. The results suggest 
that excluding historical data in future iterations of the model 
may enhance its alignment with the study's goals. By focusing 
on the impacts of physical traits and emphasizing small devia-
tions as early indicators for conservation efforts, the model can 
more effectively predict population trends and support target-
ed interventions.

Limitations of  Physical Traits:
Although physical traits certainly influence a species’ ability 

to survive in different conditions, they do not alone account 
for the shaping of population dynamics. For instance, while 
a group of species may have a consistent diet or reproductive 
strategy, such as being herbivorous or laying eggs, other aspects 
of the animals may be extremely varied due to other physical 
traits of the animal or different habitats. In this sense, the rea-
soning behind the low predictive scores for thermoregulation 
is also reflected when measuring the scores of flight capability, 
diet, and ways of birthing offspring. Each of these traits plays a 
role within a broader web of factors that influence population 
trends. For instance, while flight capability is crucial for certain 
species adapting to environmental changes, it does not address 
how populations are impacted by predator-prey dynamics or 
resource availability. Similarly, other traits often interact with 
environmental and ecological factors in ways that minimize 
or alter their individual influence on population trends. Ther-
moregulation affects sensitivity to climate variability, where 
ectothermic species are more susceptible to extreme tem-
peratures. These examples illustrate how the predictive power 
of individual traits can be limited without considering their 
combined effects. Exploring such combinations could reveal 
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hidden vulnerabilities that are not apparent when examining 
traits in isolation, where methods like pairwise interaction 
analysis within Random Forest models could provide deeper 
insight into how physical traits shape population resilience or 
decline. This highlights the need to analyze a more compre-
hensive set of variables, emphasizing interactions among traits 
and environmental factors. Considering these combinations 
can provide a more accurate understanding of population dy-
namics and their broader ecological implications.

Implications:
The findings of this research highlight the importance of 

refining analyses to better understand how physical traits in-
teract with environmental factors and population dynamics. 
Given the complexity of population trends, future studies 
should explore how traits like habitat interact with historical 
population data to improve the accuracy of predictions. Moni-
toring changes in population trends can help identify species at 
risk due to climate change, insights that may not be apparent 
from historical data alone. While historical population data is 
useful for predicting trends in stable conditions, physical traits 
become critical for understanding changes under increasing 
environmental pressures.

Future Research and Model Expansion:
This study also introduced methodological advancements. 

The data processing pipeline effectively managed extensive 
missing values, and trait data were sourced using the Wikipe-
dia API and taxonomic groupings. These developments create 
an infrastructure for further exploration of similar topics, po-
tentially supporting more effective and stronger analyses in 
future studies. Additionally, the flexibility of the Random For-
est model allows for the integration of new features, traits, or 
population data to expand the model’s range. Future research 
could incorporate environmental indicators, such as climate 
change or pollution data, to capture ecological interactions in-
fluencing population trends within specific groupings. The use 
of more detailed subcategories based on alternative or mixed 
physical and behavioral traits could further enhance the preci-
sion of population analyses.

Enhancing the pipeline with automated processes for fea-
ture selection and hyperparameter tuning by using grid search 
or other evolutionary algorithms could also optimize model 
performance as well as prevent the model from overfitting. 
Another potential improvement involves exploring ensemble 
methods, combining Random Forests with models like Dy-
namic Range Models (DRMs) or Individual-Based Models 
(IBMs). These hybrid approaches could better capture over-
all population trends while accounting for specific behavioral 
differences at the individual level. Continued development of 
this framework holds promise for creating more effective pre-
dictive tools. By incorporating advanced methodologies and 
diverse modeling approaches, future research can support more 
accurate analyses, guiding conservation efforts and species pro-
tection initiatives with greater precision.

Real Time Monitoring Applications:
The predictive framework developed in this study could be 

used to support real-time monitoring systems for conservation 
decision making. By using continuously updated population 
data from monitoring programs to feed directly into this mod-
el, population counts processed through the Random Forest 
algorithm would pre-emptively detect population decline 
based on species-specific traits. This would enable conserva-
tion managers to identify species with abnormal declines and 
prioritize interventions before substantial loss occurs. By au-
tomating this process, the model could support a real-time 
alert system for regions or species where consistent population 
tracking is available.

�   Conclusion 
This study assessed the role of physical traits in predicting 

changes in animal populations, focusing on thermoregulation, 
habitat, diet, reproductive strategy, and flight capability. The 
results show that historical population data, including growth 
rate, standard deviation, and average population size, were cru-
cial predictors of population trends. However, physical traits 
provided valuable insight into population changes, where small 
deviations in population trajectories can lead to significant 
ecological shifts. The Random Forest model demonstrated 
that the historical population data effectively predicted trends 
based on past patterns. While physical traits showed lower 
Relative Importance Values (RIVs) individually, their inter-
actions with other environmental and biological factors may 
reveal more complex relationships. For instance, habitat may 
exert a stronger influence on population trends when analyzed 
alongside additional ecological variables, emphasizing the im-
portance of assessing these interactions.

Although historical data is valuable for estimating pop-
ulation levels, the physical traits studied hold promise for 
identifying deviations from ongoing trends. Such deviations, 
even minor ones, can serve as early indicators of larger ecolog-
ical or environmental changes, offering insights into species' 
long-term survival. Predicting changes in population trends re-
quires a broader framework that integrates historical data with 
various physical and ecological factors for a more comprehen-
sive understanding.
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