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Utilization of Artificial Intelligence to Enrich Threat Detection
Marketplaces for Small and Medium Enterprises

Alfredo Lopez-Salas
Round Rock High School, 01 Deep Wood Dr, Round Rock, Texas, 78681, USA; alfredols1313@gmail.com

ABSTRACT: Traditional Security Operation Centers (SOC) depend on multiple sources of security events to correlate alerts
and identify malicious activity that represents an emerging threat against the organization. These sources may generate gigabytes
or terabytes of data, which makes it difficult to analyze and identify true positive malicious activity, as it consumes a lot of resources
for most organizations. With this large amount of data to analyze, plus the growing volume of malicious actors that intend to
affect critical operations, organizations require better responsiveness to address threats and improve the company’s cybersecurity
posture by reducing the risk. While modern security solutions leverage Artificial Intelligence to improve analysis and correlation
of events, those solutions are cost-prohibitive for Small and Medium Enterprises (SME). The introduction of Threat Detection
Marketplaces (TDM) helps SOC teams with faster detection of threats by leveraging the collective security industry expertise
to empower smart data orchestration and cost-efficient threat hunting. While TDM gives organizations tested Sigma rules
from industry experts, Artificial Intelligence can improve the TDM content and offerings in many ways, such as Sigma rules
optimization and validation, rules correlation with MITRE tactics for maturity assessments, and new rules based on unusual

patterns or behaviors.

KEYWORDS: Systems Software, Cybersecurity, Artificial Intelligence, Threat Detection Marketplaces, Sigma Rules.

B Introduction

The past five years have seen a significant increase in cy-
bersecurity incidents targeted at businesses and organizations
of varying sizes and industries." These incidents, defined as
data breaches or security threats, have led to the compromise
of sensitive information, disruption of critical production op-
erations, and hardship associated with considerable financial
loss. A business with fewer than 500 employees, also known as
a Small and Medium Enterprise (SME), is considered more
vulnerable to these targeted incidents due to its limited budget
and resources. Therefore, the implementation of strong pre-
ventive measures and early detection mechanisms is essential
for maintaining operational continuity within an SME.!

Security industry threat reports have raised pointed concerns
over the shift in attack methodologies amongst malicious ac-
tors due to the increase in the timeliness, precision, and overall
organization of recent documented cybersecurity incidents.?
The CrowdStrike 2025 Global Threat Report discussed the
perceived change in demeanor of the “typical” malicious actor,
stating that these individuals have shown increased maturity
and complexity in their tailored attacks compared to previous
years.? This prioritization of structure displays how attackers
have adjusted over time to mirror the same business-like effi-
ciency as the organizations being targeted. The CrowdStrike
2025 Global Threat Report also noted that 2024 experienced
a 150% increase in malicious activity originating from foreign
countries, such as China, targeted across all business sectors.?
This observed evolution has rendered SMEs particularly sus-
ceptible to long-term damages associated with the increased
rate of targeted, complex cybersecurity incidents.

Financial constraints and a lack of established cyberse-
curity and data integrity infrastructure are two barriers that
burden many SMEs. These pervasive obstacles prevent many
SMEs from implementing a proactive strategy equipped to
adequately respond to a cybersecurity incident.® In contrast,
well-established, large-scale businesses have resources allotted
for the creation and maintenance of dedicated teams focused
on the prevention and reaction to cybersecurity incidents. This
disparity in cybersecurity measures between SMEs and large-
scale companies reveals a necessity for additional research
that addresses the market deficiency of adequate cybersecu-
rity techniques tailored towards SMEs. Although SMEs are
responsible for employing a large percentage of the global
workforce, the volume of cybersecurity research specifically fo-
cused on SMEs remains disproportionately low. Furthermore,
documented cybersecurity industry reports have shown that
approximately 72% of total cybersecurity breaches specifically
target SMEs.*

An estimated 60% of SMEs cease operations within six
months of a significant cybersecurity event.* Given that SMEs
account for approximately 90% of active businesses and more
than 50% of the world’s employment rate,” an influx of cyber-
attacks targeting SMEs presents a direct threat to the global
economy. Research focused on developing and strengthening
techniques to mitigate cybersecurity incidents targeting SMEs
should be prioritized, given the undeniable impact they have
on the international economy.’

Purpose of the Study:
This research focuses on assimilating Al solutions and Sig-
ma rules repositories to enrich Threat Detection Marketplaces

© 2026 Terra Science and Education
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(TDM) to help SMEs enhance their current detection capa-
bilities and identify emerging threats that are more applicable
to the organization's budget, profile, threat landscape, and
current security solutions already acquired. This study also
intends to help SMEs develop and implement best practic-
es for low-budget security operations centers, focusing on real
case scenarios using Al solutions and publicly available threat
simulation indices and Sigma Repositories to enhance the ef-
fectiveness of the SOC analysts.

Oracle Cloud Infrastructure (OCI) has been adopted by
a diverse range of companies, including small and medium
enterprises, based on an analysis conducted by Lyft, a plat-
form that provides access to real-time company insights such
as technology usage.® Analysis from Lyft reported that the
Oracle customers who use OCI, 20% are small (less than 50
employees), 37% are medium, and 42% are large (more than
1000 employees).® The analysis also reported that the rev-
enue generated by the enterprises that use OCI, 37% small
(less than $50M), 15% are medium, and 42% are large (more
than$1000M).¢ This data was based on 2,601 companies that
use OCI and shows the potential impact of a malicious actor
against SMEs and the considerable threat landscape they rep-
resent.®

On March 21, 2025, cybersecurity company CloudSEK dis-
covered a malicious threat actor that claimed to be selling 6
million data records stolen from Oracle's cloud federated Sin-
gle Sign-On (SSO) login servers. The threat actor claimed the
data, which included Java Keystore (JKS) files, encrypted SSO
passwords, and other sensitive data, involved 140,000 OCI
tenants.” The attacker, active since January 2025, has sought
assistance to decrypt the stolen data and secrets, while also de-
manding payment to delete the stolen data which could affect
the SMEs Information Technology (IT) operating procedures
and spend money that was not planned in the organization’s
revenue forecast.” The main recommendation to mitigate the
impact of this potential incident, besides rotating secrets used
to access OCI, is to improve the organization SOC focusing
on the logging and monitoring controls to detect malicious
activity involving account credential misuse in OCI, due to
the potential compromise of user accounts.” This scenario de-
scribes a real-world threat that could impact SMEs and lists
some of the recommended controls to mitigate it. The objec-
tive is to raise awareness that SMEs are frequent targets of
malicious activity.

The Importance of Security Operations Centers:

An SOC can help organizations continuously analyze ma-
licious events by utilizing centralized logging and monitoring
functions to encompass people, technology, and procedures
within the organization.® Typically, an SOC aligns with the
National Institute of Standards and Technology (NIST) cy-
bersecurity framework core recommendations to identify
malicious activity affecting credentials misuse and compromise.
A traditional SOC can also help the organizations security
posture as it covers three of the five concurrent and continu-
ous functions of a cybersecurity framework, which are Identify,
Detect, and Respond to security incidents.*” Not all SMEs

can afford a scalable SOC platform to prevent and respond
to ongoing incidents. Security analysts with the required ex-
perience to review the security events to make appropriate
decisions are scarce and expensive.® To be able to identify ma-
licious activity in the organization’s infrastructure, an SOC
first needs to obtain and correlate security events from mul-
tiple sources. Once the sequence of security events has been
identified, the SOC must conduct real-time analysis on the
large volumes of cybersecurity data, such as identity and access
management logs, threat intelligence feeds, and network pe-
rimeter security stack events (e.g., Web Application Firewalls,
Network Intrusion Detection and Prevention Systems, etc.).!
Simultaneously balancing day-to-day operations while priori-
tizing timely incident response presents a pervasive challenge
tor SMEs. Examining large volumes of events and determin-
ing efficient remediation measures to address incidents can
overwhelm SOC analysts.’® The adoption of Security Incident
and Event Management (SIEM) systems can assist SOC an-
alysts in the timely detection and response to cybersecurity
incidents. These systems allow for the integration of Artificial
Intelligence (AI) and Machine Learning (ML) algorithms to
process large volumes of collected events in real-time, allowing
analysts to respond to incidents in a timely manner.'

Establishing an SOC and implementing SIEM systems
can be cost-prohibitive to the typical SME facing financial
constraints associated with scaling a business. As such, it is
important for research to help in the evolution of techniques
and systems focused on properly protecting data while main-
taining accessibility across all businesses.

B Methods

Threat Detection Marketplace:

A TDM is a centralized platform where security analysts
can download specific SOC security alert content and tailor
the detection rules into the security solution of their choice,
such as SIEM or Endpoint Detection and Response (EDR).
A'TDM also allows security engineers to create custom detec-
tion rules and content lists based on Sigma rule repositories
that are continuously enhanced with new detection ideas from
the incident response and detection community. Leveraging
TDM, cybersecurity analysts can save time as they offer secu-
rity rules based on MITRE Adversarial Tactics, Techniques,
and Common Knowledge (ATT&CK) and real-world inci-
dents that have been validated by the security community."

SOC Prime is a commercial example of a TDM that pro-
vides a continuously updated library of behavioral analytics
and detection rules, mapped to the ATT&CK techniques
for coverage analysis that can be used in any SIEM platform.
SOC Prime, as a TDM that is geared towards organizations
with large SOCs, can be expensive for most of the SMEs due
to its complex-grade detections and customer support services
for content validation.!! There are affordable TDM solutions
such as SigmaHQ, which is the TDM that this paper lever-
aged, as part of the Indicators of Attack (IOA) examples that
are presented in the following sections.

DOI: 10.36838/v8il.1
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Sigma Rules:

As described in the previous section, today, cybersecurity ex-
perts collect security events for threat detection analysis and
are starting to create their own searches, queries, and correla-
tions of events.”> While this is a great approach that changes
the mindset of cybersecurity analysts, they lack a common
format to build those queries and rules in which analysts can
share their work with the rest of the security industry, follow-
ing the Open-Source Community approach.’? That is exactly
what a Sigma rule is: a generic signature template that enables
security analysts to describe security logs applicable to the
profile or the organization in a structured, flexible, and easy-
to-write format.'? Sigma signatures shall not be confused with
other rules, such as Yet Another Recursive Acronym (YARA)
or Indicators of Compromise (IOC) rules that detect net-
work traffic from malicious actors or malicious files that could
be used as malware or ransomware attacks; Sigma rules are
focused on security log event solutions, such as SIEM plat-
forms.’? Some of the Sigma rules' benefits and characteristics
include that they are vendor agnostic, easy to write and share
between the security industry communities, and that they are
supported by a big community of Threat Detection analysts
that contribute to the list of detection and hunting rules. Oth-
er important aspects are that Sigma is easy to read because
they are written in plain YAML format and which allows fast
threat detection coverage as it allows analysts to respond to
new security threats quickly across their organizations.'?

ChatGPT:

ChatGPT has the potential to allow cybersecurity analysts
to focus on more complex and strategic tasks by reducing the
need for extra employees to handle SOC operations, such as
the creation of new detection rules.’* ChatGPT could also en-
hance the operations of a SIEM solution by making it faster to
create security event queries and by assisting the SOC employ-
ees in learning more about the STEM." To improve the SIEM
capabilities of monitoring and threat detection, ChatGPT
can be asked to generate an IOA, using Sigma rules, with the
required format and syntax, without needing to be a subject
matter expert in the detection platform.’

Using ChatGPT for this threat detection use case brings
several benefits for the SIEM operations, but it could also pres-
ent challenges, such as extra validation required, as ChatGPT
does not have direct access to the organizations logs. SMEs
shall not include production logs within the ChatGPT queries

to avoid data privacy regulation issues.

B Result and Discussion

A critical aspect that every cybersecurity specialist needs
to keep in mind when working with ChatGPT or other Al
technology is to be as descriptive as possible when creating
the query. The more details around the use cases and require-
ments are provided to the Al solution, the better output will
be provided with fewer errors and false positives when detect-
ing a potential threat. As a rule, bad input equals bad output,
great input equals great output. It is recommended to work
with each of the solutions experts to identify gaps in the rules

provided by ChatGPT and improve the detection capabilities.
This and other best practices, such as iterating and monitoring,
testing in a controlled environment, and tailoring the rules to
the organization’s environment, will avoid false positives.

CrowdStrike Indicator of Attack, Ransomware — Example 1:

The following example shows the steps to create an IOA
signature for the EDR solution CrowdStrike, based on the
YARA attack technique taken from the Security Risk Ad-
visor Index hosted in the path: index-2025/techniques/
Impact/72224b97-93d1-4087-8b82-6b4342bt2¢09.yml.*
Figure 1 shows the YARA rule used to identify malware sam-

ples based on detection patterns.
indexes / index-2025 / techniques / Impact / 72224b97-93d1-4087-3[‘)82-6b4342bf2209Aym| (9

@ 2XXE-SRA 2025

[ code ] Blame | 20 lines (20 loc) - 678 Bytes

1 name: Encrypt a large amount of files
2 description: Encrypt a large amount of files on the endpoint to simulate ransomware
3 platforms:

a guidance:

B - emd> coldcryptor.exe run {{ extension }}

6 block:

7

8

B process blocked by endpoint security tool
detect:

° - Suspicious process execution/behavior detected by endpoint security tool
10 - Detect common rans omuare extensions using file system telemetry

11 controls:

12 - Endpoint Protection

13 metadata:

14 1d: 72224097-93d1-4087-8b82-6b4342bF209

15 tid: T1486

16 tactic: TAGede

17 x_tools:

18 - https://github.com/ payload_ 7 -/ P
19 x_vectr_id: 72224b97-93d1-4087-8b82-6b4342bF2e09

20 isv: 1

|

Figure 1: The YARA attack technique was used to create the IOA signature
for CrowdStrike. This security risk advisory technique detects a suspicious
process that encrypts many files on an endpoint to simulate a ransomware
attack. This technique also detects common ransomware extensions using file
system telemetry controls.

ChatGPT Query. The objective is to build a CrowdStrike
IOA rule that matches the behavior documented in the YARA
rule that the security analyst provides as part of the input to
ChatGPT. The YARA rule is intended to detect malicious el-
ements within files on endpoints. In this case, the IOA will
detect malicious activity like a ransomware attack, encrypting
multiple files, triggered by the file coldcryptor.exe. The text
below is the full query provided to ChatGPT. The black text
represents the request to ChatGPT, while the blue text indi-
cates the YARA attack technique that will be included as part
of the query input.

Build a CrowdStrike Indicator of Attack (104) to detect ma-
licious activity on endpoints based on the following YARA Attack
Technique. Obtain the JSON file template that I can use to upload
the 104 via CrowdStrike APIs. Here is the YARA Attack Tech-

nique:

Name: Encrypt a large number of files

Description: Encrypt a large number of files on the endpoint fo
simulate ransomware

Platforms:

guidance:

- cmd> colderyptor.exe run [{ extension )]

block:

- Suspicious process execution/behavior blocked by endpoint se-
curity tool

DOI: 10.36838/v8il.1
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detect:

- Suspicious process execution/behavior detected by endpoint se-
curity tool

- Detect common ransomware extensions using file system te-
lemetry

controls:

- Endpoint Protection

metadata:

id: 72224697-93d1-4087-8b82-664342b1209

tid: T1486

tactic: TAO040

x_tools:

- https://github.com/2XXE-SRA/ payload_resources/tree/mas-
ter/coldencryptor

x_vectr_id: 72224b97-93d1-4087-8b82-6b4342bf2e09

isv: 1

The diagram (Figure 2) shows the IOA rule output from
our query, in JavaScript Object Notation (JSON) format, that
can be imported to CrowdStrike manually or via an Applica-
tion Program Interface (API). ChatGPT facilitated the work
by working on the following tasks:

1. Translated the initial YARA rule from the Security Risk
Advisory Index.

2. Created a template in J[SON format that can be import-
ed into the CrowdStrike Falcon platform manually or using
APIs.

3. Formatted the rule detection logic around the process
execution colderyptor.exe run {{extension}} and file teleme-
try, including several encrypted extensions such as “*.locked”,

“*.encrypted”, ““.enc”, ““.cry”, and other extensions.

4. Mapped the IOA to the MITRE ATT&CK technique
'T'1486, which is important to help SMEs show compliance
in terms of existing security solutions protecting against well-
known threat attacks.

While Al solutions such as ChatGPT are powerful tools
to facilitate cybersecurity analysis, Al still has several lim-
itations that need improvement over time. These limitations
may lead to negative results that cause delays in its adoption
across different sectors, including the cybersecurity industry,
and eventually may reduce the interest in investing time and
resources in such technology.”® That is why it is important to
have human insights and intervention with the Al adoption
to ensure that the IOA rules in JSON format generated by
ChatGPT will be adopted by the intended vendor solution.
The initial JSON rule that was produced was correct for
CrowdStrike Falcon API pattern-based requirements; howev-
er, it did not match the expected format for uploading IOA
rules based on full-field values to upload to the CrowdStrike
Custom IOA Management. The IOA rule was fixed by adding
the following details to the original ChatGPT query: “Obtain
the JSON file template that I can upload the I0OA via CrowdStrike
APIs.”

The following Figure 2 shows the corrected and final version
of the JSON rule that can now be imported to CrowdStrike.

<« C R [a]
) @ ASOC » CrowdStike 10A Rnsomw X MossFile Encyption Detecion - Cokdrypor Smulation
J* Corrected Full

JSON based on
Your Structure

Here s a fied and complete version you can
actualy use:

Figure 2: The final version of the IOA signature in JSON format, which can
be imported into CrowdStrike. This signature is the output from ChatGPT
that formatted the rule detection logic around the execution of the coldcryptor.
exe process and file telemetry, including multiple ransomware extensions. This
signature matches the expected format for uploading rules to the CrowdStrike
Custom IOA Management feature. The complete output was included in
Supplement Figure 2.

It is also critical to test any new IOA that is implemented on
any EDR solution. Security analysts shall not implement the
new IOA on production endpoints; first, test the rule on a rep-
resentative sample of systems before the rule is applied to the
rest of the organization, especially in production. While it may
not disrupt operations, it may create unnecessary false positives
that will consume time and resources from the Security Oper-
ations Center team receiving the false positive alerts.

Splunk Indicator of Attack — CrushFTP Exploit (CVE-2025-
31161) — Example 2:

The following example shows the steps to create an IOA rule
for the STEM solution Splunk, based on the Sigma rule tak-
en from the SigmaHQ _repository hosted in the path: sigma/
rules-emerging-threats/2025/Exploits/ CVE-2025-31161/
proc_creation_win_crushftp_susp_child_processes.yml.*®
Figure 3 shows the Sigma rule used to identify suspicious pro-
cesses that may indicate the exploitation of the vulnerability

CVE-2025-31161.

sigma / rules-emerging-threats / 2025 / Exploits / CVE-2025-31161
/ proc_creation_win_crushftp_susp_child_processes.yml (&

@D swachchhanda000 and nasbench Merge PR #5261 from @swachchhanda000 - Add 'Sus... BB v 85fd05-astmonth O History

Code Blame = 45 lines (45 loc) - 1.75 kB

title: Suspicious CrushfTP Child Process
1d: 459628e3-1500-4e9b-9eSb-7da8961aea35
status: experimental
description: |
Detects suspicious child processes spawned by the CrushFTP service that may indicate exploitation of remote code executi
CVE-2025-31161, where attackers can achieve RCE through crafted HTTP requests.
The detection focuses on comonly abused Windows executables (like powershell.exe, cnd.exe etc.) that attackers typicall
references:
- https://nvd.nist.gov/vuln/detail/CVE-2025-2825
10 - https://ww. crushftp. com/crushiiwiki/wiki. jsp2page=Update
n - https ability/
2 - https: i 9Ps2/cve-2025-
1B - https://p Y.
14 author: Craig Sweeney, Matt Anderson, Jose Oregon, Tim Kasper, Faith Stratton, Samantha Shaw, Swachchhanda Shrawan Poudel (N
15 date: 2025-84-18

BNA e W N

16 tags:
Y - attack. initial-access
18 - attack.execution

1 - attack.t1059.001

20 - attack.t1059.003

21 - attack.t1190

Figure 3: The Sigma rule from SigmaHQ_ was used to create the IOA
signature for Splunk. This rule detects suspicious processes spawned by
the service CrushF'TP, which may indicate a potential exploitation of the
vulnerability CVE-2025-31161, which is a Remote Code Execution (RCE)
attack. This RCE detection rule focuses on commonly abused Windows
executables that attackers use to perform malicious commands.

DOI: 10.36838/v8il.1
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ChatGPT Query. The objective is to build a Splunk IOA
rule that detects malicious activity from the Windows logs as
a source of events, where the parent process is crushftpservice.
exe and the child processes are some of the most common-
ly used by malicious actors, such as cmd.exe, powershell.exe,
bash.exe, etc. The rest of the requirements to build the Splunk
I0A signature are provided by the Sigma rule, which is the ac-
tual purpose of the Sigma rule. The text below is the full query
provided to ChatGPT.

Build a Splunk Indicator of Attack (I0A) that detects suspicious
child processes as part of an exploit. The generated 104 shall be
in SPL (Splunk Processing Language). The 104 in SPL shall be
based on the following Sigma rule.

title: Suspicious Crushl"'TP Child Process

id: 459628e3-1600-4¢9b-9¢5b-7da8961aea3s

status: experimem‘al

description: |

Detects suspicious child processes spawned by the CrushFTP
service that may indicate exploitation of remote code execution vul-
nerabilities, such as

CVE-2025-31161, where attackers can achieve RCE through
crafted HT'TP requests.

The detection focuses on commonly abused Windows executables
(like PowerShell.exe, cmd.exe, etc.) that attackers typically use
post-exploitation fo execute malicious commands.

references:

- https://nvd.nist. gov/vuln/detail/CVE-2025-2825

- https://www.crushftp.com/crush11wiki/Wiki.jsp2page=Up-
date

- https://outpost24.com/blog/crushftp-auth-bypass-vulnerabil-
ity/

- https.//attackerkb.com/topics/kOEgiL.9Psz/tve-2025-2825/
rapid7-analysis

- bttps://projectdiscovery.io/blog/crushftp-authentication-by-
pass

author: Craig Sweeney, Matt Anderson, Jose Oregon, Tim
Kasper, Faith Stratton, Samantha Shaw, Swachchhanda Shrawan
Poudel (Nextron Systems)

date: 2025-04-10

fags:

- attack.initial-access

- attack.execution

- attack.t1059.001

- attack.t1059.003

- attack.t1190

- CVE. 2025-31161

- detection.emerging-threats

logsource:

category: pracesx_crmtion

product: Windows

detection:

selection_parent:

ParentImage|endswith: \crushftpservice.exe’

selection_child:

I mage|endxwit/y:

- \bash.exe'

- \emd.exe'

- \escript.exe’

- \mshta.exe'

- \powershell.exe'

- \powershell_ise.exe'

- \pwsh.exe'

- \sh.exe'

- \wscript.exe’

condition: all of selection_*
Jfalsepositives:

- Legitimate CrushF'T'P administrative actions
- Software updates

level: medium

The following diagram (Figure 4) shows the IOA rule out-
put from our Al query in Splunk Search Processing Language
(SPL) format, which includes all the necessary search func-
tions, commands, and arguments necessary to detect malicious
activity from the security event sources.”” ChatGPT facilitated
the work by working on the following tasks:

1. Translated the initial Sigma rule from the Sigma HQ_
repository without the need to deploy Python on the local
endpoint of the security analyst.

2. Created a template in SPL format that can be imported
into the Splunk platform manually.

3.Improved SPL signature that combines speed of detection
and metadata that easily maps the rule with the MITRE AT-

T&CK framework for Sigma compliance requirements.

€ O @ O hipsy/chatgptcomy/g-p-67dfabech9848191bed0Tece09d3ché-aisoc/c/680eab6aTdad-8012-a901-5e53bcedlc

D © AL > SpunkIOADet. v ¢ X CrushFTP Child Process Detection

U 1| tstats "security_contest_sumariesonly’ count from datamodelsEndpoint.Processes
ﬁ Heres the where (Processes.parent processpanes ice.oe” 4D

Processes process pame IN ("bash. e, ", “cscrigtene”, “wshta,e”, “poershell, e, “povershell fse.exe”, “pesh.exe”, *sh.exe

Unnded Hybr]d by e, rcse. gt rcses. i, e, TS e, KSR, s e, rc o, b

6rop_dn_object name(Processes)
spt 14 Process whitelist.csv | fields bost, User, Parent Process, Parent_Process Path, Suspicious_
stion, attack, 1053, 80, attac, 1053, 03, ttack, £10,cve. 2005- 311, detection, emeging-thrests
st

. S grocesses spaned by CrushFTP that may indicate eploitation (e.g., OVE-2005-31161). Comon abused bi
) Jose regon, Tia Kasper, Faith Stratton, Samantha Shaw, Seachchhanda Shrawen Poude] (Nextron Systeas)

| tstats "security content sumariesonly’ (
where (Processes. parent_process_name="cr(

cious (il Process, Child_Process Path, sigma tags, title, description, auth
-access,signa_tageattack enecution sigme_tageattack, 59,01, g tagmattack A5
Processes.process_nane IN ("Dash.
by _tise, Processes. dest, Processes.user,
| “drop_dn object_name(Processes)”
| search 107 [ | imptlookap Sespicions (rt

| mia) cisms bases"abtark dnitial.arrace 3t

Figure 4: The final version of the IOA signature in SPL format, which
can be imported into Splunk. This signature is the output from ChatGPT
that translated the initial Sigma rule and created a template in SPL with
the necessary functions and arguments to detect Windows executables such
as PowerShell.exe and cmd.exe. Attackers leverage these commonly abused
executables to perform malicious commands to achieve an RCE attack based
on crafted HTTP requests. The complete ChatGPT output was included in
Supplement Figure 4.

It is recommended to compare different outputs of Sigma
signatures translated into SPL rules to improve Al Machine
Learning and obtain better SPL rules that will produce fewer
false positives. For example, security analysts can use the script
Sigma2SplunkAlert that converts multiple Sigma detection
rules into a Splunk savedsearches.conf configuration to com-
pare outputs.'®
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B Conclusion

The majority of the SME organizations do not consider
themselves as a target of malicious actors, due to their business
profile and the fact that the majority of industry compromises
have targeted big organizations. Also, some SMEs often ne-
glect basic security controls such as logging and monitoring,
and a strong Security Operations Center that detects attacks
against their infrastructure and applications. This oversight
allows malicious adversaries to exploit security issues affect-
ing these companies without getting noticed due to a lack of
proper security event detection. Malicious actors may take
advantage of this situation as they see SMEs as an avenue to
compromise bigger organizations that rely on SME as suppli-
ers of services and adhoc Information Technology operations.
In summary, SMEs are becoming an easy-to-compromise ave-
nue or the weakest link to obtain unauthorized access to bigger
enterprises, as SME already have some level of access to the
asset components within the scope of the services provided.

In this research, a different approach to improve the detection
of emerging threats was introduced. The predominant advan-
tage of the proposed approach, besides being cost-effective, is
to leverage publicly available Security Registries and Sigma
Rules repositories to enrich the detection capabilities of the
security solutions and SIEM systems already acquired by the
SME:s. Via different examples, the author provided guidelines
for SMEs to continue improving their detection capabilities of
cybersecurity solutions such as EDR and SIEM.

Future research should focus on provisioning a GitHub
subscription that serves as an IOA rules repository to receive
feedback from users about attacks detection success in real

SME scenarios.
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B Supplement Information

Supplement Figure 2: Complete IOA rule output from
ChatGPT, in JSON format for CrowdStrike.

{

‘name": "Mass File Encryption Detection - Coldcryptor Simu-
lation’,

"description”: "Detects behavior consistent with ransomware ac-
tivity by encrypting a large number of files using coldcryptor.exe or
similar tools.",

‘enabled’”: true,

"disposition_id": 1,

‘pattern_severity”: "high',

freld_values”: [

{

‘name": "TmageFileName',
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"type”: 'string’,

"value": " *(coldcryptor\.exe |coldcryptor64 \\.exe). ™,
"label”: "Process Name"

5

{

‘name” "CommandLine’,

"om

"type”: 'string’,

value"™ " run.*,
"Tabel™ "Command Line Contains run"
})

{

‘name": "lurgetFileName',

"type”: 'string’,

walue”: " M\.(locked|encrypted|enc|cry|crypt|crypted|locky|cer-
ber|wallet|zepto)$’,

"label": "Target File Extension”

}

s

‘rulegroup_id": "YOUR_RULE_GROUP_ID’,

‘ruletype_id": "YOUR_RULE_TYPE_ID",

‘comment": "Custom IOA created to simulate mass encryption
ransomware detection behavior.”

}

Supplement Figure 4. Complete IOA rule output from
ChatGPT, in SPL format for Splunk.

| tstats security_content_summariesonly’ count from datamod-
el=Endpoint. Processes

where (Processes.parent_process_name="crushftpservice.exe"
AND

Processes.process_name IN ("bash.exe’, "tmd.exe’, 'tscript.exe’,
"mshta.exe’,

"powershell.exe’,
“wscript.exe"))

By _time, Processes.dest, Processes.user, Processes.parent_pro-
cess_name, Processes.parent_process_path, Processes.process_name,
Processes. process_path

| ‘drop_dm_object_name(Processes)’

| search NOT [ | inputlookup Suspicious_CrushFTP_
Child_Process_whitelist.csv | frelds Host, User, Parent_Process,
Parent_Process_Path, Suspicious_Child_Process, Child_Process_
Path ]

| eval sigma_tags="attack. Initial access, attack.execution, attack.
t1059.001, attack.t1059.003, attack.t1190,cve. 2025-31161, de-
tection.emerging-threats"

| eval title="Suspicious CrushF'TP Child Process”

| eval description="Detects suspicious child processes spawned
by CrushFTP that may indicate exploitation (e.g., CVE-2025-
31161). Common abused binaries like powershell.exe, cmd.exe, etc.”

| eval author=" Craig Sweeney, Matt Anderson, Jose Oregon,
Tim Kasper, Faith Stratton, Samantha Shaw, Swachchhanda
Shrawan Poudel (Nextron Systems)"

| eval level="medium"

| table _time, Host, User, Parent_Process, Parent_Process_Path,
Suspicious_Child_Process, Child_Process_Path, sigma_tags, title,
description, author, level

| collect  index=threat-hunting  marker="sigma_tag=attack.
initial-access,sigma_tag=attack.execution,sigma_tag=attack.

"powershell_ise.exe,  "pwsh.exe’,  'sh.exe’,

t1059.001,sigma_tag=attack.t1059.003,sigma_tag=attack.t1190,sig-
ma_tag=cve.2025-31161,sigma_tag=detection.emerging-threats"
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EREVIEW ARTICLE

ABSTRACT: Coral reefs, vital elements of marine ecosystems, are facing unprecedented challenges posed by the detrimental
effects of climate change. Microfragmentation, a newly developed restoration technique that uses controlled coral specimen
fragmentation and reattachment to accelerate coral growth, promises to boost reef rehabilitation efforts. This review collates the
current knowledge about the effect of holobiont interactions, genetic diversity, and evolutionary processes on coral survival under
environmental stress before and after microfragmentation. While investigating the role of microbiome-mediated mechanisms
such as stress reduction and nutrient cycling in coral regeneration, the study elucidates the mechanisms by which genetic variety
improves coral resilience and adaptability. The interdependence between holobiont dynamics and coral genetics emphasizes the
need for all-encompassing restoration approaches that incorporate biological and environmental elements. Despite the fact that
microfragmentation is effective in encouraging rapid coral growth, its effectiveness is currently limited by issues such as predation
vulnerability and a lack of long-term field studies. This review contributes to the growing body of knowledge on coral reef
conservation by providing evidence-based strategies for improving reef resilience in a marine environment prone to the deleterious

effects of rapid global warming.

KEYWORDS: Coral Reef Restoration, Microfragmentation, Evolutionary Genetics.

B Introduction

Coral reef ecosystems are critical marine habitats that con-
tribute immensely to biodiversity. However, these extensive
and ecologically noteworthy benthic structures are facing
unprecedented anthropogenic threats that jeopardize their
long-term viability. These intricate biogenic structures com-
prise innumerable limestone-secreting organisms known as
polyps, belonging to the phylum! Cnidaria, interconnected via
‘coenosarc’, a connective tissue. Corals have crucial symbiotic
relationships with various algal species, most notably zooxan-
thellae. These algae photosynthesize within the safety of the
coral bodies and produce essential nutrients like carbohydrates
and oxygen, pivotal to the nourishment of the corals.? Zooxan-
thallae also facilitate the removal of metabolic waste products,
thus helping the corals to thrive.

In addition to their ecological importance, coral reefs contrib-
ute significantly to the protection of coastlines from powerful
tidal waves, thereby preventing erosion and mitigating the
impact of storms.? Coral systems are sensitive and are signifi-
cantly impacted by changes in environmental conditions such
as ocean acidification, temperature fluctuations, and increased
water toxicity, which threaten coral growth and development.
These stressors result in coral bleaching, a process in which
the symbiotic algal species are expelled from the coral bodies,
severely compromising coral health and making the coral vul-
nerable to disease and mortality.*

Additionally, the weakening ozone layer causes excessive
quantities of ultraviolet light to penetrate oceans, further
contributing to coral bleaching due to the formation of toxic
active oxygen species.” Furthermore, accelerated urbanization

resulting in coastal development and pollution smothers corals
with fine sediments, impeding photosynthesis and triggering
harmful algal blooms. Such intense changes have the potential
to wipe out entire coral colonies, disrupting the harmony of
marine life. The impact of the environmental stressors on the
delicate nature of the ocean ecosystem also goes beyond the
coral reefs and has a detrimental effect on several marine spe-
cies, such as clownfish and sea anemones, that rely on the coral
reefs for their survival.

Corals are largely dependent on coral microbiomes for re-
silience in the face of stressors and for their ability to adapt
for survival under hostile conditions. However, beneficial
microbial associations are often severed due to the disrupted
marine ecosystem, resulting in the proliferation of pathogenic
microbial colonization, tipping the scales against the survival
of healthy coral ecosystems.®” The widespread decline of coral
reefs worldwide has prompted scientists and conservationists
to investigate the multifaceted interactions between evolution-
ary processes, environmental stressors, and novel conservation
strategies.

Clonality is a hallmark characteristic of corals. They can en-
tire colonies from a single polyp through asexual budding. This
inherent ability to clone themselves makes them great can-
didates for the implementation of fragmentation techniques.
Coral fragments that break off due to storms or physical
damage reattach to substrates and continue growing, forming
new colonies that are genetically identical to the parent coral.
Microfragmentation is a unique coral restoration technique in
which coral polyps are severed into 4-5-inch-thick fragments
and attached to artificial surfaces to promote logarithmic
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growth. This technique leverages the clonality of corals to
achieve the restoration of corals.

However, this process is influenced by the genomic con-
figuration, the coral species, and other biotic factors such as
enzyme and hormone biokinetics. Adding to the hurdles faced
in ensuring successful microfragmentation is the pivotal role
that microbiomes associated with the corals play in their resil-
ience and health. Therefore, altered microbiome species caused
by differences from the marine environment also affect the
success rate of coral microfragmentation.”®

Our review aims to explore the complex relationships be-
tween evolutionary mechanisms, environmental stressors,
and the process of coral microfragmentation. We searched
peer-reviewed literature using the key search terms ‘microf-
ragmentation’, ‘coral restoration’, ‘coral microbiome’, ‘coral
clonality’, and ‘coral genetic diversity’ in Google Scholar and
PubMed. Although we have included some relevant older
literature, studies published 2015 onwards were prioritized.
References were shortlisted based on their direct relevance to
research related to microfragmentation techniques, coral clon-
ality, genetic diversity in corals, coral resilience in the face of
climate challenges, and the coral microbiome. Our study in-
vestigates the effect of the changes in coral genomes and their
associated microbiomes, resulting from evolutionary mecha-
nisms and environmental stressors, on microfragmentation
processes. Knowledge of these interactions will better inform
conservation strategies and potentially improve the effective-
ness of coral restoration techniques in the face of ongoing
environmental challenges.

B Discussion

Microfragmentation: Hope or Hindrance?

The deterioration of reef systems worldwide caused by
ecological stressors warrants their immediate restoration to
prevent severe damage to marine ecosystems and the diverse
organisms that depend on them for survival. Scientists are now
implementing microfragmentation techniques to revive corals
previously considered irreversibly bleached. This innovative
process aims to stimulate exponential growth in growth-im-
paired corals and rejuvenate dead corals by reskinning.

Coral fragments with a surface area of approximately 5 cm?
demonstrate double the growth rate of those with a surface
area of 1 cm®. Based on this, measured coral fragments are se-
cured to frames or ceramic disks using cyanoacrylate adhesive
and replanted in the ocean. The fragmented and replanted
corals are monitored biweekly for growth indicators for nine
weeks. The fragmented corals regrow and fuse with neigh-
boring fragments, establishing large colonies at an accelerated
rate compared to natural growth. Once these colonies reach
sufficient size, they regain sexual maturity and are capable of
reproduction.’

While microfragmentation shows promise, several factors
influence its success rate and post-fragmentation reef health.
Lack of genetic diversity in the coral populations resulting
from microfragmentation may result in the proliferation of
genetically uniform corals rather than resilient populations.
Additionally, the rapid growth induced by microfragmentation

may compromise coral immune systems by diverting resources
and energy from the development of defense mechanisms to
microfragmentation-induced rapid growth. Through natural
selection, coral populations with diverse genetic expressions
demonstrate enhanced resistance to disease outbreaks, ocean
acidification, and other environmental stressors. This supports
survival in suboptimal conditions, potentially leading to higher
success rates of the microfragmentation process and improved
reef restoration outcomes. Sexual reproduction promotes more
genetic diversity than asexual reproduction in fragmented
corals, increasing coral abundance and inheritance of bene-
ficial properties, contributing to long-term reef recovery and
survival.’® Differences in growth rates exhibited by different
coral genera and species make universal standardization and
implementation add to the challenges associated with the mi-
crofragmentation technique."

The composition of the coral-associated microbiome plays
a significant role in improving coral health post-fragmen-
tation. The addition of a beneficial microbial consortium
enhances certain important physiological processes, particu-
larly calcification rates. Accelerated calcification reduces coral
vulnerability by creating a protective coating, which is crucial
during and after restoration. Corals treated with certain ben-
eficial bacteria, such as ones from the Yangia and Salinicola
genera, demonstrate a 33% higher rate of calcium deposition
and increased protein concentrations. These enhancements
facilitate rapid regrowth in coral fragments, reducing their
susceptibility to infection and improving nutrient recycling
efficiency.”

Coral genetic diversity and resilience

Corals reproduce via broadcast spawning, a unique process
of sexual reproduction that involves the release of the male
and female gametes into the water column, followed by fer-
tilization in the presence of favorable conditions, resulting in
the formation of the larval stage of corals known as planulae.
Initially, the planulae are extremely sensitive to sunlight, ex-
hibit positive phototaxis, and swim in the surrounding waters,
eventually settling at the bottom of the ocean and transmuting
into coral polyps.” Broadcast spawning facilitates the transfer
of genetic material between different coral species, resulting
in the production of offspring with inherited genes that are a
unique combination of the parental traits. The offspring are
thus genetically diverse and have enhanced abilities to adapt
to disease and various environmental stressors such as chang-
es in pH, temperature, and pollution.’*'® However, increasing
environmental stressors negatively impact the success rate of
sexual reproduction in corals. Decreasing coral populations, in
addition to elevated temperatures and increased exposure to
UV radiation, induce oxidative stress in coral tissues, which
may cause the next generation to have limited genetic variabil-
ity, causing offspring to be depauperate and be compromised
in their ability to adapt to environmental stressors.'¢

Environmental stressors, particularly elevated temperatures
and increased UV radiation, induce oxidative stress in corals,
potentially resulting in DNA damage. The persistent impact
of climate change on these organisms compromises their
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DNA repair mechanisms, resulting in increased mutations
and heightened sensitivity in subsequent generations. Rising
temperatures have also been shown to impair coral reproduc-
tive capacity.”” In addition, environmental stressors such as
pH fluctuations and increased water toxicity may result in the
activation of mobile nucleotide sequences, known as transpos-
able elements. Deleterious mutations are known to result from
the transposable elements inserting themselves into a gene.'®
In the face of extreme environmental stressors, only the most
resilient corals continue to adapt and successfully reproduce,
causing the gene pool to become narrower and reducing the
overall biodiversity in aquatic ecosystems.

A diverse array of traits within a genetically diverse pop-
ulation increases the probability of characteristics favorable
for survival under changing conditions being present in that
population. Equipped with survival-supporting genetic traits,
coral populations can potentially adapt to stressors such as
temperature fluctuations.' Furthermore, genetic diversity en-
hances disease resistance within coral populations, resulting in
a wider range of immune responses and defense mechanisms
such as the production of antimicrobial compounds, improved
tissue repair, and stronger symbiotic relationships with benefi-
cial microorganisms. Genetic diversity, thus, equips corals with
increased adaptive potential, disease resistance, and overall re-
silience.?

The Coral Microbiome: Tiny Partners, Big Impact

Corals establish diverse mutualistic relationships that en-
hance their survival capabilities and adaptation to novel
environments. While associations with sea sponges or reef
sharks involving nutrient exchange and mutual support are
macroscopic, some microscopic relationships within coral
microbiomes are also crucial for the functioning of reef eco-
systems. In addition to zooxanthellae, coral microbiomes also
comprise bacteria and archaea, which exhibit distinct spatial
distribution patterns across various reef compartments, in-
cluding sediments, water columns, coral tissues, and skeletal
structures. The coral holobiont demonstrates significant spa-
tial heterogeneity in its microbial composition, reflecting the
diverse functional roles these microorganisms play in reef
survival. While some microorganisms facilitate primary pro-
duction through photosynthesis, others are pivotal to essential
processes such as cell signaling, motility, and nitrogen cycling.
Multiple environmental parameters, including silicate or car-
bonate presence, depth gradients, and geographical location,
influence the distribution of bacterial communities within reef
sediments and water columns and significantly affect the me-
tabolism of the microbial communities.

The composition of the coral microbiome differs from the
microorganisms in surrounding waters and sediments. While
oligotrophic bacteria that thrive in nutrient-deficient environ-
ments, recycle nutrients, and fixing nitrogen and carbon cycles
predominate the outer reef crest and are crucial facilitators
of coral nutrition, copiotrophic bacteria that thrive in nutri-
ent-rich environments and contribute to the degradation of
pollutants and algal blooms provide protective functions for
coral polyps.”! The contrast between the roles and resilience

of micro- and macroorganisms associated with corals is also
noteworthy. Coral-associated microbes protect the produc-
tion of antimicrobial compounds and competitive exclusion of
pathogenic microorganisms, in addition to providing nutrition
through phosphorus cycling and various catabolic processes.
These microbial populations can rapidly adapt in response to
environmental stressors and enhance holobiont survival.”? On
the other hand, macroorganisms serve more limited functions,
primarily removing parasites and dead tissue from coral sur-
faces. They exhibit lower resilience and greater vulnerability to
increasing ecological disturbances.

The coral genome specifies the metabolic and physical re-
quirements and plays a fundamental role in determining the
microbiome composition. Certain genetic factors also influ-
ence the recruitment and retention of microbial colonies, as
seen in the Poscillopora damicornis and Acropora coral species
that selectively facilitate the growth of the beneficial bacteria,
Endozoicomonas, which enhance nutrient cycling and stress re-
sponse mechanisms in the coral species.”® Corals express genes
that enhance antioxidant defense systems, synthesize surface
proteins that selectively mediate the inclusion or exclusion
of microorganisms, and optimize metabolic interactions with
symbiotic zooxanthellae in response to extreme thermal stress
and other environmental stressors.

The overall organization of the microbial community is
influenced by the differences in the abilities of the various bac-
teria to colonize and proliferate within the holobiont, resulting
in species-specific responses among coral species.**** This
intricate relationship between coral genetics and microbial
community assembly underscores the complexity of host-mi-
crobe interactions in coral reef ecosystems.

Evolving Together: Dynamic Coral-Microbe Relationships

The maintenance of homeostatic conditions within the
holobiont is crucial for enabling microbiome adaptation con-
current with coral responses to ecological pressures. Notably,
coral immune systems demonstrate refined selectivity over
time to retain beneficial bacteria such as Endozoicomonas
that secrete steroid hormones, which catalyze the breakdown
of toxic reactive oxygen species to less harmful compounds
during thermal stress. Reciprocal adaptation enables corals to
selectively filter out less useful microorganisms, optimizing the
microbiome composition of the holobiont to maximize mutual
benefits.

Significant codivergence has been observed between Endo-
zoicomonas bacteria and their coral hosts, resulting in stable,
long-term symbiotic relationships. Furthermore, critical met-
abolic functions in coral reefs, including calcification and
nitrogen fixation, are mediated by metabolic collaborators.-
These collaborations facilitate nutrient production tailored to
the requirements of the coral host, thereby compensating for
metabolic capabilities absent in the coral. The genetic traits
of corals play a pivotal role in regulating microbial popula-
tions, thereby preventing detrimental microbial overgrowth
and maintaining a community composition aligned with its
physiological requirements.? as the impact of climatic stress-
ors, including oceanic acidification and elevated temperatures
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on the holobiont causes the coral to exhibit significant changes
in genomic expression and immune responses.

Photosymbionts such as Symbiodinium demonstrate rapid
evolutionary adaptability and modulate the composition of
the microbiome in a manner conducive to enhanced thermal
tolerance for the host coral. The microbial component of the
holobiont has shorter generation times and high mutation rates
due to its simplicity in size and function. While this facilitates
rapid reproduction compared to the coral host, the high mu-
tation rates result in frequent errors during DNA replication
that are less likely to be corrected and have the potential to
provide significant evolutionary advantages to the holobiont,
increasing resilience to environmental challenges.?”* These
symbiotic organisms also reduce the carbon requirements of
the host corals in oligotrophic environments, thereby optimiz-
ing nutrient cycling. This enables corals to colonize and thrive
in otherwise inhospitable environments, providing more op-
portunities for growth and regeneration.*

Implications for Reef Conservation

The interplay of factors affecting reef restoration is crucial
to the optimization of microfragmentation procedures. Cor-
al populations with varying genomic compositions respond
differently to restoration processes, demonstrating varying
abilities to acclimatize to changing conditions and nutrient
availability.?” The beneficial microbial population within the
coral microbiome provides protection against pathogenic bac-
teria, enhances their ability to recycle nutrients, and initiates
nitrogen fixation in oligotrophic waters.?

However, environmental challenges such as rising sea
temperatures and oceanic acidification weaken the coral mi-
crobiome and have deleterious effects on immune responses
to microfragmentation processes. These stressors also have the
potential to slow coral growth during the restoration process,
further emphasizing the importance of the interplay of ecolog-
ical factors and stressors. Furthermore, genetic homogeneity
among corals can have detrimental effects on their ability to
respond to environmental changes. The microbial commu-
nities associated with the corals also influence the recovery
rate of corals in stressful conditions. Thus, a comprehensive
understanding of all the interconnected factors is pivotal for
achieving better outcomes post-fragmentation and improving
the success of reef restoration efforts. Larval enhancement, a
reef restoration approach that complements microfragmen-
tation, focuses on improving coral survival during the early
developmental stages by enhancing larval growth and fertility
rates. This approach improves genetic diversity among corals
and supports the long-term effectiveness of microfragmen-
tation. However, changes in the genetic diversity of corals
induced by larval enhancement can alter the coral-associat-
ed microbiome composition, potentially compromising coral
resilience to environmental changes. Furthermore, the insuf-
ficiency of appropriate substrate for the coral larvae to latch
onto and grow can also directly impact the survival rate of
these coral larvae.” Despite these potential hurdles, continu-
ing research and development for reef restoration techniques

ensure a collective increase in the likelihood of sustaining and
recovering reef colonies globally.

m Strengths and Limitations

This review demonstrates several strengths in its analysis of
microfragmentation-based coral restoration. It highlights the
connections between coral genetics, microbiome composition,
and the effectiveness of microbiome-based restoration, there-
by providing valuable insights for future conservation efforts.
The review integrates existing knowledge on microfragmen-
tation with the emerging results of research on coral-microbe
interactions, thereby providing a holistic perspective on reef
restoration. The investigation of multiple restoration ap-
proaches combined with a comprehensive assessment of the
biological and environmental factors affecting reef recovery
further strengthens the practical applications of the review.
Furthermore, the integration and analysis of findings from
several studies derived from this review provide actionable in-
sights for restoration practitioners.

Despite the significant contributions of the study, it is im-
portant to acknowledge several limitations. Existing research
lacks sufficient long-term data on outcomes of microfragmen-
tation across different coral species and environments, limiting
the ability of this review to predict long-term success rates.

The understanding of the specific mechanisms governing
coral-microbe interactions during restoration remains obscure,
warranting further investigation. The absence of standard-
ized protocols for assessing restoration success across different
geographical regions hinders comparative analysis and optimi-
zation of techniques. Additionally, current research provides
limited insight into the cost-effectiveness and scalability of
combined restoration approaches. Finally, there is a pressing
need for more comprehensive research on the impact of cli-
mate change on restoration outcomes, particularly as marine
environments continue to face increasing stressors.

B Conclusion

This review elucidates the complex interplay between the
coral holobiont, environmental stressors, and genetic expres-
sion, factors that are crucial to the success of restoration of
coral reefs through microfragmentation. The findings under-
score the ability of corals to maintain beneficial microbes and
genetic traits during reproduction, enhancing their chances of
survival under changing environmental conditions. The study
also emphasizes the crucial role of evolutionary dynamics and
microbial interactions in contemporary reef recovery efforts.

The exponentially increasing challenges associated with
the conservation and preservation of reefs have warranted the
need for unique and determined preservation efforts. In ad-
dition to being indisputable biodiversity hotspots, coral reefs
also contribute significantly to oceanic health by facilitating
the cycling of nutrients and maintaining the marine ecosystem.
The preservation of coral diversity and the sustenance of their
mutualistic relationships are indispensable to prevent the eco-
system from collapsing and to enhance the long-term results of
microfragmentation as an effective restoration strategy.

DOI: 10.36838/v8i1.8

11



ijhighschoolresearch.org

The insights that have emerged from this review contribute
significantly to the existing knowledge of coral resilience in the
face of deteriorating conditions of the marine environment.
This review navigates the complex labyrinth of intercon-
nections between the factors crucial for the success of micro
fragmentation as an effective reef rehabilitation and resto-
ration strategy that would stand the test of time and increasing
environmental challenges. The interpretations derived from
the findings of the study enunciate both the limitations and
advantages of reef rehabilitation methods.

Further research into species-specific responses, stan-
dardization of restoration protocols, and investigation of the
long-term effects on the restored coral reefs, enzyme activi-
ty within the reefs, and the health of the marine ecosystem
could improve the success rate of coral restoration methods.
Studies focused on the development of cost-effective and scal-
able rehabilitation solutions have the potential to make the
conservation and restoration of coral reefs more reliable and
accessible, ultimately supporting the re-establishment of bal-
ance in pelagic ecosystems.
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ABSTRACT: This study investigates the diagnostic and prognostic significance of key cancer biomarkers—KRAS, BCR-ABL,
PIVKA-II, and HPV—through literature review and laboratory-based molecular diagnostics. Real-time PCR and immunoassays
were employed to analyze clinical samples for genetic, proteomic, and viral biomarkers. The findings revealed that KRAS
mutations were identified in codon 12, while BCR-ABL fusion transcripts were detected in multiple blood samples, confirming
leukemia diagnosis. Elevated PIVKA-IT levels indicated hepatocellular carcinoma, and HPV 16 & 18 strains were identified in
cervical samples. These results highlight the importance of molecular diagnostics in early detection and the planning of treatment.
The study also highlights challenges in biomarker variability and sample size, and emphasizes the future potential of synthetic

biomarkers and Al-based diagnostics in cancer care.
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B Introduction

Biomarkers in cancer refer to measurable indicators of bio-
logical or pathological processes, including specific molecules
in bodily fluids, tissues, or cells that provide valuable insights
into cancer progression, type, or presence.' Biomarkers can be
proteins, genes, metabolites, or even lipids that are differen-
tially expressed in cancerous tissues as compared to normal
tissue. Cancer biomarkers can be broadly classified as proteom-
ic, genetic, and epigenetic. Genetic biomarkers are alterations
in the DNA sequence that may drive the development of
cancer. KRAS and EGFR are common examples of genetic
biomarkers.? Additionally, HPV (human papillomavirus) de-
tection serves as an epigenetic and viral biomarker in cervical
and oropharyngeal cancers. High-risk HPV strains, particular-
ly HPV-16 and HPV-18, are implicated in the pathogenesis
of these cancers.* Proteomic biomarkers define a change in
protein levels, which reflects alterations in cell signaling,
metabolic pathways, or immune response.* PIVKA-II is an ab-
normal form of prothrombin used in hepatocellular carcinoma
(HCC),® and is an example of a protein biomarker that will be
examined in the literature review (Table 1).

Protein biomarkers include overexpressed proteins such as
HER?2 in breast cancer and mutated proteins like BCR-ABL
in chronic myeloid leukemia (CML), which is critical for treat-
ment with tyrosine kinase inhibitors.®

Biomarkers guide cancer management by classifying tumors
based on molecular signatures that often predict therapeutic
outcomes. For instance, HER2 overexpression in breast cancer
identifies patients likely to respond to targeted therapies like
Trastuzumab, improving prognosis. Predictive biomarkers also
help determine a tumor’s likelihood of responding to specif-
ic treatments. In the context of targeted therapies, biomarkers
like EGFR in non-small cell lung cancer (NSCLC) play a cru-

cial role in identifying patients who will benefit from tyrosine
kinase inhibitors (TKIs), such as erlotinib or gefitinib.”

One of the primary challenges in oncology is accurately
distinguishing between various cancer types, as tumors with
similar histological features may have distinct molecular pro-
files and clinical behaviors. Genetic biomarkers have become
indispensable in overcoming this challenge, particularly in the
case of histological overlap or ambiguous clinical represen-
tation. For instance, mutations in KRAS, a gene encoding a
GTPase involved in cell signaling,® are common in colorec-
tal cancer and pancreatic cancer, where they not only provide
prognostic value but also detect resistance to therapies such as
anti-EGFR monoclonal antibodies like cetuximab.” Similarly,
EGFR mutations, most notably exon 19 deletions, and L858R
point mutations are frequent in adenocarcinoma of the lungs,
particularly in non-smokers and Asian populations,'® and help
differentiate between cancer subtypes while guiding the use
of EGFR inhibitors for targeted treatment.! For instance,
BRCA1/2 mutations: these tumor suppressor genes predis-
pose individuals to hereditary breast and ovarian cancer, where
mutations correlate with high-grade tumors and guide the use
of PARP inhibitors such as Olaparib, significantly improving
patient outcomes in BRCA-mutated cancers, thus proving that
biomarkers are central to the precision medicine approach in
oncology.'?
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Table 1: List of Biomarkers associated with different Cancers. This table
summarizes relevant biomarkers identified in various cancer types, including
the gene name, associated cancer(s), specific mutation(s), diagnostic
application, brief explanation of biomarker relevance-prognostic value,
predictive utility, or clinical applicability.

Name of Cancer M Di Expl: References
the gene type/types
KRAS Colorectal, G12A, Sanger KRAS mutations are Shackelford et
Pancreatic, | G12V, sequencing oncogenic drivers that al. 201213
and lung G12C promote uncontrolled cell
cancer growth; they are Huang et al.
common in solid tumors | 2021
and influence treatment
decisions
PIVKA-II Liver, - Biochemical PIVKA-Ilis an abnormal | Zhu et al.
Pancreatic analysis of the prothrombin protein 202415
cancer levels of PIVKA- | elevated in vitamin K
Il (Protein deficiency and
Induced by hepatocellular
Vitamin K carcinoma, used as a
Absence-Il) tumor marker for liver
cancer.
HPV Cervical, HPV-16, HPV test on Persistent infection with Tsakogiannis
Human Anal, Vulvar, | HPV-18 samples taken high-risk HPV types et al. 2022'¢
papillomavi | Vaginal, from the cervical | leads to genomic
rus Penile, and cells instability and is the
Oropharyng primary cause of cervical
eal Cancer and other anogenital
cancers.
BCR-ABL Blood T215I, Flow cytometry BCR-ABL fusion gene Lof et al.
(Chronic E255K/V, results from the 20177
Myeloid Y253F/H, Philadelphia
Leukemia, F3171/L, chromosome Hochhaus et
Acute V299L translocation and is a al. 20118
Lymphoblast key driver in CML;
ic Leukemia) resistance mutations
impact therapy
response.

molecular hybridisation

The process of creating
stable double-stranded
hybrid molecules by pairing
DNA or RNA from different

electron

DNA sequencing microscopy

Electron microscopy is an
advanced imaging
technique that enables the
detailed visualization of the
ultrastructure of cells and
tissues.

A technique that
examines the
arrangement of base
sequences in specific
DNA fragments to identity
tumor markers.

species and identifying
complementary sequences.

crispricas Polymerase

reaction

A gene-editing tool derived
from the bacterial immune
system, characterized by low
cost, high efficiency, and
minimal application o
complexity. T

A molecular
biology technique
used to replicate
and amplify
specific DNA
fragments.

Technologies for tumor
 fluorescent biomarker detection
immunoassay

Immunohist

. ochemistry

vvvvv - “... HC uses antibodies to
identify the location and

distribution of specific

antigens within cells and

tissues, typically in formalin-
fixed, paraffin-embedded

sections.

Atechnique that merges
the precision of an
immune response with the
sensitivity of fluorescence
technology.

Figure 1: Schematic representation of different diagnostic techniques used to
detect tumor biomarkers.

To investigate the diagnostic and prognostic potential of
specific cancer biomarkers, I compiled and analyzed studies
mainly published between 2010 and 2024 by querying data-
bases like PubMed, Google Scholar, Kaggle, SpringerLink,
and PMC for peer-reviewed articles, datasets, and review pa-
pers focused primarily on genetic, proteomic, and epigenetic
biomarkers across various cancer types. The studies select-
ed were mainly from randomized controlled trials (RCTs),
systematic reviews, and meta-analyses to ensure high-quali-
ty evidence, with preference given to studies that addressed
well-established biomarkers in breast, colorectal, lung, and
ovarian cancer. Studies from 2015 to 2024 were mainly chosen
to reflect the latest developments in cancer biomarker research.

The present study aims to investigate specific biomarkers'
diagnostic and prognostic potential by comparing the find-
ings in healthy versus cancer patients. The research will help

examine how these biomarkers can help differentiate cancer
types, predict treatment, and provide insights into disease
progression. By synthesizing current evidence and analyzing
data from a range of studies, this work will contribute to the
ongoing work to refine cancer diagnostics and personalized
therapeutic strategies. Additionally, while previous literature
has extensively described the roles of individual biomarkers
in cancer diagnosis or prognosis, this study aims to provide
a comparative analysis of four key biomarkers through both
literature review and molecular diagnostics, to analyze their
combined diagnostic and prognostic potential across different
cancer types.

B Methodology

KRAS Mutation Diagnosis:

For KRAS mutation analysis, genomic DNA was extract-
ed from fresh, frozen, or formalin-fixed paraffin-embedded
(FFPE) tumor tissues using the QIAamp® FFPE DNA Tis-
sue Kit. DNA purity was verified using spectrophotometric
analysis, ensuring an A260/A280 ratio between 1.7 and 1.9.
Each PCR reaction used 150-200 ng of purified genomic
DNA. The DNA extraction process began by removing ex-
cess paraffin from the tissue block using a scalpel. Up to eight
sections, each 5-10 pm thick, were cut from the block. If the
outermost section was exposed to air, the first 2-3 sections
were discarded to minimize contamination. The remaining
sections were transferred to a 1.5- or 2-ml microcentrifuge
tube, to which 1 ml of xylene was added. The tube was vor-
texed vigorously for 10 seconds, followed by centrifugation at
full speed for 2 minutes at room temperature (15-20 °C). The
supernatant was then carefully removed without disturbing
the pellet. Subsequent steps were carried out according to the
QIAamp® DNA FFPE Tissue Kit protocol to complete the
extraction.

The detection of KRAS mutations was based on allele-specif-
ic amplification using the Amplification Refractory Mutation
System (ARMS) in real-time PCR. This method employed
specific primers to selectively amplify mutated DNA sequenc-
es, while fluorescent probes (HEX and FAM) were used to
differentiate between mutant and wild-type alleles. During
amplification, Taq polymerase cleaved the probes, releasing a
fluorescent signal proportional to the number of DNA cop-
ies. The data was analyzed using the BIORAD CFX Maestro
software.

For the PCR setup, the reaction mix included a master mul-
tiplex mix composed of a reaction buffer, MgCl,, stabilizers,
hot-start DNA polymerase, and dNTPs (dATP, dCTP, dGTP,
dTTP). Additionally, specific primer-probe mixes (PPM)
were prepared for each KRAS mutation along with an internal
control primer-probe mix. Internal controls serve to monitor
the efficiency of amplification and detect the presence of po-
tential inhibitors, ensuring assay integrity. Each DNA sample
underwent 12 different PCR reactions, each targeting a dis-
tinct KRAS mutation.
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PCR reaction mixes per assay:

Component Volume per reaction (pl)

Multiplex master mix (including reaction buffer, 10
MgClz, stabilizers, DNA polymerase, and dNTPs)

Primer probe mix (PPM) specific to the target 25
mutation

Internal control primer probe mix 25
Total volume (excluding DNA sample) 15

DNA sample (150-200 ng)

Moutation Detection by Real-Time PCR:

Thermal cycling for the real-time PCR assay was performed
under the following conditions: an initial denaturation step at
94°C for 10 minutes, followed by 40 amplification cycles con-
sisting of denaturation at 94°C for 15 seconds and a combined
annealing and fluorescence acquisition step at 60°C for 60
seconds. Each reaction included appropriate controls—ster-
ile water as the negative control and KRAS-positive control
DNA provided by the manufacturer as the positive control.
Mutation detection was carried out by analyzing cycle thresh-
old (Ct) values. The A Ct value, calculated as the difference
between the mutation-specific Ct and the reference Ct, was
compared to predefined thresholds (as shown in Table 2).
Samples with A Ct values below the cut-off were classified as
mutation-positive.

Upto5

Table 2: Key KRAS mutations along with their codons, exons, and A Ct
thresholds for detection using TRUPCR® KRAS Mutation Kit.

KRAS Codon | Exon Mutation Amino Acid

ACtCut- Clinical Relevance
Mutation Type Change
off ()
G128 12 2 Missense Gly - Ser 7.0 Common in colorectal
and lung cancers
G12D 12 2 Missense Gly - Asp 45 Predicts resistance to
anti-EGFR therapies
G12R 12 2 Missense Gly - Arg 85 Rare; seen in
pancreatic cancer
G13D 13 2 Missense Gly - Asp 55 May retain some
EGFR-inhibitor
sensitivity
G12C 12 2 Missense Gly > Cys 3.5 Targeted by sotorasib
(AMG 510), adagrasib
G12v 12 2 Missense Gly - Val 6.5 Common in NSCLC
G12A 12 2 Missense Gly - Ala 7.5 Occurs in pancreatic
and colorectal cancer
A59x 59 2 Other (e.9., | Ala— X 4.0 Rare; associated with
stop) aggressive phenotype
(Stop)
Q61x 61 2 Other Gln - X 45 Found in various
malignancies
(e.g., His,
Leu)
K117x 17 3 Other Lys - X 5.5 Less frequent, linked
with therapy resistance
A146x 146 3 Other Ala - X 8.0 Detected in colorectal
and hematologic
cancers
BCR-ABL:

RNA Extraction and Reverse Transcription for BCR-ABL1
Detection:

Peripheral blood or bone marrow samples were collected in
EDTA tubes and stored at 2—-8°C. Total RNA was extract-
ed using either the 3B SpeedTools RNA Blood Kit, Qiagen®
RNeasy Mini Kit, or QIAmp® RNA Blood Mini Kit, follow-
ing the manufacturer’s protocols. RNA purity was confirmed
using spectrophotometry (A260/A280 ratio of 1.7-2.0), and

1 pg of RNA per sample was reverse-transcribed using the
TRUPCR® BCR-ABL1 Kit.

gPCR for BCR-ABL1 Transcript Detection:

Quantitative PCR was performed using the TRUPCR®
BCR-ABL1 Kit, which targets major, minor, and micro
BCR-ABLI1 fusion transcripts and ABL1 as a reference. Flu-
orescent probes (FAM, HEX) enabled detection via Taq
polymerase-mediated probe hydrolysis, with signal intensity
proportional to RNA copy number. Data were analyzed using
BIORAD CFX Maestro software. Each reaction included a
master mix (buffer, MgCl,, dNTPs, stabilizers, hot-start poly-
merase), transcript-specific primer-probe mixes, nuclease-free
water, and 5 pl cDNA. Four reactions per sample were run.
Thermal cycling involved initial denaturation at 94°C for 10
min, followed by 45 cycles of 94°C for 15s and 60°C for 60s
(fluorescence acquisition). Negative (sterile water), positive
(BCR-ABL1 standard), and internal (ABL1) controls were
included.

DNA Extraction for HPV Detection:

DNA was extracted from cervical swabs, urine, or FFPE tis-
sue using the TRUPCR® Tissue DNA Extraction Kit. DNA
quality (A260/A280 ratio 1.7-2.0) was verified spectrophoto-
metrically. A volume of 10 pl of DNA per sample was used for

amplification.

gPCR for HPV Genotyping:

HPV detection was performed using the TRUPCR® HPV
HR with 16 and 18 Differentiation Kit. Primers targeted the
E6/E7 regions of HPV 16, 18, and 12 other high-risk gen-
otypes. Fluorescent probes (FAM, HEX, Texas Red, Cy5)
differentiated between genotypes and internal controls. Taq
polymerase cleaved the probes during amplification, generating
genotype-specific signals. Data were analyzed with BIORAD
CFX Maestro. Each reaction included a multiplex master mix
(buffer, MgCl,, dNTPs, polymerase, ROX), primer-probe mix,
and appropriate controls. Samples were tested in a single-tube
multiplex format. Thermal cycling included 94°C for 10 min
(initial denaturation), followed by 38 cycles of 94°C for 15s,
62°C for 30s (annealing), 72°C for 15s (extension), and a final
fluorescence step at 60°C for 30s. Controls included sterile wa-
ter (negative), standard HPV DNA (positive), and an internal

human gene control.

Fluorescent channel selection:

Table 3: Reporter dyes used for the detection of different HPV genotypes for
TRUPCR® HPV HR with 16 & 18 differentiation kit (Single tube) reaction.

Target Reporter/ detection channel | Interpretation / Purpose

HPV HR (14 genotypes) FAM/green Detects the presence of any
of the 14 high-risk HPV

“HPV HR” refers to pooled genotypes
detection of the 14 high-risk
types (e.g., 16, 18, 31, 33, 35,

39, 45, 51, 52, 56, 58, 59, 66,

and 68).

HPV 16 Texas Red/Rox Differentiates specifically the
HPV 16 genotype

HPV 18 HEXNic Differentiates specifically the
HPV 18 genotype

Internal control Cy5/Red Confirms DNA extraction and

PCR reaction validity
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PIVKA II-Protein Induced by Vitamin K Absence or Antag-
onist-I1:

Sample preparation:

Human serum or plasma samples were collected using stan-
dard sampling conditions or tubes containing a separating gel.
Acceptable anticoagulants included lithium heparin, K;-ED-
TA, and K3-EDTA. The Cobas e 801 analytical unit used 24
pl of the sample. The sample was automatically prediluted 1:5
with Diluent Universal, and 12 pl of the prediluted sample was
used in the assay.

Assay procedure:

First incubation: The pre-diluted sample was incubated
with a biotinylated monoclonal PIVKA-II-specific antibody
and a monoclonal PIVKA-II-specific antibody labeled with a
ruthenium complex, forming a sandwich complex.

Second incubation: Streptavidin-coated microparticles were
added, allowing the complex to bind to the solid phase via a
biotin-streptavidin interaction.

Measurement: The reaction mixture was aspirated into the
measuring cell, where microparticles were magnetically cap-
tured onto the electrode surface. Unbound substances were
removed, and the electrochemiluminescent signal was mea-
sured; the total assay duration was 18 minutes.

Analytical Specifications and Detection Protocol:

The assay had a measuring range of 3.5-12,000 ng/mL,
with a limit of detection (LoD) of <3.5 ng/mL. Repeatabili-
ty, expressed as the coefficient of variation (CV), ranged from
1.0% to 1.8%. The thermal cycling protocol included an initial
incubation for 18 minutes at room temperature, followed by
electrochemiluminescent signal measurement for detection.
Control reactions included sterile water as a negative control,
a PIVKA-II standard dilution series as the positive control,
and an internal control to ensure consistency across multiple
calibrations.

B Results

This study analyzed four key cancer biomarkers—KRAS,
BCR-ABL, PIVKA-II, and HPV—across multiple clini-
cal samples using real-time PCR and immunoassays. KRAS
mutation analysis of sample M023-A0347 revealed three on-
cogenic mutations—G12C, G12V, and G12A—indicating a
KRAS-positive profile commonly associated with colorectal,
lung, and pancreatic cancers. BCR-ABL testing across 10
hematological samples showed fusion transcripts in 8 cases,
supporting a diagnosis of chronic myeloid leukemia (CML) or
Philadelphia-positive acute lymphoblastic leukemia (ALL). In
the HPV analysis, 3 out of 10 cervical samples tested positive
for high-risk genotypes (HPV 16 and/or 18), suggesting viral
oncogenic involvement in a subset of the population. PIV-
KA-II levels, assessed in liver cancer risk cases, were elevated
in 7 of 10 samples, indicating a potential diagnosis of hepato-
cellular carcinoma (HCC). Collectively, these findings validate
the clinical utility of molecular diagnostics in cancer detection,
while also highlighting biomarker-specific patterns that in-
form diagnosis, prognosis, and potential therapeutic strategies.

KRAS sample analysis:

Detection of KRAS mutations in Sample M023-A0347
using the TRUPCR® KRAS Kit across 11 assays. The table
summarizes Ct values for both mutant (FAM) and control
(HEX) channels, A Ct calculations, and interpretation against
reference thresholds. The analysis revealed that mutations
G12C, G12V, and G12A were detected as positive, indicat-
ing the presence of clinically relevant KRAS mutations in this
sample.

Table 4: KRAS mutation analysis of Sample M023-A0347 using the
TRUPCR® KRAS Kit. A Ct values were compared against reference

thresholds across 11 assays. The mutations G12C, G12V, and G12A were
detected, indicating a KRAS-positive result.

KRAS Ct Fam Ct HEX ACt ACt Result
Mutation (sample) (control) calculated Reference
G12C - PPM 31.65 32.95 1.27 <35 G12C Positive
612S - PPM 32.41 32.41 <70 Wild type or
below LOD
G12R - PPM 33.31 33.31 <85 Wild type or
below LOD
612V - PPM 31.79 32.27 048 <65 G12V Positive
G12D - PPM 33.61 33.61 <45 Wild type or
below LOD
G12A - PPM 32.15 33.01 0.86 <75 G12A Positive
G13D - PPM 33.13 33.13 <55 Wild type or
below LOD
A59X - PPM 32.67 32.16 <40 Wild type or
below LOD
Q61X - PPM 32.80 32.80 <45 Wild type or
below LOD
K117X - PPM 32.63 32.63 <55 Wild type or
below LOD
A146X - PPM 32.62 32.62 <8.0 Wild type or
below LOD
Reference 30.71 33.42 271 No reference
ppm was provided
for direct
comparison.
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Figure 2: Graph showing RT PCR results for the identification of KRAS
mutation in the sample. A. Dual-target amplification showing positive
detection of KRAS G12C mutation (FAM, green) alongside internal control
(HEX, blue). B. Positive detection of KRAS G12V. C. Positive detection
of KRAS G12A. Distinct amplification curves and A Ct values confirm the
presence of these mutations, indicating a KRAS-mutant profile in the sample.
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BCR-ABL1 sample analysis:

Table 5: Summary of RT-PCR results for BCR-ABL1 detection using
ABL1 as the reference gene. Out of 10 samples analyzed, 8 tested positive and
2 tested negative, indicating the presence of BCR-ABLI1 fusion transcripts in

the majority of the cases.

Result

positive

Negative

Positive

Positive

Positive

Positive

Positive

Positive

Negative

S.No. | Sample ID

1 MO02400715
2 MO02400718
3 MO02400720
4 M02470021
5 MO02400725
6 MO02400726
7 M02500001
8 M02500002
9 MO02500005
10 MO02500009

Positive

Ampification Plot

Sample ID-
M02400715

Amplfication Plot

Sample ID-
M02400718

HPV sample analysis:

Table 6: RT-PCR analysis of HPV genotypes in clinical samples. Out of 10
samples tested, 3 were positive for high-risk HPV genotypes, while 7 showed
no detectable HPV DNA, indicating the presence of HPV infection in a
subset of the tested population.

S.No. Sample ID Result
1 M024-00061 Negative
2 M024-00062 Negative
3 M024-582 Negative
4 M024-583 Negative
5 M024-590 Positive
6 M025-015 Negative
7 M025-056 Positive
8 M025-084 Negative
9 M025-092 Positive
10 M025-103 Negative
A, Amplification B Ampication
OO oo 7 s PR =
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Figure 3: RT-PCR amplification curves for BCR-ABL1 detection across
multiple samples. Positive samples (A, C-H, ]) display dual amplification
curves for BCR-ABL1 (red) and the internal control ABL1 (blue), while
negative samples (B, I) show only the ABL1 control curve. These results align
with the sample analysis summarized in Table 5.
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Figure 4: Graphs showing RT PCR results for the identification of HPV
genotypes (HPV 16 and 18) in a sample. All samples showed Cy5/Red line
(internal control). Graph C is positive for HPV 18 (HEX) (blue line). Graphs
E and G (Texas red and HEX blue) are positive for both HPV 16 and HPV

18.
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PIVKA II sample analysis::

Table 7: PIVKA-II levels in samples with risk classification based on the
reference range (<28.4 ng/mL). Values above this indicate high risk, while
those below are normal.

Sample ID Result Risk Bio Ref Range
IMM2403116 2213 Normal <284
IMM2403112 23.27 Normal <284
IMM2403116 35.77 High <28.4
IMM2403117 19.78 Normal <28.4
IMM2403118 126.7 High <284
IMM2403122 33.91 High <28.4
IMM2500005 45.64 High <28.4
IMM2500006 243.9 High <284
IMM2500011 30.65 High <28.4
IMM2500031 55.70 High <284

Clinical Significance of the Results:
The clinical interpretation of the results obtained in this
study is summarized (Table 8) below.

Table 8: Clinical Interpretation of Biomarker Results.

Biomarker Detected Associated Cancer(s) Clinical Implication
Mutation /
Result
KRAS G12C, G12V, Colorectal, Lung, Confirms oncogenic mutations; indicates
G12A mutations Pancreatic likely resistance to anti-EGFR therapies
(e.g., cetuximab); supports the need for
alternative targeted treatments.
BCR-ABL Fusion gene Chronic Myeloid Confirms diagnosis; guides use of
detected in Leukemia (CML), tyrosine kinase inhibitors (TKIs) such as
multiple samples | Philadelphia-positive imatinib; essential for monitoring
ALL treatment response and disease
progression.
PIVKA-II Elevated in Hepatocellular Suggests liver malignancy; aids early
multiple samples | Carcinoma (HCC) diagnosis and monitoring of tumor
(e.g., 35.77 burden or recurrence; valuable in
ng/mL) surveillance of high-risk patients.
HPV High-risk types Cervical, Oropharyngeal | Confirming oncogenic viral infection,
16 and 18 were associated with elevated cancer risk,
detected guides screening, prevention (e.g., HPV
vaccination), and early treatment
strategies.

B Discussion

Introduction to Biomarkers in Oncology:

This literature review explores the diagnostic and prognostic
significance of key biomarkers—-KRAS, BCR-ABL, PIVKA-II,
and HPV-in various cancers (Table 1). This study analyzes
existing mutations and evaluates their effectiveness in ear-
ly detection, disease monitoring, and treatment stratification.
Understanding the clinical utility of these biomarkers is im-
proving patient care, as accurate diagnosis and prognosis can
lead to more targeted and effective therapeutic strategies, ulti-
mately enhancing survival and quality of life.

KRAS in Solid Tumors:

The KRAS gene encodes a GTPase integral to the RAS/
MAPK" signaling pathway, which regulates cellular prolif-
eration, differentiation, and survival. Mutations in KRAS,
particularly at codons 12,13, and 61, result in constitutive acti-
vation of the RAS protein, leading to uncontrolled cell division
and tumorigenesis."* These mutations are present in various

malignancies, including pancreatic (approximately 90%), col-
orectal (30-50%), and non-small cell lung cancers (15-30%).*
The presence of KRAS mutations (Table 4; Figure 2) serves
as a diagnostic marker, differentiating malignant from benign
lesions, and has prognostic implications, often correlating with
resistance to particular therapies and poorer clinical outcomes.

BCR-ABL and Hematologic Malignancies:

BCR-ABL is a fusion oncogene resulting from the t(9;22)
(q34;q11) chromosomal translocation, known as the Phil-
adelphia chromosome.’® This translocation juxtaposes the
breakpoint cluster region (BCR) gene on chromosome 22
with the Abelson murine leukemia viral oncogene homolog
1 (ABL1) gene on chromosome 9, producing a constitutive-
ly active tyrosine kinase. The BCR-ABL fusion protein drives
leukemogenesis by activating multiple signaling pathways that
enable proliferation and inhibit apoptosis. This fusion gene
is a hallmark of chronic myeloid leukemia (CML) (Table 5;
Figure 3) and is also present in a subset of Acute Lympho-
blastic Leukemia (ALL) cases.”” Detection of BCR-ABL is
diagnostic for this leukemia and guides targeted therapies with
tyrosine kinase inhibitors, such as imatinib,' which have im-
proved patient outcomes.

PIVKA-II as a marker for Hepatocellular Carcinoma:

PIVKA-II, or des-y-carboxy prothrombin, is an abnormal
form of the blood-clotting protein prothrombin. It is produced
in the absence of vitamin K or under the influence of vitamin
K antagonists. Elevated PIVKA-II levels (Table 7) are strongly
associated with hepatocellular carcinoma (HCC), as malignant
hepatocytes show impaired prothrombin carboxylation. This
biomarker helps distinguish malignant hepatic tumors from
benign liver conditions and is especially valuable for early
HCC detection in high-risk populations by identifying tu-

mor-specific proteins in the blood.?

HPV in Virus-Associated Cancers:

Human Papillomavirus (HPV), a double-stranded DNA
virus from the Papillomaviridae family, includes high-risk sub-
types like HPV 16 and 18, which are major drivers of cervical
and oropharyngeal cancers.”® These subtypes promote on-
cogenesis via E6 and E7 oncoproteins that inactivate tumor
suppressors p53 and pRB, enabling uncontrolled prolifer-
ation.?> HPV DNA (Table 6; Figure 4) and E6/E7 mRNA
tests support early detection and risk stratification. Addition-
ally, HPV integration into host DNA acts as a prognostic
marker, influencing tumor behavior and therapeutic response.

Prognostic Value Across Biomarkers:

Prognostic implications of biomarkers (Table 8) differ
across cancers. KRAS mutations are linked to aggressive tu-
mor phenotypes and poor survival, notably in colorectal and
lung cancers.™* These mutations cause constitutive activation of
proliferative pathways, enhancing invasiveness and resistance
to apoptosis. KRAS-mutant tumors also display increased
metastatic potential, signifying a worse prognosis. Similarly,
BCR-ABL transcript levels are a recognized prognostic factor
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in hematologic malignancies such as chronic myeloid leuke-
mia (CML). Elevated baseline levels or inadequate molecular
response to tyrosine kinase inhibitors (TKIs) indicate a higher
risk of disease progression to blast crisis.** Continuous mon-
itoring of BCR-ABL helps assess relapse risk and optimize
therapy. In HCC, PIVKA-II also serves a prognostic role.

Elevated levels correlate with larger tumors, vascular inva-
sion, and reduced survival.®® Post-surgical PIVKA-II levels
predict recurrence, identifying patients who may need adjuvant
therapy or intensive follow-up.

Biomarkers in Treatment Monitoring and Resistance:

Biomarkers are also critical for assessing treatment effi-
cacy and resistance. For example, KRAS mutations predict
resistance to EGFR-targeted therapies in colorectal cancer.'
Patients with KRAS mutations do not benefit from anti-EG-
FR agents like cetuximab and panitumumab, underscoring the
need for genotyping before treatment to avoid ineffective reg-
imens and unnecessary costs. In CML, BCR-ABL transcript
quantification informs treatment response. A major molecular
response (MMR), defined as a 23-log reduction in BCR-ABL
transcripts, correlates with prolonged progression-free sur-
vival.** Failure to achieve MMR suggests primary resistance,
warranting dose adjustment or switching to second-genera-
tion TKIs such as dasatinib or nilotinib. Some patients may
develop additional ABL mutations, like T315I, necessitating
third-generation TKIs like ponatinib. In HCC, persistently
high PIVKA-II levels post-treatment may indicate minimal
residual disease or early recurrence.” Successful resection or
targeted therapy typically reduces levels, while sustained eleva-
tion suggests incomplete tumor clearance or resistant disease,

highlighting PIVKA-II's role in treatment monitoring.

Validation of Molecular Diagnostics in the study:

This study explored molecular diagnostics using RT-PCR
for detecting BCR-ABL, HPV, and KRAS mutations, along-
side PIVKA-II screening for HCC (Figure 1). Although
limited in sample size, findings support RT-PCR as a sensitive
and specific technique for oncologic diagnostics.?” PIVKA-II
results aligned with previous studies validating its diagnostic
role in HCC.5 Future research with larger cohorts can confirm
these methods’ clinical utility.

Challenges in Biomarker-Based Diagnostics:

Despite progress, early tumor detection via biomarkers faces
challenges. Low biomarker abundance in early-stage cancers
impairs detection, and non-specific expression in benign con-
ditions can cause false positives. Furthermore, the sensitivity
of current techniques may not suffice for detecting low-level
ctDNA, leading to false negatives.”® Tumor heterogeneity and
dynamic biomarker expression add complexity, demanding
more robust assays.

Future Directions:

Recent innovations address these limitations.?” Paper-based
microfluidic devices offer rapid, low-cost biomarker detection,
even outside clinical labs. Such platforms have been developed

for KRAS mutation screening, facilitating early cancer diag-
nosis.*® Additionally, inter-patient variability, including genetic
differences, tumor microenvironment conditions, and immu-
nity status, contributes to differential biomarker expression,
which in turn affects detection sensitivity and reliability.

Al integration further enhances diagnostic accuracy. Al al-
gorithms can identify patterns in imaging and molecular data,
improving early detection.®® Al-assisted imaging, for example,
has advanced breast cancer screening outcomes.*? Additional-
ly, Al aids in interpreting liquid biopsies, increasing sensitivity
and specificity in cancer detection.’*** Interestingly, some of
the clinical samples tested negative for biomarkers despite be-
ing suspected cases. For instance, two samples expected to show
BCR-ABL transcripts (Table 5) and seven samples for HPV
(Table 6) were negative. These outcomes could be due to sev-
eral factors: (1) low disease burden resulting in biomarker levels
below detection thresholds, especially if the disease is in the
early or latent stages; (2) technical limitations such as RNA
degradation or suboptimal sample storage; and (3) In some
cases, the disease may behave differently in different people
(biological heterogeneity), and might not involve the specific
biomarker we tested for. This means a person could still have
the disease, but test negative because their version of the illness
is caused by a different mechanism (e.g., non-HPV cervical
cancers or atypical BCR-ABL-negative leukemia). Addition-
ally, host immune response and virus clearance might explain
HPV-negative results in previously exposed individuals.

Traditional biomarkers like ctDNA, proteins, and metabo-
lites have improved cancer diagnostics but often face challenges
such as low abundance, variability, and limited early-stage
detection. To overcome these, synthetic biomarkers—engi-
neered biological molecules®*® introduced into the body to
amplify disease signals—are emerging as promising tools.
These rationally designed molecules or nano sensors interact
with tumor-specific enzymes or microenvironmental changes,
producing detectable signals.?? They improve sensitivity and
specificity by amplifying weak biological signals.

Recent innovations include nano sensors that release syn-
thetic biomarkers when triggered by tumor enzymes,®
enabling early tumor detection. An MIT study*® showcased
a paper-based test using synthetic biomarkers for accurate,
non-invasive cancer screening. Beyond detection, synthetic
biomarkers show prognostic value. By dynamically respond-
ing to tumor progression, they help monitor treatment and
recurrence, supporting personalized treatment plans and better
outcomes.’’

B Limitations

This literature review offers insights into the diagnostic and
prognostic value of biomarkers, but some limitations must
be noted. A primary constraint was the inability to perform
independent lab analyses due to the biological nature of the
samples. As a minor, and following Good Laboratory Practices
and lab regulations, I was restricted from handling most clin-
ical specimens. Consequently, the sample size was small, and
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access to positive cases was limited, impacting the validation of
certain biomarker trends.

Another limitation was biomarker heterogeneity across
cancers. Although KRAS, BCR-ABL, and PIVKA-II are es-
tablished biomarkers, their expression and clinical relevance
can vary among patients. Tumor evolution, genetic mutations,
and technical issues in detection also complicate standardiza-
tion for early diagnosis and prognosis.

B Conclusion

This review and lab investigation emphasized the role of
KRAS, PIVKA-II, HPV, and BCR-ABL in distinguishing
cancerous from healthy tissues. These biomarkers enhance early
detection and guide clinical decisions. They also offer prog-
nostic insights into disease progression, treatment response,
and survival, aiding in therapy selection and risk stratifica-
tion. Continued research on synthetic and novel biomarkers is
crucial to improving diagnostic precision and advancing per-
sonalized oncology care.
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Decades Analyzing the Impact of Gut Dysbiosis on Parkinson’s
Disease
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ABSTRACT: The relationship between gut dysbiosis and Parkinson's disease has emerged as a focal point of scientific inquiries
in the early 21st century due to a proliferation in knowledge surrounding the role of the gut-brain axis in neurological disorders.
Over the last two decades in particular, evidence has suggested that the gut microbiota's release of pro-inflammatory cytokines,
formation of alpha-synuclein, and decreased production of short-chain fatty acids (SCFAs)- whilst in a state of dysbiosis- have
detrimental impacts on brain health, leading to profuse issues such as blood-brain barrier (BBB) permeability which catalyze
Parkinson's disease. While many adopt this viewpoint, this topic remains contentious as numerous gut microbial researchers
disagree with the notion that dysbiosis governs the disease, viewing it more as a consequence of Parkinson's ability to reduce motor
integrity and alter lifestyle habits. This review aims to provide a nuanced resolution to the prevailing debate, analyzing research
over the last 20 years to see whether the gut microbiota primarily causes Parkinson’s disease or is just an effect of its modes of
action.

KEYWORDS: Biomedical and Health Sciences, Pathophysiology, Neurodegeneration, Parkinson’s Disease, Gut Dysbiosis.

B Introduction having a high sugar or low fiber intake; xenobiotics, drugs, or

Parkinson’s disease is widely regarded as one of the most food additives; and hygiene.®
significant medical and social burdens of our time, showing Although the link between the host and the gut microbiota is
the fastest rising prevalence of all neurodegenerative diseases mutually beneficial in healthy individuals, carrying out disease
worldwide since being described over 200 years ago.! It is a prevention and reducing inflammation,’ dysbiosis has adverse
chronic, progressive, and disabling disorder primarily troubling effects, causing chronic inflammation, producing unwanted
the elderly population and is expected to go from affecting 6.9 substances, and sending signals to the brain via the vagus nerve,
million individuals in 2015 to 14.2 million by 2040.> Parkin- which stimulates proteins and immune cells. The combination
son’s is caused by a significant loss of dopaminergic neurons in of these factors collaborates to significantly inhibit the func-
part of the brain called the substantia nigra, creating several tionality of dopamine-producing neurons, inevitably causing
motor and non-motor symptoms.® Historically, the disease was Parkinson’s disease.'
characterized by bradykinesia, a resting tremor, and difficulty While gut dysbiosis does evoke these problems, evidence
walking; however, it is now evident that mood, hypotension, from numerous fecal studies has made people consider an
eye movement, and cognitive ability are also affected.* While alternative approach: Parkinson’s is a cause of gut microbial
these symptoms and the progression of the disease in general change rather than just a consequence.
vary with each patient, the vast majority of cases are insidious So, in this review, we will go over the literature to answer
in onset and advance slowly over time, making it difficult to the question of whether Parkinson’s is predominantly an out-
diagnose early on.’ come or initiator of gut dysbiosis. The first part of this paper

Since 1983, environmental factors and genetic changes have will provide evidence on how gut microbial change can cause
been known to play a big role in Parkinson’s pathogenesis due the neurodegeneration that is characteristic of Parkinson’s
to their relative ease of analysis. More specifically, exposure disease, while the second section of the paper delves into re-
to farming chemicals like herbicides,® and having parents or search surrounding the effects Parkinson’s has on gut bacterial
siblings with the disease, makes individuals twice as likely to composition. These ideas will be followed by a discussion that
develop it themselves.” However, recent tests and findings from evaluates the points stated and provides an opinion on which
Parkinson’s patients have unveiled a more surprising culprit, side of the argument is the strongest. This calculated judge-
evoking the onset of the disease. The gut microbiome is prone ment would significantly develop understanding surrounding
to changes in both its composition and environment. This pro- the causes of Parkinson's disease and help researchers de-
cess is referred to as gut dysbiosis, which involves alterations to termine whether the gut microbiota is something they must
a diverse ecosystem of bacteria, Archaea, and Eukaryotes that therapeutically regulate and monitor in patients to reduce the
colonize the gastrointestinal tract and interact with its host. disease's onset, as well as the symptoms that accompany it.

The main causes of this imbalance in the gut are diet, such as
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Role Of Gut Microbiota In Parkinson’s Disease:
Aggregation Of Alpha Synuclein:

Alpha synuclein is a key protein involved in Parkinson’s dis-
ease, with its aggregation affecting dopaminergic neurons in a
multifactorial manner.!* When in a state of dysbiosis, the intes-
tinal lining can become disrupted, allowing for the movement
of endotoxins into the bloodstream." These toxic components
on the outer membrane of numerous gut bacteria can interact
with receptors on immune cells and trigger a strong, systemic
inflammatory response affecting the brain.”* As a result, intra-
cellular chaperone proteins, particularly those located in the
cytoplasm and associated with organelles like the endoplasmic
reticulum and lysosomes, can become downregulated in neu-
rons and ineffectual when it comes to binding or protecting
client proteins. As a result, cellular protein homeostasis cannot
be maintained, leading to the misfolding and aggregation of
alpha synuclein into Lewy bodies.*

These bodies are prone to disrupting the proteasome,
which degrades ubiquitinated proteins, and autophagy, a pro-
cess where dysfunctional proteins are engulfed, in the protein
quality control systems of dopaminergic neurons.” Conse-
quently, a proteotoxic environment is created within, inducing
irreversible damage to the cell.'” This can significantly affect
dopamine production and its release, as neurons cannot func-
tion naturally. Moreover, Ruz ez al. state that stress formation
on the endoplasmic reticulum (ER), mitochondrial dysfunc-
tion, and defective neurotransmission (which, if prolonged,
could lead to neuronal death) are all also exacerbated and fur-
ther increase the risk of Parkinson’s disease.'®

Alpha synuclein aggregates are also amphipathic, which
makes it easy for them to accumulate in the inner mitochon-
drial membrane found inside dopaminergic neurons. Here,
they are known to inhibit complex 1 of the electron transport
chain, NADH dehydrogenase, causing a reduction in ATP
production for the cell as a whole."” This is detrimental for
dopaminergic neurons as they require lots of energy to estab-
lish ion gradients for dopamine shuttling into vesicles.”® Not
having sufficient levels to do so exacerbates the risk of cellu-
lar energy failure and depletions in dopamine release, both of
which negatively impact behavioral and motor control.

Moreover, harmful changes in the gut microbiome com-
position can activate the vagus nerve, which transmits
inflammatory signals to the brain,” an environment that
can strongly influence the aggregation of alpha synuclein.??
Post-aggregation, the interactions these proteins have with
ATP synthase can open the mitochondrial permeability tran-
sition pore, resulting in mitochondrial swelling due to the
influx of ions and water.”® This can rupture the outer mito-
chondrial membrane, releasing pro-apoptotic factors into the
cytosol, ultimately evoking programmed neuronal cell death.?
As a result, the basal ganglia circuits can be impaired.

Contrary to their normal role in the presynaptic terminals,
aggregated alpha-synuclein, instigated by bacterial chang-
es, can also interfere with synaptic function in dopaminergic
neurons.” This is because aggregated Alpha synuclein im-
pedes vesicle recycling- the process where synaptic vesicles
are reloaded with neurotransmitters and returned to the syn-

aptic terminal. This does not allow for effective exocytosis of
synaptic vesicles containing neurotransmitters, making neu-
rons unable to communicate with one another effectively.?®
Communication is worsened by alpha synuclein’s disruption
of calcium homeostasis, increasing intracellular calcium con-
centration.” Consequently, Calpains are activated, which are
intracellular proteases that have been shown in studies to break
down axonal integrity, leading to further stunting in electrical
signal transmission between neurons, causing them to dys-
function.?
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Figure 1: Summation of the different pathways in which alpha synuclein
causes toxicity to a neuronal cell from Wong ef al.?’

Additionally, small oligomers, clusters of alpha synucle-
in toxic to cells, adopt a prion-like behavior where they can
self-propagate.®® This occurs by promoting normal alpha sy-
nuclein misfolding in a neighboring neuron, leading to the
progressive accumulation of toxic aggregates in different
brain regions. This has been proven through an observation
of a-synuclein aggregation in grafted fetal mesencephalic pro-
genitor neurons several years after transplantation,® leading
to neurodegeneration, which continues to be a main contribu-
tor to Parkinson’s disease. Therefore, the aggregation of alpha
synuclein into Lewy bodies because of leaky gut, and the bidi-
rectional communication between the gut and brain through
the vagus nerve, causes a variety of issues that significantly
affect the functionality of dopaminergic neurons, causing Par-
kinson’s disease.

Increased Permeability of Blood to the Brain Barrier by In-
flammatory Cytokines:

Gut dysbiosis triggers an innate immune response, which
leads to the excessive secretion of pro-inflammatory cy-
tokines.”” These proteins enhance the permeability of the
blood-brain barrier (BBB) to toxic substances, significantly
influencing the development of Parkinson's disease. The BBB
is a structure that plays a crucial role in protecting the brain
from unwanted molecules circulating in the blood by exerting
a strong diffusional restriction on exchange.** However, exces-
sive amounts of pro-inflammatory cytokines can reduce the
structural integrity of this endothelial cell barrier by altering
the tight junction (TJ)-associated proteins such as claudins,
occludin, and junction adhesion molecules. These proteins are
essential for maintaining the barrier's tightness and preventing
"leakage."**
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Tumor necrosis factor (TNF-a) and interferon-gamma

(IFN-y) are particularly disruptive to TJs as they bind to endo-
thelial receptors and activate signaling pathways that increase
myosin activity, a motor protein that moves along the cytoskel-
eton and aids cell contraction. This leads to the abbreviation
and remodeling of the endothelial cytoskeleton, creating gaps
between cells and disrupting T7Js, ultimately allowing larger
solutes to pass through to the brain. This separation also caus-
es T] protein mislocalization, from their original position in
the plasma membrane, to the cytoplasm, which compromises
their function.®® These issues increase Parkinson’s disease on-
set, as they make it easier for harmful substances and cells to
enter the brain. For example, pathogens can enter and activate
immune cells, leading to the release of inflammatory cytokines,
damaging dopamine-producing neurons in the substantia nig-
ra.*
Interestingly, interleukin-22 and 6, as mentioned by Takuya
Suzuki e al., can increase the production of claudin-2 tight
junction proteins in endothelial cells.’” However, claudin’s role
of increasing sodium and water passage through paracellular
channels lowers resistance to these ions moving in between
cells and therefore increases their rate of movement through
the BBB.*® This disruption of ion homeostasis can contribute
to the onset of Parkinson's disease, as the brain is highly sen-
sitive to changes in ion flux.* Additionally, the accumulation
of ions in the brain's extracellular space can affect synaptic
signaling and lead to cerebral edema through osmosis.” This
can cause neurological impairment and reduced signal trans-
mission between neurons, eventually resulting in a decrease in
dopamine transport. Consequently, individuals affected exhib-
it symptoms such as uncontrolled shaking and instability.*!

Moreover, higher levels of ions can lead to excitotoxicity,
where neurons transmit incorrect signals at an excessive rate
as they activate ion channels that are sensitive to aberrant
amounts. This can result in a loss of function or apoptosis of
these overexcited cells,* the main mechanism of neuronal loss
in Parkinson's disease.®

So, the release of proinflammatory cytokines, because of gut
dysbiosis, plays a significant part in neurodegeneration by in-
creasing BBB permeability. This allows for harmful substances
to seep through the membrane, exacerbating damage and
death of dopaminergic neurons. The lack of the neurotrans-
mitter dopamine, in particular, means the brain loses a crucial
neuroprotective factor, inevitably exacerbating the onset of
Parkinson’s.*

Oweractivation Of Microglia by Proinflammatory Cytokines:

When high levels of proinflammatory cytokines are released
by the immune system due to the translocation of toxins and
immune substances across an imbalanced gut’s ‘leaky’ barrier,*
the vagus nerves’ sensory fibers can be activated.* This acts
as a communication link between the gut and brain, allowing
cytokine signals to overactivate microglial cells. As a result, mi-
croglia change shape and secrete reactive oxygen and nitrogen
species as part of their immune response, influencing oxidative
stress. This process occurs in the presence of excessive free rad-
icals and inadequate levels of antioxidants to get rid of them,

aggravating Parkinson's disease in a multifactorial manner by
affecting both neurons and synapses.*’

Specifically, reactive oxygen species can attack the cell mem-
branes of neuronal cells in a process called lipid peroxidation
due to their composition being a phospholipid bilayer.* This
disrupts the membrane's integrity and results in substanc-
es moving into the cell that would originally be too big or
charged to enter, leading to the cell losing functionality. Al-
though lipid peroxidation directly affects the cell membrane,
its byproducts, formed from attacking polyunsaturated fatty
acids, such as 4-hydroxynonenal, can also be toxic for highly
sensitive dopaminergic neurons.*

Coincidentally, dopamine oxidizes readily with reactive oxy-
gen species to form dopamine quinones. These are chemically
reactive molecules that break DNA and covalently bond to
amino acid residues in proteins, affecting their function and
structure. This process significantly damages dopaminergic
neurons, as a single neuron contains about 50 billion proteins
essential for its functions.” The loss of these neurons signifi-
cantly worsens Parkinson’s severity by creating an imbalance
between excitatory and inhibitory signaling in the basal gan-
glia, which they previously kept stable.

A main consequence of this imbalance is increased gluta-
mate release, a neurotransmitter that produces action potential
signals that rapidly change in voltage, further contributing to
excitotoxicity and neuronal death.” Furthermore, excitotox-
icity also impairs mitochondrial function by inducing DNA
damage and endoplasmic reticulum stress. This reduces ATP
production, which is a molecule essential for providing energy
through phosphorylation. As a result, the high energy de-
mands of dopaminergic neurons cannot be met, leading to a
decline in their function, meaning motor control worsens in
Parkinson’s patients. Moreover, this induces mitochondrial
membrane permeabilization to release proapoptotic factors
from the intermembrane space, leading to neuronal death.”

Withal, evidence indicates that triggered microglia, as a con-
sequence of gut dysbiosis, create a cytokine-rich environment
that can activate intracellular signaling pathways, primarily
the nuclear factor kappa light chain enhancer of activated B
cells (NF-kB), due to the blood-brain barrier (BBB) being
lined with TNF and IL-1 receptors.> This process can upreg-
ulate the expression of adhesion molecules such as integrins
and selectins on endothelial cell surfaces, which can amplify
Parkinson's disease as they allow for the trans endothelial mi-
gration of immune cells through the barrier.® This creates a
cycle of continuous activation of microglia and peripheral im-
mune cells, leading to chronic neuroinflammation.’® Not only
does neuroinflammation impair neuronal repair mechanisms,
resulting in a permanent reduction in dopamine levels, but it
also diminishes synaptic functions by inducing dopamine-re-
lated neuronal injury in the basal ganglia.””

Synaptic plasticity, in particular, the ability for synapses to
weaken or strengthen in response to activity, is notably dys-
functional due to neuroinflammation. This leads to disrupted
cognitive function and reduced dopamine-related neuronal ef-
ficiency, ultimately creating a lack of communication between
brain regions.’® Therefore, the overstimulation of microglial
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cells in the brain, deviating from their rest state, makes them
particularly toxic for the brain and leads to numerous issues
regarding neurons, their organelles, and brain junctions, which
aid Parkinson’s hallmark symptoms of motor issues, incoordi-
nation, and cognitive impairment.

Short Chain Fatty Acid Reduction Inducing Neuroinflam-
mation:

Another major consequence of gut dysbiosis is a reduction
in vital microbial diversity.”” This means that the gut con-
tains a smaller pool of beneficial species, such as Firmicutes,
which have been shown by studies to break down complex
polysaccharides through hydrolysis to produce butyrate and
other short-chain fatty acids (SCFAs).® Once produced in the
gut, butyrate can be absorbed into the bloodstream and pass
through the BBB to reach microglial cells. These cells have
G-protein-coupled receptors on their cell membranes, which,
when activated by butyrate, allow microglia to shift from their
pro-inflammatory phenotype to an anti-inflammatory one, re-
ducing the risk of chronic neuroinflammation.®

A depletion in SCFAs, however, limits this process and can
create an inflammatory environment, impairing microglia,
which play a significant role in clearing amyloid beta pep-
tides through phagocytosis.® While these peptides are formed
frequently through normal cellular processes, microglia dys-
function means they can accumulate and form plaques that
are toxic to surrounding dopaminergic neurons,” leading to
impaired function and eventual cell death. This damage and
buildup can contribute to the development of Parkinson’s
disease and dementia that comes with it, characterized by a
progressive deterioration in both memory and attention.®*

Prolonged Inflammation, originating from dysbiosis-in-
duced SCFA reduction, can also increase levels of certain
inhibitory neurotransmitters, such as Gamma-aminobutyric
acid (GABA) in the brain.®® These block nerve signal trans-
mission in the brain, suppressing the activity of dopaminergic
neurons, which rely on regular communication to stay stim-
ulated.®® If this process continues persistently and at a high
level, as a result of chronic inflammation by SCFA deple-
tion, neurons necessary for dopamine release can shrink and
lose connections.”” Consequently, the dopaminergic neurons
degenerate, which is a prevalent issue relating to Parkinson’s
development, and depending on the area in which this hap-
pens, can even evoke emotional imbalances or motor circuit
suppression.®®

SCFAs are also importantly linked to the promotion of
brain-derived neurotrophic factor production (BDNF).*
These promote neuronal health in a multifactorial manner, one
of which is through the stimulation of new neuronal growth,
which is important for brain repair after injury or neuroin-
flammation. It also allows for the replacement of dopaminergic
neurons, which may have undergone apoptosis, inhibiting the
onset of Parkinson’s.”” SCFA reduction, however, because of its
diminished synthesis by gut bacteria, means there is a signifi-
cant loss of these beneficial neurons and a significant decline
in axonal growth, which BDNFs are known to promote. This
means neurons cannot efficiently receive signals and establish

new connections for communication, enhancing the likelihood
of Parkinson’s disease, which is characterized by the loss of
these nerve cells.

Lastly, SCFAs play an important role in the function and
differentiation of regulatory T cells, which maintain immune
homeostasis by suppressing excessive immune responses.” The
absence of fatty acids, though, means that chronic neuroinflam-
mation can occur, exacerbating excessive cytokine release and
the creation of a vicious cycle of neuronal loss.”? So, Gut dysbi-
osis causes a profound reduction in SCFA-producing bacteria,
which leads to neuroinflammation, enhancing Parkinson’s dis-
ease through its adverse effects on dopaminergic neurons.

Digestion Of Tyrosine Attributed to Bacterial Overgrowth:

The reduction of dopamine, a key factor influencing the se-
verity and onset of Parkinson’s disease, can also be exacerbated
by the over-representation of certain bacterial species in a gut
microbiome that comes with dysbiosis, resulting from changes
in both lifestyle and bodily environments. Research indicates
that high-protein diets, for instance, can promote the growth
of Clostridium species, while Lactobacillus thrives in more acidic
conditions.” Both of these bacterial types, along with many
others, metabolize tyrosine, which is an aromatic amino acid
that plays a crucial role in the production of neurotransmitters
such as dopamine. This process occurs through the conversion
of tyrosine to levodopa by the enzyme tyrosine hydroxylase,
which is subsequently transformed into dopamine.”

Specific pathways in which tyrosine is utilized by bacterial
species include tyrosine decarboxylation, where it is turned into
tyramine, and fermentation, where it becomes organic acids,
alcohols, or gases to generate NADH.” As a result of this ex-
cessive usage of tyrosine, the brain cannot synthesize enough
dopamine to sustain adequate levels in dopaminergic neurons
situated in the substantia nigra. This can result in rigidity, bra-
dykinesia, and enhance the emotional changes associated with
Parkinson’s disease.

Moreover, tyrosine produced in the gut has neuroprotective
roles in the form of oxidative stress reduction through its an-
tioxidant properties.” This can be attributed to its aromatic
ring structure, which allows it to donate electrons to stabilize
ROS and free radicals. Therefore, a decrease in this amino acid
can lead to neurodegeneration and neuronal cell death through
a combination of apoptotic signaling pathways activated by
ROS, excitotoxicity, and biological molecule modification.”
So, changes to internal gut conditions can lead to the pro-
liferation of certain bacteria, resulting in a state of dysbiosis.
This bacterial buildup can contribute to the development of
Parkinson’s disease by utilizing excessive tyrosine, leaving an
insufficient amount for dopamine production and the mainte-
nance of neuronal health.”
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Diet Bacteria Altered Effect on Bacteria

High-fat Bifidobacteria spp. Decreased (absent)

Clostridium innocuum, Catenibacterium | Increased

mitsuokai, Enterococcus spp.

High-fat and high-sugar

Carbohydrate-reduced Bacteroides spp. Decreased

Bacteroidetes Increased

Calorie-restricted Clostridium  coccoides, Lactobacillus | Decreased (growth

spp., Bifidobacteria spp. prevented)
Complex carbohydrates Mycobacterium avium subsp. | Decreased
paratuberculosis, Enterobacteriaceae
B. longum subsp. longum, B. breve, B. | Increased
thetaiotaomicron
Refined sugars C. difficile, C. perfringens Increased
Vegetarian Escherichia coli Decreased
High n-6 PUFA from safflower | Bacteroidetes Decreased

oil

Firmicutes, Actinobacteria, | Increased

Proteobacteria

Animal milk fat &-Proteobactetia Increased

Figure 2: This table shows that different dietary patterns significantly alter
gut microbiota composition. High-fat, high-sugar, and animal-based diets
promote bacteria associated with dysbiosis, while plant-based or complex-
carbohydrate-rich diets tend to support more beneficial bacterial populations.”

Gut Dysbiosis As A Secondary Effect Of Parkinsons Disease:
Reduced Gut Motility in Parkinsons:

Many studies carried out in the last eight years by research-
ers in the field of gut dysbiosis have suggested that the change
in bacterial composition is a result of Parkinson's disease,
rather than a cause. This is because the disease can deplete
dopaminergic neuron quantities in the enteric nervous sys-
tem, ultimately slowing down the passage of food through the
digestive tract, a process called gastric emptying.®® The rea-
son for this is a loss of dopamine, which causes rigidity and
tremors of smooth muscle, typically necessary for efficient
and coordinated contractions in peristalsis.®! As a result, food
waste stagnates in the gut for long periods of time, creating a
favorable environment for pathogenic bacteria to proliferate.®
This can exacerbate a variety of problems, one of which is the
increased competition due to new bacteria entering the mi-
crobiome, leaving fewer nutrients and resources for all species
to survive®® Moreover, the alteration of PH levels, by certain
harmful bacteria, through the formation of acidic metabolites
can also evoke dysbiosis by reducing less PH resistant popula-
tions like Bifidobacteria and Lactobacilli.®*

In addition to sluggish gastric emptying, chronic con-
stipation is one of the most common digestive problems in
Parkinson's disease, occurring in over 50% of patients.® This
is where egestion becomes difficult because of delayed colon-
ic transit time, and is caused by Parkinson's disease affecting
the parasympathetic system, which stimulates digestion and
motility.® Prolonged durations in this state, however, can
increase the likelihood of excessive fermentation, as bacteria
have more time to metabolize undigested food particles. Not
only does this facilitate bacterial growth, but it also leads to
toxin production in some cases.®” This can create an inflam-
matory environment that exacerbates intestinal permeability
and damages the intestinal mucosa,® a moist inner lining of
the gut that protects the bacteria from invasive pathogens and
abrasive particles, further limiting growth.¥

Parkinson's disease affects the smooth muscle, which de-
creases bile flow from the gallbladder into the intestines due to
its widely researched influence on duct functionality.” Bile is
important for the emulsification of lipids, and reduced concen-
trations can lead to the malabsorption of fats. This means that
these molecules will remain in the intestine for longer, serving
as a food source for certain types of bacteria. Once these foods
are used, byproducts such as long-chain fatty acids and lipid
metabolites can form,” which are associated with dysbiosis
and impairment of intestinal barrier function as mentioned by
Joe et al®?

On top of this, bile is interestingly involved in signaling,
where it interacts with nuclear receptors such as pregnane X
(PXR). This receptor stimulates the reduction of intestinal
inflammation, meaning less bile exacerbates swelling.”® Conse-
quently, the gut’s oxygen levels increase, which contrasts with
the anaerobic environment typically found in the intestines.”
This creates conditions more favorable for facultative anaero-
bic pathogens like Enterococcus, further promoting dysbiosis.”
Chronic inflammation, creating unfavorable environments,
also makes the formation of pathogenic biofilms more likely.
These are clusters of bacteria that stick to surfaces in the gut
and are protected by a self-produced slimy matrix.

As a result, pathogens become more resistant to immune
responses, making it harder for the body to clear them out,
leading to the persistence of harmful bacteria in the micro-
biome.” So, Parkinson's disease's effects on dopaminergic
neurons and the parasympathetic system can lead to severe
bile flow dysfunction and a decline in gut motility. All these
contribute towards altering the variety of bacteria in the gut
microbiome.

Effects Of Parkinson’ Influenced Sleep Deprivation on Gut
Dysbiosis:

Sleep disturbances are often exhibited by Parkinson’s disease
patients, 80% of whom suffer from fragmented rest.” This is
due to symptoms such as insomnia, restless leg syndrome, and
stiffness, which all play a part in creating an extremely un-
comfortable environment. These issues usually precede motor
symptoms and impair the circadian rhythm of the body, which
is a 24-hour internal clock that regulates sleep-wake cycles
and hormone release, leading to disrupted populations of gut
bacteria.”® This is because disturbances to the internal clock
can cause misalignments between gut microbial timings and
the body’s consistent rhythms of digestion, activation, and rest.
The gut microbiome thrives on this predictable schedule, with
10-15% of species’ abundances being determined by time of
day.” So, when the times are altered because of irregular sleep
patterns, imbalances in populations occur. This could facilitate
the excessive buildup of pathogenic species and the inhibition
of useful ones, which could be harmful to the microbiome.®

In addition to this, altered sleep patterns can also aftect hor-
mone secretion. Cortisol, in particular, is released in a rhythmic
pattern, peaking in the morning and gradually decreasing
throughout the day. Waking up and sleeping inconsistently,
however, often results in persistent higher levels of cortisol at
night, which can inhibit the production of estrogen.’® The re-
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dundancy of this hormone can reduce the growth of beneficial
bacteria involved in the fermentation of dietary fibers, leading
to an underexpression of these species.’® Excessive levels of
cortisol can also evoke inflammation, which limits the growth
of numerous populations.'®

Melatonin, another hormone influenced by sleep depriva-
tion, typically increases in the evening as part of the body's
natural sleep-wake cycle.'™ However, irregular sleep patterns
caused by Parkinson’s can disrupt this cycle and cause mela-
tonin to rise at a later time. This can lead to waking up at night
and a lack of restful sleep, which plays a further part in lower-
ing the overall production of this hormone.'®

A
60

® PD
@ Controls

Melatonin Concentration, pg/mL

12 am 3 AM

Time, h

9pM

90
804

70

Cortisol Concentration, ng/mL

12 AM 3 AM 6 AM 9am 12pM

Time, h
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Figure 3: Two graphs comparing the mean (SEM) serum melatonin and
cortisol concentrations at each time point between Parkinson’s disease and
healthy individuals. These show that individuals with the disease have a
blunted circadian rhythm of melatonin secretion with lower nighttime peaks
compared to controls, suggesting impaired sleep-wake regulation. Additionally,
Parkinson’s patients show a dysregulated cortisol rhythm with higher daytime
and early morning cortisol levels than controls.!®

While melatonin is primarily known for its role in regulating
the sleep-wake cycle, its release into the circulatory system by
the pineal gland also has other important functions, such as
acting as an anti-proliferative, antiangiogenic, and antioxidant

hormone.'”” Studies have shown that melatonin can inhib-
it the growth of harmful microorganisms by interfering with
their DNA replication while undergoing binary fission. This is
achieved through regulating the expression of genes associat-
ed with cell division, which prevents pathogenic bacteria from
replicating and forming identical daughter cells.

Therefore, a decrease in melatonin production can signifi-
cantly enhance the growth of pathogenic bacteria, leading to
dysbiosis. Additionally, a reduction in melatonin levels due to
changes in sleep patterns can increase the levels of ROS and
NOS in the gut.'® This has been demonstrated in studies on
mice intestinal microbiota, where melatonin was found to re-
generate other antioxidants such as vitamin C and E, allowing
them to continue protecting gut bacteria by limiting damage to
their DNA, proteins, and lipids.'*

Melatonin has also been proven by research to play a role
in reshaping the gut microbiota and alleviating inflammation
through the modulation of immune cell activation.’! So, a re-
duction in this hormone ultimately contributes to a decrease in
microbial diversity and levels of beneficial bacteria, leading to
dysbiosis. In conclusion, sleep deprivation, a common symptom
among Parkinson's disease patients, significantly contributes to
the development of gut dysbiosis through changes in hormone
levels and a dysfunctional circadian rhythm.

B Discussion

This literature review discusses the ongoing debate surround-
ing whether gut dysbiosis is a secondary effect of Parkinson's
disease, exacerbated by the numerous motor and systemic
changes it evokes, or a direct cause of the disease.

One challenge in conducting this review was the incon-
sistency in sample sizes among existing studies, which can
introduce variability as well as make it difficult to compare
data and determine its reliability. While some studies, such as
a genome-wide association study by Chang ez a/., which iden-
tifies 17 new Parkinson’s disease risk loci from 6400 cases and
300,000 controls, use large sample sizes to conduct and analyze
genetic variants associated with the disease,''? others have only
included around 20 controls, making them insufficient.'™® As
a result, a selective approach was taken in deciding which re-
search to include in this paper, ensuring that all relevant points
were supported by tangible evidence. Priority was given to
peer-reviewed articles that represented thorough experimental
designs, such as longitudinal cohort studies and clinical trials.!*

This comprehensive approach to data extraction, combined
with a focus on recent studies (primarily post-2014), has al-
lowed for a more nuanced understanding of the impact of the
microbiota on Parkinson's disease and the disease's effect on
dysbiosis. By focusing on modern papers, outdated and poten-
tially incorrect information has also been avoided. However, it
was challenging to find many recent papers when researching
tyrosine and its neuroprotective roles, with the majority pub-
lished between 1995 and 2014.

Some methods, such as collecting fecal samples from Par-
kinson's patients, as seen in a study by Ilhan ez a/,' can be
logistically challenging. Variables, including keeping the sam-
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ple fresh to limit bacterial growth, must be carefully controlled
to avoid introducing biases in sample collection and analysis.
This issue is highlighted in a scoping review by Khan ez a/.,
which also advocates for the use of more precise diagnostic
devices for Parkinson's disease.™® Therefore, this paper may
include viewpoints that differ slightly from other gut microbial
researchers due to the varying reliability of certain method-
ologies. However, in the selective process, experiments with
numerous variables have been avoided as much as possible.

Through this review, it has become clear that the most
prevalent mode of action is the influence of gut dysbiosis on
Parkinson’s disease. Specifically, its impact on aggregating al-
pha-synuclein, dysregulating immune responses, and reducing
short-chain fatty acid production has been found to be most
significant in the onset of dopaminergic loss, which comes
with this disease. This conclusion is supported by numerous
meta-analyses, such as the one by Hiroshi Nishiwaki ez al,
which conducted gene sequencing in 223 patients with Par-
kinson's disease, as well as many systematic reviews outlining
the mechanisms behind the neurodegeneration, a hallmark of
the disease.'!’

In contrast, the idea that Parkinson's disease leads to dys-
biosis has less research and lower quality of evidence. While
there are some outliers, such as a sophisticated meta-analysis
by Romano e# al., which thoroughly examined the effects of
intestinal inflammation on the microbiome, much of the evi-
dence is limited to studies in mice, which may not necessarily
translate to humans."'® Therefore, it cannot be assumed that
the findings in animal studies will have the same outcomes in
a clinical setting.

While this is the overarching judgement, looking into this
question of whether gut dysbiosis is a cause or effect of Parkin-
son's disease has also led to a new perspective. The relationship
between Parkinson's and the gut may be bidirectional, where the
gut bacteria affect and are being affected by the disease simul-
taneously. This dynamic interplay highlights the importance
of considering both the gut and the brain in understanding
the pathogenesis of Parkinson's disease, as both worsen con-
currently. While some research, such as a study by Santos ez al.,
has focused on this aspect, further studies are necessary to fully
understand this complex relationship and develop novel ther-
apeutic interventions for managing the disease as a whole.'"”

B Conclusion

Gut dysbiosis has long been recognized as a significant con-
tributor to the development of Parkinson's disease through the
range of issues it creates. The first half of this paper examines
the primary effects of a dysregulated microbiota before delving
into the secondary effects that these cause, such as the misfold-
ing of alpha synuclein and increased BBB permeability, which
are still being studied and proven by Parkinson’s disease and
gut microbiota researchers to this day.

The paper also considers the opposing argument, where gut
dysbiosis is viewed as a consequence of Parkinson's induced
lifestyle changes, such as sleep disturbances and reduced gut
motility. Nevertheless, after analyzing the current body of re-

search, which has represented both views, this literature review
has predominantly pointed to gut dysbiosis as a significant ini-
tiator of Parkinson’s disease pathogenesis rather than an effect.

Although this seems to be the case, a rigorous, multi-fac-
eted research approach is still essential to better elucidate the
causal or consequential nature of gut dysbiosis in Parkinson's
disease and therefore strengthen this conclusion. One poten-
tial methodology involves longitudinal cohort studies, wherein
individuals at risk for the disease are monitored over extended
periods. By regularly analyzing their gut microbiota compo-
sition through stool samples and correlating these findings,
using statistical tests, with the onset and progression of Parkin-
son’s symptoms, researchers can determine whether dysbiosis
precedes or follows disease manifestation. Including control
groups of healthy individuals and patients with other neuro-
degenerative diseases would also strengthen the experiment’s
validity further. Similar tests are already being performed, such
as a two-year follow-up study, which demonstrated that low-
er baseline levels of beneficial bacteria like Bifidobacteria were
associated with worsening symptoms, suggesting a potential
predictive role of gut microbiota in disease progression.'?

Investigations into the temporal relationship between Par-
kinson’s disease onset and gut microbiota changes must also
become more frequent, thoroughly exploring prodromal stages
of the disease. From similar research conducted so far, individ-
uals with REM sleep behavior disorder (RBD), a precursor to
the disease, exhibit gut microbiota alterations similar to those
observed in Parkinson’s patients.” This finding suggests that
dysbiosis may precede motor symptoms, although it remains
unclear whether it is a cause or an early effect of neurodegen-
eration, which must be resolved with more trials. Experiments
in which germ-free mice are colonized with gut microbiota
from Parkinson’s disease patients could accompany this well,
helping to determine whether gut microbiota alterations de-
velop before or after neurodegeneration. A 2016 seminal study
by Sampson ez al. utilizes this methodology, finding numer-
ous motor deficits and neuroinflammation present in modified
mice.'” This technique also allows for controlled manipula-
tion of variables, being able to provide insights into the various
underlying mechanisms between Parkinson’s and gut dysbiosis
stated in this literature review.
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BRESEARCH ARTICLE

ABSTRACT: Soft robotic grippers achieve robust and adaptive grasping performances through their flexibility. Creating
substantial gripping strength across various object shapes and levels of fragility is a prominent challenge. This paper reports on
experiments that tested whether a vacuum-driven origami soft robotic gripper with a novel combined Miura-ori Waterbomb
skeleton pattern would increase gripping strength compared to a Waterbomb pattern. When gripping a sphere, a shape with a
smooth and curved surface, and gripping a frustum, a shape with a wider bottom than top that is more difficult to grasp, across
multiple pressures, the Miura-ori Waterbomb pattern demonstrated a significant increase in maximum gripping force. For both
object shapes and all pressures, the Miura-ori Waterbomb pattern achieved maximum gripping strength at earlier extensions,
demonstrating greater placement tolerance. These findings show that the soft gripper designed utilizing a combined Miura-ori
Waterbomb skeleton pattern driven by negative pneumatic pressure (vacuum) produced significant increases in gripping strength
and adaptability. This novel gripper design demonstrates potential across many applications in which gentle but strong grasping

across varied object shapes is required.

KEYWORDS: Robotics, Robotic Kinematics, Soft Robotics, Origami, Vacuum, Gripper.

B Introduction

Soft robots are robots that use compliant materials and de-
signs to offer safer and more adaptive interactions with their
environments and humans.’” Traditional rigid robots create
pressure points when gripping, require precise designs for cer-
tain manipulation tasks, and precise measurements and sensors
for control. Soft robots, however, are able to handle a wide
range of delicate, soft, and irregularly shaped objects with sim-
plified control, as they distribute force across surfaces evenly,
and inherent properties within them are able to account for
uncertainty in placement and control.>*

Adaptability is the ability to maintain gripping strength over
diverse object shapes. By increasing adaptability, grippers can
grasp wider ranges of objects, including heavier, fragile objects,
without creating pressure points and minimizing potential
damage. This broadens the potential applications for soft ro-
botic grippers, including collaborative robotics (cobotics),
where robots must safely interact with humans and account
for error, marine and environmental sample collection, vessel
cleaning, food harvesting, food packing, food waste reduction,
and industrial part sorting.*™

Pneumatically driven soft robotic grippers are one of the
most common methods of actuation due to their simplici-
ty, high performance, and low cost.’* They are usually driven
with compressed air, where applying positive pressure cre-
ates inflation and motion. However, their force production is
greatly limited due to the material strength and the safety of
applying positive pressure without bursting.’'* Alternatively,
vacuum-driven soft robotic grippers apply a negative air pres-
sure (vacuum) to drive implosion and contraction.” Although
less explored, they pose many advantages. These include, firstly,

increased safety and strength potential, as the actuator cannot
burst because volume decreases on application of a vacuum,
and secondly, increased ability to conform to diverse object
shapes.!®

A new type of vacuum-driven soft robotic actuator is Flu-
id-Driven Origami-Inspired Artificial Muscles (FOAM)."
These use an origami pattern as a skeleton encased by an air-
tight, flexible thin skin. When a vacuum is applied, external
pressure exceeds internal pressure, and the skin constricts the
skeleton. This working principle is shown in the current exper-
iment, Figure 1. This forces compression along the fold lines
such that the kinematics of the actuator are controlled by the
folding of the skeleton. Li e# a/.'” demonstrated the practical-
ity of a vacuum-driven soft robotic grasper using the FOAM
principles and the “magic-ball” origami pattern. This pattern
is an array of slightly offset waterbomb patterns that form a
hemispherical shape with layers of gripping “teeth”and demon-
strates a volume reduction of over 90% when contracted.'®* A
folded example of the waterbomb “magic-ball” origami pattern
is shown in the current experiment, Figure 2, right. Extension
is the distance from the innermost point of the gripper cavity
to the gripping object. At short extensions, the gripping ob-
ject is deep inside the gripper cavity. At large extensions, the
gripping object is close to the gripper opening. Li ez al.’” found
that overall maximum gripping forces were at short extensions,
yet for some object shapes, the gripper demonstrated a nega-
tive (pushing) force at those extensions, presenting a limitation
in the adaptability of the design by Li e al. The current ex-
periment introduces a novel combined Miura-ori Waterbomb
pattern (Figure 2, left).

© 2026 Terra Science and Education
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Figure 1: Miura-ori Waterbomb pattern Rest/Vacuum Off (bottom left);
Miura-ori Waterbomb pattern Contracted/Vacuum On (bottom right);
Waterbomb pattern Rest/Vacuum Off (top left); Waterbomb pattern
Contracted/Vacuum On (top right); Working Principle: Vacuum makes
external pressure exceed internal pressure, skin constricts the skeleton, folds
along crease pattern, and gripper contracts around various shaped objects.

—= a
Figure 2: Folded Origami Skeletons; The combined Miura-ori Waterbomb
pattern (left) consists of a Miura-ori upper portion and a Waterbomb “magic-
ball” lower portion; The Waterbomb pattern (right) consists of a Waterbomb
“magic-ball” pattern.

Vacuum-driven origami soft robotic grippers achieve their
maximum gripping force at short extensions because there is
a greater portion of the gripper exerting force, and the object
is able to be fully enveloped by the gripper. When this oc-
curs, lower portions of the skeleton are able to wrap around
the object and create a mechanical lock underneath that con-
tributes to greater gripping strength. While the waterbomb

“magic-ball” pattern is able to achieve this mechanical lock,
the pattern pushes objects out of the upper layers of teeth more
easily because it contracts uniformly across the whole pattern,
and the upper portion starts at a more contracted state. This
is especially true for object shapes wider at the bottom than
the top, such as the frustum, where the geometry of the object
inherently creates a downward force."”

To address this in the current experiment, a novel pattern
combining the Miura-ori and Waterbomb origami patterns
was created. The Miura-ori pattern does not have the same
volume-adapting properties, but instead has its own unique
auxetic properties.”’ Materials with auxetic properties exhib-
it a negative Poisson ratio. Typical materials have a positive
Poisson ratio: as they contract in the horizontal direction, they
stretch in the vertical direction. In contrast, as a material with
a negative Poisson ratio contracts in the horizontal direction,
it contracts in the vertical direction. The combined Miura-ori
Waterbomb pattern consists of a Miura-ori upper portion and
a Waterbomb “magic-ball” lower portion (Figure 2, left). The
auxetic properties of the upper portion, which exhibits less
volume change, could contribute in two ways. First, by wid-
ening the upper portion, it could allow for larger objects to fit
within. Second, it could create an additional force in the ver-
tical direction that pulls objects into the upper layers of teeth.
In combination, these traits could help to keep a wider range
of objects enveloped in the upper layers, increasing gripping
strength.

Research Question and Hypothesis:

The purpose of this experiment is to design, build, and de-
termine which origami pattern yields more adaptive gripping: a
combined Miura-ori Waterbomb pattern or a Waterbomb-on-
ly “magic-ball” pattern. Can changing the skeleton pattern of a
vacuum-driven origami soft robotic gripper create more adap-
tive grasping, increased strength across multiple shapes?

The prediction was that the Miura-ori Waterbomb pattern
would improve gripping strength and adaptability compared to
the Waterbomb-only pattern. This was the prediction because
of the auxetic properties of the Miura-ori pattern. While the
uniform contraction of the Waterbomb “magic-ball” pattern
partially pushes objects out of the top layers of gripping teeth,
the Miura-ori maintains a wide upper portion that allows for
larger objects to reach and be pulled into the upper layers of
teeth upon contraction. This could increase the contraction
force in the vertical direction as well as improve the mechani-
cal lock in enveloping gripping objects.

B Methods

Variables and Conditions:

The independent variable was the skeleton type (Com-
bined Miura-ori Waterbomb vs. Waterbomb). The dependent
variable was the gripping force produced (N). These variables
were tested under the conditions of multiple vacuum pressures
(-20 kPa, -30 kPa, -40 kPa, -50 kPa, and -60 kPa measured as
gauge pressure) and multiple gripping object shapes (Sphere
and Frustum). The controlled variables were the skeleton and
skin mass and material, and gripper-object offset.
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Design and Fabrication:

Vacuum-driven origami soft robotic grippers are made up of
three components: the origami skeleton, the airtight skin, and
the connecting centerpiece.

e Skeleton Fabrication:

Origami skeletons were constructed using 176 g/m”2 (651b)
cardstock paper cut to be rectangles 47.2 by 14.75 ¢cm and di-
vided by folding into a 32 by 10 unit grid with unit length
1.475 cm (Table 1). A vertical 5 origami unit pattern was used
to create a suitable internal volume and lower radius.!” The
crease pattern of each design seen in Figure 3 was scored by
running the weight of a Stanley knife over the respective side
valley folds to prepare creases for folding. The pattern was
hand-folded, and ends were connected using Scotch Paper
Tape on each side. The top layer was restricted to 2 cm using

ZAP-A-GAP Medium CA+ Superglue.

Table 1: Table showing materials and specifications for each component.

Component Material Specifications
Cardstock :

skeleton | Paper. 176 |00t G O it longty
g/m"2 (65lb) ’

Skin Clear Latex 24-inch, .25 mm thickness

Rubber Balloons

3D Printed ABS

Centerpiece Plastic

2 cm diameter Circular Ridge

3D Printed ABS | 4 cm base diameter & height

ggﬁg{lsg Plastic, .7 cm Frustum_, 4 cm diameter Sphere, 13 g
metal hex shaft | total weight each

\Ffﬁgqu;m Preassembled \P/gtcslfuur;gguAmuLomotive 2.5CPM

\ézztlll?ar?or Preassembled gl\élg(l:lllz?oiumatics IRV20 Vacuum

Tubing Elc:g;;ethane .25 in diameter

Tinius Olsen 258T Universal Load
Tester with 250N Load Cell, Horizon
Software

Load Tester | Preassembled

(a) [T

Figure 3: Origami Skeleton Crease Patterns; (a) Combined Miura-ori
Waterbomb Pattern with a Miura-ori upper portion and a Waterbomb
“magic-ball” lower portion; (b) Waterbomb Pattern with a Waterbomb
“magic-ball” pattern.

Both the Miura-ori and Waterbomb patterns are rigid-
ly foldable when considered individually.** However, when
each is arranged into a hemispherical geometry for the soft ro-
botic gripper, their folding is different: the Waterbomb pattern
remains rigidly foldable, while the Miura-ori pattern requires
slight bending of its parallelogram faces and is non-rigidly
foldable. Due to the complexity of the non-rigid nature of the
Miura-ori portion of the combined Miura-ori Waterbomb
skeleton pattern, creating a 3D model using origami simula-
tion software (Merlin II and Tesselatica) with thick panels for
casting or 3D printing in silicone rubber was impractical with-
in the time constraints.

An alternative skeleton material considered was polyethylene
terephthalate film (PET), as it demonstrated effectiveness in
research by Li e# al.,'*'" despite higher rigidity and less com-
pliance than silicone. Crease patterns for both Miura-ori
Waterbomb and Waterbomb patterns were laser cut from 10
mil PET using a Glowforge Pro laser cutter and hand folded
(Figure 4, left). When tested, these grippers were non-func-
tional: after contracting around an object, the patterns would
deform and would not contract fully regardless of the pres-
sure (Figure 4, right). This could be due to the combination
of latex rubber skin material and PET, as the larger relative
thickness and flexibility of the latex rubber could have caused
skin constriction to drive fold extension (flattening) instead
of fold compression. Additional experiments could investigate
alternative skin materials and thicknesses relative to PET to

enable contraction. Ultimately, cardstock was chosen as the
skeleton material because of its memory-retaining properties
similar to silicone.

Figure 4: PET Waterbomb and Miura-ori Waterbomb Skeletons (left); PET
Waterbomb Vacuum On During Testing (right); PET not chosen as skeleton
material because grippers were not able to fully contract due to deformation.

e Vacuum Connection:

A centerpiece was designed to connect the skeleton and skin
to an external mount. The centerpiece consists of a circular
ridge diameter of 2 cm at the base, to hook within the skel-
eton without impairing folding, a central indent, and airflow
channels connecting the upper tube attachment point to the
base ridge. The centerpiece was 3D printed in ABS Plastic.
Small 1.5 cm Velcro squares were attached to the base of the
centerpiece and inside 24-inch clear latex rubber balloons to
ensure correct skin positioning. An airtight seal was formed
between the centerpiece and skin using a rubber band wrapped
around the indent and a zip tie to create a gasket and reduce

air leakage (Figure 5).
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“Airtight
=5 ket

Figure 5: Vacuum Connection: Airtight gasket (left) connects skin and
centerpiece; Velcro squares (center) maintain skin and centerpiece in correct
position; 3D printed centerpiece (right) connects vacuum apparatus to skin,
skeleton to gripper, and gripper to external mount.

e Object Construction:
The gripping objects were 3D printed in ABS plastic with
a 4 cm base diameter and height for the frustum, and a 4 cm
diameter for the sphere, to fit in the first layer of gripper teeth.
These were connected to 0.7 cm hex shafts. In total, each grip-
ping object with the hex shaft weighed 13 g (Figure 6).

Figure 6: Gripping Objects: Sphere (left) and Frustum (right) connected
to hex shafts to fix to Tinius Olsen 25 ST Universal Load Tester. A frustum
shape with a wider base at the bottom than the top was tested to assess the
combined Miura-ori Waterbomb pattern gripping adaptability improvements.

Experimental Procedures:

The airflow was connected between the Pittsburgh Auto-
motive 2.5 CPM Vacuum Pump, SMC Pneumatics IRV20
Vacuum Regulator, and gripper centerpiece using 0.25 inch
polyurethane plastic tubing (Figure 7). A 250N Load Cell
was attached to the Tinius Olsen 25ST Universal Load Tester.
The gripper centerpiece was positioned and tightened to be
centered horizontally in the upper fixtures of the Load Tester.
The gripping object hex-shaft was positioned and tightened
to be centered horizontally in the lower fixtures of the Load
Tester, in line with the gripper. The upper crosshead was low-
ered until the object was within, but not in contact with, the
open gripper. The force reading was zeroed in the Horizon
software. The upper crosshead was lowered at 50 mm/min
until -1 N force was detected to ensure a consistent starting
position. The Vacuum Pump was turned on, and the Vacuum
Regulator was adjusted until the desired pressure was achieved.
The upper crosshead was raised at 100 mm/min, and the load
force was recorded until a 98% decrease from the maximum
force reached, and the gripper released the object. The Vacuum

Pump was turned off, and the Vacuum Regulator was adjusted
to 0 kPa pressure.

The previous process was repeated for all vacuum pressures
-20 kPa, -30 kPa, -40 kPa, -50 kPa, and -60 kPa, for both the
combined Miura-ori Waterbomb and Waterbomb “magic-ball”
skeletons, on both the Sphere and Frustum gripping objects.
For each skeleton-object combination, three sets of trials were
conducted using the same models, followed by three additional
sets of trials with newly fabricated models. A total of 60 trials
were conducted per skeleton design.

Trials were conducted in a randomized order across all pat-
tern types, pressures, and gripping object shapes. Operator

blinding was not required because the load tester was prepro-

Figure 7: Load Testing Setup: Experimental Origami Soft Robotic Gripper
(1) held in Upper Crosshead (2), Gripping Object (3), Vacuum Pump (4),
Vacuum Regulator (5), and Tinius Olsen 25ST Universal Load Tester (6) with
250N Load Cell (7); Load Testing Setup with Horizon Force Data Analysis
Software (8) (left); Load Testing Setup only (right).

B Result and Discussion

The hypothesis was supported by the data in that, for both
object shapes tested using a Tinius Olsen 25ST Universal
Load Tester, across all pressures, the combined Miura-ori Wa-
terbomb pattern produced a larger maximum gripping force
than the Waterbomb pattern (Figure 8). When gripping a
sphere, a shape with a smooth and curved surface, the Miu-
ra-ori Waterbomb pattern produced from a 21.7% (28.83 N
to 35.1 N at -30 kPa) to 53.7% (44.75 N to 68.78 N at -60
kPa) increase in the maximum gripping force. When gripping
a frustum, a shape with a wider bottom than top, the Miu-
ra-ori Waterbomb pattern produced from a 46.2% (40.18 N
to 58.75 N at -30 kPa) to 71.9% (57.95 N to 99.63 N at -60
kPa) increase in the maximum gripping force. This demon-
strates both increased adaptability and gripping strength across
both shapes at equal pressures. In fact, at higher pressures, -50
kPa and above, the more adaptive pattern, Miura-ori Water-
bomb, showed a maximum strength gripping the sphere shape,
greater than the Waterbomb only pattern gripping a frustum
shape. This demonstrates improved adaptability because the
combined Miura-ori Waterbomb pattern was able to match
and exceed the maximum gripping strength of the Waterbomb
pattern for a different object.
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Max Gripping Force Miura-ori Waterbomb vs Waterbomb
Skeleton over Vacuum Pressure
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Figure 8: Across all pressures, the combined Miura-ori Waterbomb pattern
produced a larger maximum gripping force than the Waterbomb pattern.
When gripping a sphere, the Miura-ori Waterbomb pattern produced from
a 21.7% (28.83 N to 35.1 N at -30 kPa) to 53.7% (44.75 N to 68.78 N)
increase in the maximum gripping force. When gripping a frustum Miura-ori
Waterbomb pattern produced from a 46.2% (40.18 N to 58.75 N at -30 kPa)
to 71.9% (57.95 N to 99.63 N at -60 kPa) increase in the maximum gripping
force. As vacuum pressure increases, the greater the increase in maximum
gripping force of the Miura-ori Waterbomb pattern becomes. The combined
Miura-ori Waterbomb pattern holds loads up to 99.63 N (22.4 Ibs) at -60kpa.
The linear relationship between vacuum pressure and maximum gripping
force for both patterns indicates ease of gripping force control.

The Miura-ori Waterbomb pattern achieved a maximum
gripping force of 99.63 N or 22.4 Ibs when gripping a Frustum
shape at a vacuum pressure of -60 kPa, while the Waterbomb
pattern achieved a maximum gripping force of 57.95 N or
13.02 Ibs under those same conditions (Figure 8).

Additionally, the Miura-ori Waterbomb pattern demon-
strated improvements in gripping strength even at smaller
pressures. For the smallest vacuum pressure tested, -20 kPa,
for both a sphere and frustum shape, it produced a 29.9% and
47.0% increase, respectively, holding 25.72 N or 5.78 Ibs and
41.42 N or 9.26 1bs. This demonstrates that the Miura-ori
Waterbomb pattern is well-suited for heavier, fragile objects,
where it is important to have a high gripping strength without
creating pressure points that damage the object.

The results also show that as the vacuum pressure increases,
the greater the increase in maximum gripping force of the Mi-
ura-ori Waterbomb pattern becomes. This indicates that the
Miura-ori Waterbomb pattern should demonstrate improve-
ments at even higher pressures than those tested, and could
hold even heavier, fragile objects than the Waterbomb pattern.

An important aspect shared by the combined Miura-ori
Waterbomb and Waterbomb patterns is the nature of their
relationship between vacuum pressure and maximum grip-
ping strength. Both patterns demonstrate a linear relationship,
where vacuum pressure and maximum gripping strength in-
crease at a constant rate. This indicates that it would be easy
and straightforward to control the gripping force for the
intended object. A simple ratio could be used to determine
the output force based on vacuum pressure. This could be
controlled with a flow regulator or adjustable electric power
vacuum pump, using a feedback loop between either, and an
internal pressure sensor to achieve a desired vacuum pressure,
and through the ratio, output force.

The force (load) vs. extension graphs illustrate the structure
of each gripper and the progression of the object being pulled
from it (Figures 9 & 10). For all pressures and objects, the
gripper reaches a peak force, followed by force drops corre-
sponding to each layer of gripping teeth. For the Frustum, 3
distinct force drops are visible, aligning with the 3 tooth layers
gripping in the waterbomb part of the pattern (Figure 9). For
the sphere, these drops are also visible, although less distinctive
due to the curved surface (Figure 10). This demonstrates how
greater trends can be drawn from the force at each extension
in the gripping process.

Sample Trial: Frustum, -60 kPa, Miura-ori
Waterbombvs. Waterbomb Frustum
120

100
80
60

40

Load (N)

20

-20

Extension (mm)

Waterbomb == Miura-ori Waterbomb

Figure 9: This shows the structure of Miura-ori Waterbomb and Waterbomb
only skeletons as the Frustum is pulled from the gripper for a given trial (Trial
1). The gripper reaches a maximum force (load) at an early extension, followed
by distinct force drops corresponding to each of the 3 following layers of
gripping teeth. The Miura-ori Waterbomb pattern reaches a maximum force
at a larger extension than the Waterbomb-only pattern. This allows for greater
variation and levels of placement offset.

Sample Trial: Sphere, -60 kPa, Miura-ori
Waterbombvs. Waterbomb
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Figure 10: This shows the structure of Miura-ori Waterbomb and
Waterbomb only skeletons as the Sphere is pulled from the gripper for a
given trial (Trial 1). The gripper reaches a maximum force (load) at an early
extension, followed by more gradual force drops than the Frustum as the
Sphere goes through corresponding layers of gripping teeth. The Miura-
ori Waterbomb pattern reaches a maximum force at a larger extension than
the Waterbomb-only pattern. This allows for greater variation and levels of
placement offset.
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An interesting difference between the Miura-ori Water-
bomb and Waterbomb-only patterns is the extension at which
the maximum gripping force is reached. For both object shapes
and all pressures, the Miura-ori Waterbomb reached its maxi-
mum gripping strength at a larger extension (Figures 9 & 10).
For the Frustum, it reached it at around 15 mm, and for the
sphere, 10 mm, while the waterbomb reached it at 6 mm for
both. This further illustrates the increased adaptability of the
Miura-ori Waterbomb pattern, in that it allows for greater
variation and levels of offset in placement while still achieving
its maximum gripping strength. For soft and fragile objects,
this would allow for more room for error in vertical placement,
without risking bumping the object. For completely automat-
ed systems, it allows for increased irregularities in object size
without this occurring. Additionally, human error is inherent
in interaction and collaboration with robots in cobotics. The
adaptability in vertical offset of the Miura-ori pattern demon-
strates tolerance for this error, and paired with additional safety
of soft-robots, has great potential application in this area.

The force (load) vs. extension graphs also demonstrate how
object placement in the upper layers of teeth yields higher
gripping strength. For both the Muira-ori Waterbomb and
Waterbomb only patterns, the maximum gripping strength was
achieved at relatively early extensions, with the above values
over a total 60 mm extension (Figures 9 & 10). This confirms
the idea that at these earlier extensions, the mechanical lock
formed by completely enveloping the gripping object, in ad-
dition to a greater number of contact points, contributes to an
increased gripping strength and shows that the prediction that
the wider upper portion and auxetic properties of the Miu-
ra-ori would pull the object into the upper layers of the pattern
and increase gripping force is correct.

The data for both Miura-ori Waterbomb and Waterbomb
only patterns across all variations in pressure and object
shape were analyzed using a p-value test (one-way ANOVA
calculator with Tukey HSD posz-hoc) to indicate statistical-
ly significant differences between group means and identify
which pairs differed. This analysis found that for the majority
of the trials, the p-value was less than .05, and therefore sta-
tistically significant (Table 2). However, it is shown that for
the sphere at the vacuums -20, -30, and -40 kPa, the value was
greater than .05. To help prevent possible deformation in the
paper models across the trials, each set of origami skeletons
was only used for 3 trials (all pressures, each object). However,
individual variation in the hand folding and construction yield-
ed differences in results for the same pattern. For the sphere
at the lower vacuum levels, there is a clear difference between
the maximum gripping force for trials 1-3 and 4-6. This shows
that in the future, greater resiliency in the skeleton utilizing
materials such as silicone might yield more consistent readings
that could be tested across all 6 trials. This is not detrimental
to the results, as when analyzed individually, each set of 3 trials
still demonstrates the same conclusions as the overall data. Ad-
ditionally, the frustum, which is more prone to a pushing force
from gripping, had p-values all less than .05, showing that the
most important results are all significant. The chart also shows
that for the sphere, above -40 kPa, the values were significant.

This indicates that at higher vacuum pressures, the intricacy of
construction plays a less significant role in force production, as
the force generated by pressure is proportional, while the vari-
ation from construction properties of the skeleton is constant.

Table 2: Table showing maximum gripping force for each trial, average
maximum gripping force, standard deviation, 95% confidence intervals, and
calculated p-values (one-way ANOVA calculator). P-values demonstrate
statistical significance for frustum data at all vacuum pressures and for sphere
data at -50 kPa and -60 kPa vacuum pressures. For the sphere at lower vacuum
levels, there is a difference between the maximum gripping force for trials
1-3 and 4-6 due to new sets of origami skeletons every three trials to prevent
deformation.
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® Conclusion

In conclusion, a combined Miura-ori Waterbomb origami
skeleton was developed that improved the gripping strength
of a vacuum-driven soft robotic gripper across a variety of ob-
jects. This increased adaptability enables applications for soft
and compliant gripping for relatively high loads in relation to
its materials and weight. Applications include cobotics, marine
and environmental manipulation for sample collection, vessel
cleaning, food harvesting, food packing, food waste reduction,
and industrial part sorting. The adaptable geometry of the
origami pattern design and the interchangeable construction
of other components could allow for cost-effective and rapid
production of variations in design-based tasks. For example,
further alterations to specific dimensions of the Miura-ori pat-
tern could yield different negative Poisson ratios and further
improve adaptability. Additionally, other origami pattern com-
binations could be tested to optimize for certain object types.
Future experiments could test skeletons folded by scoring the
crease pattern using a laser or robo-cutter to reduce hand-fold
variations, and thus increase repeatability and further verify the
significance of results. Skeleton materials such as silicone could
be tested for greater resilience and flexibility. Skin materials
with different stiffness levels or with adhesives could be tested
to increase durability, consistency, and strength. Designs could
also be tested across multiple sizes of grippers and objects to
assess the scalability of the design. Combined control with
both negative and positive pressure could be investigated for
marine applications, where external water pressure at different
depths could result in the gripper being contracted in its rest-
ing state. All of the above further testing could provide deeper
insight into the adaptability and performance of a combined
pattern origami soft robotic gripper.
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ABSTRACT: This paper investigates the evolution of India-U.S. trade relations in light of the Trump administration’s reciprocal
tariff strategy announced in 2025, along with the subsequently announced tariffs. Combining policy analysis with game theory
modeling, the study traces a chronological narrative of tariff announcements, negotiations, and eventual de-escalation, with a
focus on India’s strategic response. Using a von Neumann—Morgenstern payoff matrix and incorporating trade volume data,
sector-specific exposure, and geopolitical incentives, the paper constructs and normalizes payofts to simulate rational choices by
both states. It further evaluates the transition from unilateral threats to bilateral engagement, culminating in a 90-day tariff pause
and the start of a phased trade agreement. The analysis reveals that India’s choice of cooperation over retaliation yielded a higher
long-term payoff, highlighting the value of game-theoretic reasoning in trade diplomacy.
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m Glossary

* Bilateral Trade Agreement (BTA): A formal arrangement
between two countries to reduce trade barriers and facilitate
economic exchange.

* Chicken Game: A strategic game where two players
choose between escalation (defecting) or backing down (coop-
erating); mutual escalation leads to the worst outcome for both,
capturing brinkmanship in negotiations.

* Cooperation: A strategy in game theory where a player
chooses not to retaliate or escalate, often aiming for mutual
benefit.

* Defection: Choosing a strategy that maximizes one’s own
short-term gain, even at risk to both parties (e.g., imposing
high tariffs despite risk of retaliation).

* Extensive-Form Game: A way of representing games
where players take turns making decisions, depicted as a tree
showing each possible move.

* Nash Equilibrium: A set of strategies such that no player
can benefit by changing their own strategy while the others
keep theirs unchanged.

* Normal-Form Game: A game represented by a matrix,
with players choosing strategies simultaneously and payofts
shown for every combination.

* Ordinal Utility: Ranking outcomes based on preference
order rather than assigning numerical values.

* Pareto-Inferior Outcome: An equilibrium where at least
one player could be made better off without making others
worse off, compared to another possible outcome.

* Payoff Matrix: A table showing the outcomes (rewards/
penalties) for all possible strategies chosen by players.

* Prisoner’s Dilemma: A classic game illustrating why two
rational individuals might not cooperate, even when it would

benefit both.

* Stackelberg Game: A sequential game where one player
(the leader) makes a move first, and the other player (the fol-
lower) responds, influencing final outcomes.

* Subgame Perfect Nash Equilibrium (SPNE): An equilib-
rium ensuring that strategies form a Nash equilibrium in every
part (subgame) of the larger sequential game.

* Trade Deficit: A situation where a country imports more
than it exports to a particular partner.

* Utility Function: A mathematical tool used to represent
and compare the preferences of players for different outcomes.

B Introduction

The United States and India share a longstanding trade
relationship. As two of the world’s largest democracies and
fastest-growing economies, their bilateral trade has consis-
tently expanded over the past decade. In 2024, India exported
$87.5 billion worth of goods to the U.S., while the U.S. export-
ed $41.9 billion in goods to India, a trade surplus of around $45
billion in India’s favor. The U.S. is now India’s largest trading
partner, while India ranks 10th among U.S. trading counter-
parts, as shown in Table 1.

Table 1: Top 10 trading partners for India and the U.S. in 2024, ranked by
total trade volume (exports and imports combined), illustrating each country’s
key bilateral trade relationships.

Largest trading partners for India Largest trading partners for U.S.
u.s. $119.78
China $118.4B
United Arab Emirates $83.7B
$65.4B
Saudi Arabia $43.0B
Singapore $35.6B
Iraq $33.3B
Indonesia $29.48
Hong Kong $28.78
South Korea $27.6B

Mexico
Canada
China
Germany
Japan
South Korea
Taiwan $158.68
Vietnam $149.78
UK $148.0B
$129.2B

$839.9B
$762.18
$582.58
$236.08
$227.98
$197.1B
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Trump’s Reciprocal Tariff Agenda:

On 2 April 2025, President Trump announced sweeping
tariff increases which, if sustained, would amount to the most
significant unilateral shift in American trade policy since the
Smoot-Hawley Tariff Act of 1930.! The Trump administra-
tion signaled a hardline reciprocal tariff strategy to address
what it viewed as unfair trade imbalances. Over 60 trading
partners were hit with tariff increases exceeding 17% and the
rest with a tariff hike of 10%.

Trump repeatedly lambasted India as a “tariff king” and “tar-
ift abuser” for its high duties, arguing that U.S. goods faced far
steeper barriers abroad than foreign goods did in America. He
highlighted that the U.S. trade-weighted average tariff is only
~2-3%,2 versus about 12-17% for India on average, as shown
in Figure 1, and 52% for India on average, including peak
rates and other non-tariff barriers.

India

South Korea
Brazil
Vietnam
China
Mexico
EU
UK

Japan

USA

0%

2% 4% 6% 8% 10% 12% 14% 16% 18%

Figure 1: Average external tariff rates for major U.S. trading partners,
highlighting India’s higher trade barriers compared to the U.S.

India, unlike many countries that responded with retaliatory
tariffs, opted for diplomatic engagement. It began negotiations
toward a Bilateral Trade Agreement (BTA) aimed at mitigat-
ing the effects of the proposed 26% tariffs on Indian goods.
These negotiations culminated in the first phase of a draft

trade agreement in April 2025.*

B Literature Review

Understanding the impact and rationale behind tariff
strategies, especially the Trump administration’s recent pro-
posal of reciprocal tariffs and the negotiations following it, has
prompted a rich body of academic literature in a short time pe-
riod, as well as encouraged a look back at published literature
in similar historical cases. Hence, much of this work begins
by revisiting foundational principles of strategic trade theory,
which outlines how governments attempt to shift the payoff
structures of international trade in their favor by imposing tar-
geted tariffs and non-tariff barriers.

McGwire® models Trump’s tariff threats on China through
extensive-form and normal-form games. His work demon-
strates that while mutual tariff escalation is a Nash equilibrium,
it is also Pareto-inferior to coordinated free trade. He also in-
tegrates utility theory with macroeconomic indicators such as
GDP, framing trade policy through the lens of national welfare
functions and utility payoffs.

Carvalho® applies classical and behavioral game theory
to Trump’s tariff policies, arguing that many of Trump’s ap-
parent bluffs were credible threats when analyzed as moves
in a non-cooperative game. He frames these decisions using
constructs such as the prisoner’s dilemma and Stackelberg
competition, where the U.S. acts as the first mover to set the
game’s tone, expecting compliance rather than retaliation from
its trading partners. Through examples like Canada and Bra-
zil withdrawing retaliatory threats, the paper concludes that
Trump’s strategy aimed less at protectionism and more at
leverage maximization.

Specifically, from India’s perspective, Atray and K.R.” ex-
plain the asymmetric exposure between India and the U.S,,
noting that while India exports heavily to the U.S. (18% of
its total exports), the U.S. exports little to India (2.3%). This
imbalance makes reciprocal tariffs disproportionately harmful
for India. However, their paper also notes that India’s growing
domestic capacity and diversified trade partners may soften
the blow of U.S. protectionism. The paper quantifies exposure
by sector, highlighting vulnerabilities in pharma and textiles,
while also stressing India’s domestic market resilience.

A report by the State Bank of India Economics Research
Department® offers one of the most comprehensive da-
ta-driven analyses of the U.S. reciprocal tariff proposal and its
implications for India. The report not only tracks sector-wise
exemptions and affected exports but also quantifies the likely
impact on the trade deficit. It outlines how a tariff escalation
from 10% to 26% would affect the balance of trade and ex-
plores realistic pathways for India to rebalance bilateral trade
through increased U.S. crude oil purchases and defense im-
ports. Importantly, the report anticipates that India could
bring down the U.S. trade deficit from $45 billion to $25 bil-
lion through energy realignment alone, thereby mitigating the
retaliatory tariff burden.

In synthesizing these sources, a clear theme emerges: Trump’s
tariff regime was neither entirely irrational nor purely nation-
alist. Instead, it operated under strategic models of coercive
bargaining, brinkmanship, and asymmetric games, affirming
that tariff negotiations can be mathematically modeled to
predict both equilibrium outcomes and deviations caused by
political or behavioral factors.

Despite these insights, a critical gap remains: few studies
have formally modeled the U.S.—India tarift standoff as a stra-
tegic game. Existing analyses quantify impacts but often fail
to account for the dynamic negotiation strategies between the
U.S. and India, specifically, as well as the motivations of each
country to pursue free trade or protectionism. This paper aims
to address this specific angle and provide insights as to the
game-theoretic motivations behind both the U.S. and India,
as well as provide insights into the recent developments of the
trade agreement between the pair.

The paper is guided by the following research question:
How can the strategic interactions between India and the
United States during the Trump administration’s tariff regime
be effectively modelled using game theory?
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B Methods

To model the U.S.—India trade negotiations succinctly, this
paper applies the von Neumann—Morgenstern game theory
framework, where players make decisions based on expect-
ed utilities. In this context, each country’s utility is shaped by
export volume, tariffs faced, economic consequences, and the
geopolitical or strategic outcomes of its chosen actions.

*  The policy choices are restricted to cooperation (ne-
gotiated tariffs) or retaliation (discounted reciprocal
tariffs) for the U.S. and cooperation (accepting tariffs
without retaliation) or retaliation (implementing tar-
iffs) for India.

*  The payoff matrix, representing the outcomes of their
policy interaction, is predetermined and static in each
conceivable strategic scenario.

*  The U.S. and India possess full comprehension of the
game theory matrix shown in Table 2.a., including its
potential payoff matrix under that specific strategic sce-
nario, where the outcomes for the U.S. are represented
by a,b, ¢,and d, while the outcomes for India are denot-

edby A, B, C,and D.

Table 2.a.: Strategic interaction matrix representing U.S.-India tariff
negotiation outcomes, showing payoff combinations under different
cooperation and retaliation scenarios.

India: No Retaliation India: Retaliation

U.S.: Status
quo/negotiated tariffs (2, 4) (b,8)
u.s.:
Reciprocal/discounted (c, Q) (d, D)
reciprocal tariffs

Payoff Structure:

Let:

«  u=U.S. utility

« i=India’s utility

Each utility function is calculated as:
Us(T,xV)+E, + G, ... Equation 1

Where:

- T,: Tariff Rate

- V:Total trade volume

- E,: Economic cost (subtracted in interpretation)

- Gy Geopolitical/strategic score (0-10 scale)

A. Tariff Impact (T, x V):

T, = Tariff Rate

1. U.S.: Cooperation - 10%, Defection - 26%

2. India: Cooperation - 0%, Defection - 5% or 10%

EXPLANATION

*  During Trump's 2018-2019 trade actions, the U.S.
imposed a 25% tariff on Indian steel and aluminium.
Retaliating, India raised tariffs on steel by 15 percent-
age points as well as on almonds, walnuts, and apples,
covering about 5.5% of U.S. exports to India compared
to the U.Ss tariffs on 14% of Indian exports. India thus
applied partial retaliation on a targeted set of goods.’

* Additionally, research on trade retaliation strategies
suggests that countries retaliate with tariff increases
of half to two-thirds the magnitude of the levied tar-
iffs.’ Hence, I assume that on choosing defection, India
would respond to a 10% U.S. tariff by imposing a 5%
retaliatory tariff, and to a 26% U.S. tarift by imposing a
10% retaliatory tariff.

V = total trade volume
1. India Exports to U.S.: $87.5B
2.U.S. Exports to India: $41.9B

B.E, = Economic Cost

Captures domestic economic costs associated with the im-
position of tariffs, such as higher input costs and inflationary
effects.

1. Negligible for India

2. For the U.S., imposing a 10% tariff is assumed to cause a
1% contraction in domestic growth, and a 26% tariff causes a
2.6% contraction.

EXPLANATION

Studies estimate that a percentage-point rise in the US ef-
fective tariff rate cuts growth by about 0.1%. So, I assume that
a tariff base rate of 10% applied by the U.S. would slow the
U.S. economy by as much as 1% on trade impact alone, while
a tariff rate of 26% would slow economic growth by 2.6%.

C. G, = Geopolitical/strategic score

Table 2.b. displays the scoring for geopolitical or strategic
score, called simply as ‘qualitative impact’ on both countries,
based on the rationale given below. Qualitative impact scor-
ing denotes the assignment of ordinal values on a fixed scale
(0-10) to represent relative levels of impact. Scores are derived
from structured judgement accounting for sectoral shifts, geo-
political gains or losses, and strategic benefits or costs, allowing
consistent comparison across criteria alongside the other quan-
titative measurements.

1. India:-

Cooperation case:

a. Apple has unveiled its strategic initiative to relocate 25%
of its iPhone manufacturing to India by 2025. It plans to move
the entire US-bound iPhone assembly from China to India by
2026. The production of more than 60 million iPhones sold
in the United States will be relocated to Indian factories as
trade tensions with China persist.”* Samsung is also evaluating
a shift of some of its smartphone and electronics manufactur-
ing from Vietnam to India, aiming to mitigate risks tied to
potential US tariffs on Vietnamese exports.’

b. Cooperation signals diplomatic maturity, enhances India’s
global reputation, and strengthens U.S.—India strategic ties.

c. India is considering offering zero-duty imports from the
U.S. in sectors like semiconductors and other areas covered by
its Production-Linked Incentive (PLI) scheme. This move is
intended to expedite a bilateral trade agreement with the U.S,,
potentially reversing reciprocal tariffs."
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Retaliation case:

a. Retaliation risks targeted U.S. tariffs that historically
hurt specific Indian sectors, which rely heavily on U.S. buyers.
These include a fall in labor-intensive niche exports (handi-
crafts,” textiles,'® dairy)."”

b. Trade tension may trigger foreign investor nervousness
and major market dips. The Indian stock market faced a 'Black
Monday' with tariffs from US President Trump causing a sig-
nificant downturn. BSE Sensex and NSE Nifty fell 3% each,
erasing I14 lakh crore ($215.32 billion) in market capitaliza-
tion, dropping to 3389 lakh crore.'® However, these effects are
likely to be temporary, albeit more frequent if India chooses
retaliation.

c. This decision could cause geopolitical instability and
changes to broad strategic alignments between the countries
(Ex, Quad, Indo-Pacific), though a mild retaliatory response is
unlikely to alter core diplomatic relations.

2.U.S:-

Negligible for the U.S.

Table 2.b.: Weighted scoring of India’s tariff response based on qualitative

economic and geopolitical factors, assigning positive or negative scores and
weights to reflect the relative importance of each outcome.

Impact (flc«;r'el) Weight S;::;:S
India does not retaliate Manufacturing opportunities 1 5 5
Geopolitical stability 1 4 4
PLI scheme concessions 1 5 5
India retaliates Fall in labor-intensive exports -1 2 -2
Stock market disruption -1 1 -1
Geopolitical strain with U.S. -1 1 -1

Next, the payoffs for India and the U.S. are calculated ac-
cording to Equation 1, and shown in Table 2.c.
Table 2.c.: Calculated payoffs for the U.S. and India under different

combinations of tariff actions and retaliatory responses, based on the
underlying payoff formulas and trade data inputs.

U.s. Payoff India Payoff (i
U.S. Action India Action EVEH() pdlahevoti(l (u, )
Formula Formula
-0.1x87.5+0+5 , A) =
Status Quo (10%) No Retaliation ~ 0.1x87.5-1=7.75 ¥87oH0ESE (2. A)
4+5=525 (7.75,5.25)
-0.1x87.5+0.05 x
Status Quo (10%) Retaliation (5%) 0L *87°57005% g 1 g a- (b,B) =
41.9-1=5.655 (5.655,-10.655)
-10.655
265% Tariff NoRetaliation | 026XB7.5-2.6=  -0.26x875+0+5+ (c,0)=
20.15 44+45=-8.75 (20.15,-8.75)
-0.26x87.5+0.1x
26% Tariff Retaliation (10%)  C-20* 875701 g 5 g a- (d,D)=
419-26=1146 (11.46,-22.56)

Table 2.c illustrates the payoffs for both the U.S. and India
under varying tariff and retaliatory strategies, quantifying the
asymmetric consequences each scenario imposes on the two
economies. Given these distributions, the rationale behind In-
dia’s decision-making becomes clearer.

India’s decision to respond to the U.S.s 26% tariff with a
lower 10% tarift reflects both asymmetric trade exposure and
strategic restraint. Since 18% of India’s exports go to the U.S.,
compared to only 2.3% of U.S. exports to India, a strictly recip-
rocal tariff would inflict disproportionate harm on India while

having a limited impact on U.S. exporters. Thus, the 10% rate
balances the need to signal resolve with the imperative to pro-
tect India’s export-dependent sectors.

The initial phase of the analysis begins with a simultaneous
strategic framework, reflecting moments where both countries
set trade policies without strong leader—follower dynamics.
However, the actual negotiations showed the United States
acted first in announcing and imposing tariffs, establishing a
leadership role with India responding as the follower. This re-
al-world timing supports shifting to a Stackelberg sequential
model, which better captures the strategic advantage of mov-
ing first and the corresponding optimal response of the second
mover.

From a game-theoretic standpoint, a reduced retaliation
functions as “soft”but credible signaling, consistent with Stack-
elberg competition models where the weaker player avoids
escalation to preserve negotiation prospects.

Normalization of Payoffs:

To facilitate direct comparison across diverse measures, all
raw values were normalized to a 0-5 ordinal scale according to
Equation 2, and shown in Table 2.d.

This procedure allows for the preservation of relative rank-
ings among categories, ensuring that patterns and strategic
differences are discernible without dependence on underly-
ing units or absolute magnitudes. It should be noted, however,
that such normalization inherently abstracts away fine-grained
distinctions; differences in magnitude between adjacent cate-
gories may not be uniform or proportionally represented.

Normalized Score = """

max — min

... Equation 2

Where:
e xis the computed payoff
*  max is the highest observed payoff: 20.15
*  min is the lowest observed payoft: -22.56
Table 2.d.: Normalized payoff values for U.S.~India tariff strategies, derived

using the min-max normalization formula to rescale raw payoffs onto a 0-1
scale for comparability across strategy combinations.

U.S. Action India Action u WOl No.rmahzed
US payoffs  India payoffs
Status Quo (10%) No Retaliation 7.75 5.25 0.71 0.65
Status Quo (10%) Retaliation 5.655 -10.655 0.66 0.28
26% Tariff No Retaliation 20.15 -8.75 1 0.32
26% Tariff Retaliation 11.46 -22.56 0.797 0

Payoffs are then multiplied by 5 to map them onto a discrete
ordinal scale (0-10) and rounded off (Table 2.e.)
Table 2.e.: Final game matrix of normalized, ordinal payoffs for U.S.~India

tariff strategies, after mapping normalized scores onto a discrete 0-5 ordinal
scale used for extensive-form modeling.

India: No Retaliation India: Retaliation

U.S.: Status Quo/negotiated
tariffs

U.S.: 52/26% Tariff

(4,3) (3:2)

(5,2) (4,0)

Hence, we have obtained our payoff matrix for this strategic
interaction. To better capture the sequential nature of decisions
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in this negotiation, the interaction can also be represented as
an extensive form game. (Figure 2)

USA

e e e

(4,3) (3,2) (5.2) (4,0)

Figure 2: Extensive-form representation of U.S.—India tariff negotiations,
illustrating the sequential structure of decisions where the U.S. acts first,
followed by India’s retaliation or cooperation choices.

Assumptions:

*  For US. - C (cooperate) implies status quo or negoti-
ated tariffs, D (defect) implies reciprocal or discounted
reciprocal tariffs.

¢ For India — C implies no retaliation, D implies retal-
iation.

In this sequential game, the United States makes the first
move: to either impose the full 26% reciprocal tarift or to apply
the 10% baseline tariff under a negotiated pause. India then
chooses whether to retaliate or to accept the tariff and cooper-
ate by negotiating.

In this game, it is always rational for India to choose C in
each subgame. For the U.S., defecting gives a higher payoff.
So, the U.S. imposes discounted reciprocal tarifts with no re-
taliation from India. Therefore, the subgame-perfect Nash
Equilibrium (SPNE) is initially - India: 10% tariff, U.S.: 26%
tariff (5,2). However, factoring in India’s agreement to nego-
tiate a trade deal and its slashed tariffs on certain goods, the
U.S. now chooses to cooperate instead, soon after defecting,
now resulting in an SPNE of (4,3) — mutual cooperation — as
discussed further in the next section.

The SPNE, as well as the Nash equilibrium in this analysis,
is driven solely by the ordinal ranking of utility values. Only
the order of preferences matters, not their absolute magni-
tudes. Among the three components of utility considered, it is
asymmetric trade exposure that plays the decisive role in de-
termining the equilibrium outcome. This result highlights the
importance of our assumption regarding sensitivity to specific
sector losses, which fundamentally shapes the strategic choices
observed.

The equilibrium strategies are derived using backward in-
duction, a standard game-theoretic technique for solving
sequential or extensive-form games. This method begins at the
final stage of the game, determining the optimal action for the
player moving at that point, and then works backward through
each preceding stage to identify earlier optimal actions. At
each step, the selected choice is the best response given antic-
ipated future play, resulting in a subgame perfect equilibrium
under the assumptions of rationality and perfect information.

Note: All numericals used are of my own method, so no
sources are applicable.

Limitations:

While presenting strategies and outcomes in a static payoff
matrix can clarify the analysis, it is important to recognize sev-
eral limitations inherent in this approach, especially given the
qualitative nature of some inputs. These considerations inform
how results should be interpreted and the degree of confidence
placed in specific findings:

* Unchanging assumptions: The static matrix models in-
centive structures as fixed, even though real negotiations may
involve shifts in priorities, external influences, or evolving re-
sponses from each side.

* Limits of qualitative scoring: Assigning impact scores us-
ing categories or rankings is influenced by subjective judgment
or group consensus, which might not capture small but signif-
icant differences between outcomes.

* Testing robustness: Sensitivity checks help gauge how
results might change if assumptions, scoring methods, or
categories are adjusted. Nevertheless, using broad qualitative
categories can sometimes overlook context-specific effects.

* Cautious interpretation: The results are better under-
stood as illustrative of major strategic patterns rather than
precise, definitive forecasts of behavior.

B Result and Discussion

Game-Theoretic Analysis of the sequence of moves:

In game-theoretic terms, Trump’s opening move was akin
to a leader setting the rules of a game. In a Stackelberg game,
one player—the Jeader—moves first, setting the terms of en-
gagement, while the fo/Jower reacts based on this initial move.
This structure captures power asymmetries in strategic set-
tings, where the leader's early action influences the follower’s
optimal response. Thus, the U.S., acting as the leader, moved
first with a credible threat of tariffs, expecting India to re-
spond by lowering its own barriers. This proposal essentially
framed the confrontation as a kind of matching strategy: if
India was charging on average 52% on certain U.S. goods, the
U.S. would reciprocally charge the same. The White House
even declared a national emergency under the International
Emergency Economic Powers Act to enable these tariffs, em-
phasizing America’s large trade deficits and the “golden rule”
of reciprocity.

Both U.S and India faced a classic strategic dilemma: the
United States could follow through on tariff threats (defect
in a cooperation sense) or further negotiate (cooperate), and
India could either retaliate with its own tariffs or concede by
reducing its trade barriers.

From the game in Table 2.e, we infer that the U.S. benefits
the most from reciprocal or discounted tariffs if India chooses
not to retaliate. Hence, Trump unveiled the “reciprocal tariffs”
— tariffs aimed at mirroring the high duties countries like India
impose on American goods — in February. This framing sig-
naled a sir-for-tat strategy: since India charges 52% on average
on U.S. exports, the U.S. would reciprocate. Trump highlighted
specific disparities to justify this move — for example, the U.S.
charges only 2.5% on imported cars while India charges 70%,
or U.S. apples enter India at 50% duty, whereas Indian apples
face zero U.S. duty.”
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These tariffs were a markup of the US’s merchandise trade
deficit with a given country. The Trump administration in-
dicated that trade deficits are due to a variety of tariff and
non-tarift factors. Non-tariff factors believed to be responsi-
ble for trade deficits include regulatory barriers to American
products, environmental reviews, differences in consumption
tax rates, compliance hurdles and costs, currency manipulation,
and undervaluation.? India's merchandise exports and imports
to the US in 2024 were $87.5 billion and $41.9 billion, respec-
tively. This left a trade deficit of $45.6 billion, 52% of India’s
exports to the U.S, and hence, 52% was the expected tariff rate.

However, when the tariffs were implemented on 2™ April,
they came at a rate of 26% instead of 52%. This discounted
rate, including currency manipulation and trade barriers, tells
us that the proposal was more of a negotiation strategy. To un-
derstand each player’s incentives, we can outline their utility
functions as follows.

The U.SJs strategic objective in imposing tariffs was to
pressure India into reducing trade barriers or making policy
concessions. From a utility perspective, the U.S. benefits from
increased export revenue and improvements in the trade bal-
ance—such as a reduced bilateral trade deficit and greater
domestic employment—while incurring costs in the form of
higher consumer prices and potential geopolitical backlash.
Hence, U.S. utility increases with stronger export performance
and favorable trade terms, and decreases with rising domestic
costs or diplomatic fallout.

India’s utility increases with continued export access to the
huge U.S. market, and decreases with the economic hit from
U.S. tariffs. It also decreases with any political cost domestical-
ly if it is seen as “giving in” too much.

India had benefited from a trade surplus of over $45 billion
with the U.S. in 2024, and American demand was crucial for
sectors like engineering goods, electronics, gems, and pharma-
ceuticals (Figure 3.a.).%! Thus, India sought to maintain the
status quo of its trade flows.

Pearls and semi precious stones $12.368

Electrical machinery and equipment $12.088
Pharmaceutical products $10978
Nuclear reactors and machinery $6678

Mineral fuels and oils $5148

Figure 3.a.: Major U.S. imports from India in 2023, including fuels, jewelry,
and machinery, were affected by tariff policies.

Meanwhile, U.S. exporters had been trying to break into In-
dia’s market for products such as agriculture and motorcycles,
often frustrated by India’s high tariffs. India’s top imports from
the U.S. include crude oil, precious stones, nuclear technology,
and machinery (Figure 3.b.) — sectors that stood to gain if
India lowered its barriers.

Mineral fuels and oils $12.968

Pearls and stones $5.168
Nuclear reactors $3758
Electrical machinery and equipment $2.388

Lenses, microscopes, medical instruments $1.948

Figure 3.b.: Major Indian imports from the U.S. in 2023, including defense,
reactors, and technology sectors, were affected by tarift policies.

Both countries thus entered this game with opposing ob-
jectives: the U.S. aimed to maximize leverage to force market
opening, and India aimed to maintain the status quo of advan-
tageous access while minimizing concessions.

Tariff Implementation and Indias Calculated Restraint:

The discounted reciprocal tariff rate was severe enough to
hurt Indian exporters, but also explicitly reversible if India came
to the table with concessions. Game-theoretically, the U.S. had
now defected in the one-shot sense (by breaking from free
trade cooperation), testing India’s response. New Delhi point-
edly did not announce any counter-tariffs against U.S. goods.
It prepared concession offers: India indicated it was open to
cutting tariffs on 55% of U.S. imports (worth $23 billion) in
a phased trade deal (Reuters, 2025).2 This was a substantial
offer — India’s biggest tariff cut in years — aimed at securing a
reversal or exemption from the 26% tariffs while protecting its
sensitive sectors.

From the perspective of a Chicken Game, a classic game
theory model where two players risk mutual destruction un-
less one yields, the U.S. and India were locked in a high-stakes
standoff and hurtling toward a collision on April 2. The U.S.
stayed on course while India swerved slightly by not retaliating.
India’s decision can be seen as an attempt to avoid the worst-
case payoff (a full trade war) by yielding in the short term, even
though it meant taking a tangible economic hit.

The transition from the Stackelberg model to the Chick-
en Game reflects a change in negotiation dynamics as public
threats of escalation increased. While the Stackelberg frame-
work suits the initial leader—follower setting, continued
bargaining erased clear asymmetry, with both countries willing
to risk costly outcomes to gain leverage. This escalation and the
risk of mutual harm made the Chicken Game a more accurate
representation, capturing strategic brinkmanship where neither
side wishes to “swerve,” yet both wish to avoid the worst-case
scenario of a tariff war.

Indian financial markets tumbled on the news of the 26%
tariff — the Mumbai Sensex index fell over 1.5% in a day, wip-
ing out billions in investor wealth. The Reserve Bank of India
cut interest rates and revised growth forecasts downward, cit-
ing “trade frictions” as a risk to the economy.®* Indian exporters
in sectors like electronics, auto parts, and textiles braced for
reduced competitiveness in their largest market. Even the mere
threat of sustained tariffs caused some U.S. importers to start
re-evaluating supply contracts — for instance, Indian shrimp
exporters (India is the largest supplier of shrimp to the U.S.)
warned that a 26% duty could destroy demand for their ~$7
billion industry, as buyers would shift to countries with lower
tariffs.?* In short, India was feeling real pain, which increased
the credibility of its promise to negotiate seriously.

Still, India’s constraints included domestic political push-
back — India retained high duties on dairy and agriculture to
protect farmers, and on tech to nurture local industry. Any
concession in these areas risked domestic censure. Also, Modi’s
administration had already shown flexibility by lowering tarifts
on items like high-end motorcycles and bourbon whiskey,”
and by scrapping a digital services tax that hit U.S. tech firms.?

DOI: 10.36838/v8i1.41

46



ijhighschoolresearch.org

In international negotiations, actions like delaying retaliation
or agreeing to preliminary talks can serve as confidence-build-
ing signals, used to de-escalate tensions and signal cooperative
intent before formal outcomes are decided. So, these moves
made by India in the lead-up to talks were confidence-building
signals to Washington.

Reduction of the U.S. tariff rate on India to 10%:

On April 9, 2025, President Trump announced a 90-day
pause on the country-specific tariffs for all U.S. trading part-
ners except China, effectively reducing India’s tariff rate to the
baseline 10% that was placed on all countries.?”” This was true
to the SPNE — within just a day of imposing the 26% tariffs on
India, Trump implemented the negotiated tariff rate at 10%.

This occurred after intense volatility in financial markets and
diplomatic outcry. Trump insisted this pause was a reward: “all
countries that had not retaliated against US tariffs would re-
ceive a reprieve — and only face a blanket 10% tarift until July”.
Since India had not retaliated, it qualified for this relief. The
decision to reduce India’s tariffs to 10% (and pause further es-
calation) was made by the U.S. unilaterally, but it was clearly in
reaction to India’s and others’ choices.

Indian exporters got a reprieve: sectors like shrimp, which
were at a tariff disadvantage, suddenly regained parity, and the
threat to industries like diamonds and pharmaceuticals was
postponed. India’s payoft moved from a very low value under
26% tariffs toward a more moderate outcome, although it still
faces a 10% duty. The U.S. payoff in this move was mixed: Eco-
nomically, it avoided compounding inflation and supply shocks
— the 10% universal tariff still had some effect on prices, but
it was far less disruptive than the high surcharges on major
partners, yet it would have gained more by a higher tariff rate
imposition.

India used the 90-day window to accelerate alliance-building
in a diplomatic sense. The India-U.S. bilateral trade agreement
(BTA) was discussed, part of “Mission 5007, aiming to more
than double total two-way trade to $500 billion by 2030.%
The deal is expected to cover a wide range of sectors, including
energy, critical minerals, technology, and manufacturing, with
India open to considering zero-duty imports from the US in
select industries under its Production-Linked Incentive (PLI)
schemes. By April 23, an Indian delegation was in Washington
to kick off negotiations for a broader trade pact.

Once both nations signaled an intent to shift from con-
frontation to negotiation, the strategic problem changed from
brinkmanship to cooperative coordination. After public threats
subsided and reciprocal concessions were offered, both sides
faced the challenge of aligning on mutually beneficial agree-
ments. This shift is best described by a Coordination Game,
which emphasizes the importance of selecting compatible
strategies to maximize shared gains and avoid inefficiencies
born of misalignment.

Outcome and Equilibrium Considerations:
By the end of the 90 days, one of a few outcomes will emerge:
(a) A partial trade deal is reached — likely the first phase of an

agreement, reducing or eliminating the U.S.’s reciprocal tariffs

permanently in exchange for specific Indian concessions. This
outcome would be a win-win equilibrium relative to war: both
avoid the worst tariffs and can claim victory (Trump gets some
tariff reductions from India; Modi avoids 26% tariffs and gains
a larger export market).

(b) Extended pause — if close to a deal, they might extend the
negotiating period, effectively continuing the game a bit longer.

(c) Return to Tariff Conflict — if talks broke down, the game
would revert to the harsher equilibrium: U.S. reinstates 26% (or
even higher) tariffs, and India almost certainly retaliates now,
having exhausted diplomatic avenues.

However, given the flurry of activity between the two
countries and their delegations during the 90-day pause, and
considering that since March, India and the US have been
working toward a phased trade agreement, aiming to wrap up
the first phase by September-October and with the broader
ambition to more than double bilateral trade from the current
$191 Billion to $500 billion by 2030, it is clear both prefer
outcome (a) or at least (b) to avoid c).

In game theory terms, the players were attempting to tran-
sition from a non-cooperative equilibrium to a cooperative
equilibrium via a negotiated agreement, effectively changing
the rules of the game (from unilateral actions to a bilateral con-
tract).

® Conclusion

Through a comprehensive game-theoretic exploration, this
paper demonstrates how the India-U.S. tariff standoff evolved
from brinkmanship to tentative cooperation. The Trump ad-
ministration's proposal of reciprocal tariffs introduced an
abrupt shift in American trade policy, with India caught in a
uniquely vulnerable yet strategically flexible position. Modeling
the situation through strategic games—Prisoner’s Dilemma,
Chicken, and Stackelberg frameworks—enabled a clearer un-
derstanding of how utility, retaliation asymmetries, and sectoral
dependence shaped decision-making on both sides.

India’s restraint and willingness to negotiate, even under
pressure, allowed it to mitigate economic damage while pre-
serving long-term trade interests. The 90-day tariff reprieve
and the fast-tracked bilateral negotiations signal a mutual
desire to shift from non-cooperative equilibria toward a rules-
based framework governed by formal agreement rather than
retaliatory calculus.

These findings have broader implications for future trade
negotiations under varying political regimes. By modeling the
strategic choices and consequences of tariff actions and re-
taliations, this analysis highlights how changes in leadership
style, domestic priorities, or diplomatic approaches can alter
the structure and outcomes of bilateral negotiations. For in-
stance, a more cooperative or multilateral regime may favor
strategies resembling coordination games, emphasizing mutual
gains and stable agreements. In contrast, more confrontational
or protectionist governments could drive negotiations toward
brinkmanship, escalation, and greater uncertainty, matching
dynamics seen in Chicken or Stackelberg models. Recognizing
these patterns allows policymakers to anticipate likely negoti-
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ation outcomes and adjust their approaches depending on the
anticipated style and incentives of future administrations.

While the literature has explored tariff politics broadly, this
paper fills a critical gap by providing a structured, quantitative,
and country-specific model of strategic interaction. In doing
so, it highlights not just the dynamics of retaliation and co-
operation but also how economic diplomacy can be guided by
mathematical insights, offering a model for other nations nav-
igating similar asymmetries in global trade.
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ABSTRACT: The repair of electronic appliances is often hindered by the lack of available circuit schematics, leading to
unnecessary waste and environmental harm. While right-to-repair legislation has improved access to repair services, circuit-
level diagnostics remain challenging, contributing significantly to electronic waste (e-waste). This paper hypothesizes that circuit
schematics can be generated from PCB images to assist in repair and introduces Appliance X-ray, an Al-driven system designed for
this purpose. Inspired by medical X-rays that help doctors diagnose patients, Appliance X-ray extracts and reconstructs schematics
from PCB images, making circuit structures more interpretable. The system employs a YOLOV5 convolutional neural network
(CNN) to detect circuit components, followed by k-nearest neighbors regression to predict missing elements based on inferred
circuit functionality. A novel graph convolutional network (GCN) is then used to analyze component relationships to reconstruct
the schematic. Additionally, human-in-the-loop feedback refines model predictions, enhancing future iterations. Experimental
results demonstrate the effectiveness of this dual CNN-GCN model in identifying components and inferring connections, while
also contributing a novel, scalable dataset of circuit schematic graphs derived from both real and synthetic data to support future
research in circuit analysis and repair automation.

KEYWORDS: Robotics and Intelligent Machines, Machine Learning, Inference Model, Regression, Graph Convolutional

Network.

B Introduction

Initial Problem:

Around 62 million metric tons of e-waste are generated
globally each year, of which small appliances contribute sig-
nificantly. Such e-waste contains toxic substances like mercury,
lead, and cadmium, which can leach into the environment
and pose serious risks to human health, including neurolog-
ical damage and cancer.! Small appliances could be repaired
or refurbished rather than discarded, especially after the im-
plementation of right-to-repair legislation such as California
SB-244.This bill grants consumers the right to service-related
literature and parts by mandating appliance producers design
appliances with repairable features and release appliance-level
designs.? However, waste trends continue as many applianc-
es remain in landfills. Previous attempts at containing waste
(landfills) will eventually fail due to the finite space on a finite
planet where humanity resides. Extrapolating the status quo of
appliance waste leads to worrying thoughts about the dwin-
dling space of humanity’s only home.

Partial Solution:

Appliance repair is a promising avenue in reducing appliance
waste. This method not only directly reduces waste in landfills
but also provides valuable vocational training opportunities
and lowers appliance costs.! In finding the motivations behind
choosing repair for consumers and professionals, Torca-Adell
et al. found that while appliance failure was common for appli-
ances in domestic and professional use, habits among this base
trended towards replacement instead of repair as an alternative.
Torca-Adell ez al. identify that the economic nonviability of re-

pair is a significant factor in consumers not choosing repair over
replacement.® Such nonviability can be attributed to the com-
plex structures within the circuitry of appliances, increasing the
difficulty of repair and thereby indirectly increasing time spent
and costs. Failing to gauge the complexity of a circuit can also
result in bodily harm to repair technicians due to the presence
of high-voltage components. Without a proper avenue for de-
termining the composition of a circuit and its connections, the
opportunity cost of purchasing another device often outweighs
a lengthy, dangerous, and potentially impossible repair.

Companies such as iFixIt have identified this lack of accessi-
ble repair as a potential market. This company specifically has
released a multitude of appliance-level schematics and their
corresponding repair guides, improving the probability of re-
pair and efficiency of fixing an appliance.

Further Problem:

However, main control board failure and various other cir-
cuit-related breakages within appliances, while common, are
unable to be fixed with appliance-level repairs due to the dif-
ficulty in managing the complex connections within a circuit
without knowledge of its interior. Even in appliances docu-
mented by the iFixIt platform, where circuits are available, the
common recommendation for circuit-level failures is the aban-
donment of repair — a situation that becomes more inevitable
when the model of the appliance is unknown as well.

Past attempts have been made at improving the quality and
efficiency of circuit-level repair based on technological solu-
tions with text input. Notable examples of such Al-based
circuit design assistants include Flux Al, which focuses on
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assisting circuit design through large language model (LLM)
features.* As the focus of such tools is primarily oriented to-
wards circuit defect identification, the scale of their work is
confined to manufacturing quality assessment and not the
schematic generation used for repair. However, current pro-
grams rely solely on text input to generate circuits and cannot
accept visual input, limiting their utility in the generation of
desired circuit schematics from a photo. This input structure
prevents large benefits in appliance repair when visual and not
text data is available to the technician. Existing technologies for
recreating circuit schematics from Gunay and Koseoglu that
utilized a CNN (R-CNN) to determine circuit components
from an image were able to do so, yet did not determine PCB
top-layer and discrete connections.” The presence of discrete
connections in PCB boards causes purely visual methods to be
unable to reconstruct a circuit diagram from an image, due to
connections being hidden under multiple layers of opaque ma-
terial. Therefore, the creation of a system with the capability
of improving the quality and likelihood of circuit-level repairs
by providing repair schematics fills a useful niche, continuing
successful trends in appliance repair.

Goal:

It is hypothesized that the most direct implementation of
this goal would involve the creation of a circuit schematic to
identify possible points of failure unknown in previous sys-
tems. Creating a circuit’s schematic from a photo, the most
likely available information is a step towards the final goal
of eliminating appliance waste by resolving circuit-level re-
pairs previously untouchable with traditional technology. The
success of this program will be gauged by the accuracy and
precision of identifying circuit components and whether or not
it is able to identify circuit-level connections.

B Methods
Proposed Method:

Dﬁ REPAIRED & READY

o 3
? &;.*
Gs®
CNN COMPONENT GCN REINFORCENIENT
COMPONENT MATCHING CONNECTION LEARNIN

RECOGNITION INFERENCE

Figure 1: The general workflow of the CNN-GCN system, which takes in an
image to output it as a schematic for repair. A photo of an appliance circuit is
taken, where the components are individually identified with a CNN and used
to infer the general purpose of the circuit. Afterward, “missing” components
based on the circuit’s purpose are added to the list of circuits, with the likely
connections between components identified with a GCN system and sent
to the user for a final evaluation. The user identifies the components and
connections considered correct, which can then be reinput into the component
and connection inference models for future training. Icons from PowerPoint,
Author, and Flaticon.

The finalized method, demonstrated in Figure 1, aimed
at creating a circuit schematic as an output to an input of a
circuit image revolved around a three-step process of circuit

component identification, inferring circuit purpose, and infer-
ring component connections. The program accepts an input of
a circuit image, which is then processed by a YOLOv5 CNN
model to identify circuit components. The component type
and position are identified, with its centroid indicated on a
coordinate plot using the Matplotlib and Networkx libraries.
With this plot completed, a matching algorithm finds the
closest matching circuit in a dataset of circuit schematics to
the plot of components identified. The purpose (e.g., toaster)
of the closest matching circuit is attached to the current plot
of components as its inferred purpose, with key missing com-
ponents inserted into the existing patchwork of component
nodes. A human-in-the-loop now has the option to confirm or
deny insertions by the matching algorithm. Afterward,a GCN
trained on various circuit connections infers the connections
between individual circuit components based on their type and
proximity. The finalized schematic is then output to a human-
in-the-loop, who selects the connections amongst the list of
inferred connections.

CNN:

For this project, Thoma ez al’s ground truth CGHD circuit
schematic dataset and Nayak's PCB component dataset were
consulted.®” Thoma ez al’s dataset consisted of 1152 schemat-
ics of 144 circuits, with individual electrical components as
well as important connections like junction points indicated
with a bounding box to represent their size and position. This
dataset was used to train CNN models to identify circuit com-
ponents among the forty-five given classes. Similarly, Nayak’s
dataset of circuit images was also used to train CNNs in the
identification of circuit components, albeit using real circuit
images. Nayak’s dataset has more direct utility in the identi-
fication of circuit components and was used as the training
dataset during the CNN model creation.

The results of the YOLOv5 CNN circuit detection model
were produced after training with the Nayak circuit dataset.
The confusion matrix, F1 score, precision and other metrics
are shown below.
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Figure 2: The confusion matrix of the YOLOVS circuit component
identification model. True positives are shown in the left top-to-bottom
diagonal, and all others on the sides. The number in each box represents the
proportion of tests that fit the above description. While a false negative rate
is high for nearly all components, these false negatives are not the result of
systematic bias but components being misclassified as the circuit background.
This enables future work focused on inference models and matching to infer
the existence of these “missing” components to be done. Information created
from a train/valid/test split of 106/35/10 images. From the author.

The confusion matrix, Figure 2, shows that out of all com-
ponents, the highest probability of its classification is as part of
the background. Out of all components, the IC has the highest
probability of being classified correctly, at 31%. The most com-
mon misclassification for each component is being identified
as a portion of the background (not being classified).

F1-Confidence Curve
10
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0.8

0.6
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Figure 3: The Fl-confidence of the YOLOV5 network after training,
a measure of predictive performance. Trends in the Fl-confidence curve
show an acceptable rate of predictive performance, especially considering
how misclassifications are mostly due to classifying components as part of
the background. Each individual line shows the F1 score (how well data is
classified, with a higher score being better) at a certain confidence level (how
confident the model is in what a component is). Each individual line represents
an individual component, while the blue line represents the aggregate F1
confidence of all components. The F1 staying consistently under 0.4 mirrors
the information acquired from Figure 3’s confusion matrix. From the author.
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Figure 4: The precision-confidence curve of the YOLOVS5 component
identification network during training, used to measure true positive rate.
The precision stabilizes at around 0.95 after 0.8 confidence, showing a high
rate of stability in the model’s predictions. Precision is a measure of variation,
with a higher precision meaning less variation. Each individual line represents
how precisely a component is classified with set confidence, with the blue line
representing the aggregate of all components. Source: author.
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Figure 5: A list of metrics regarding the usability of the YOLOV5 component
identification model. The x-axis is the number of epochs. Train/box_loss, train/
obj_loss, and train/cls_loss describe the loss function of the model during
training and are measures of the model’s difference between predictions and
the ground truth. Val/box_loss, obj_loss, and cls_loss describe the validation
model’s loss and the results produced by the model when used on the
validation dataset split from the training data. Lastly, the metric parameters
precision and recall describe ratios of true positives to total predictions or
relevant items. mAP is the mean average precision, or the average precision of
the model when identifying all classes of components. With more training, it
is expected that loss decreases and mean average precision increases, with the
box (position) loss, classification loss, and mean average precision all following
the set pattern. However, object loss increases with training, going against the
expected pattern. More research is required when examining object loss.

Overall, Figure 3 demonstrates a negative linear relationship
with the mean aggregate F1 score of the model and confi-
dence, while Figure 4 demonstrates a logarithmic relationship
of the mean aggregate model precision and confidence. Figure
5 demonstrates that the YOLOv5 model can stabilize the pre-
cision of its predictions at around 0.4 and reduce the loss to
around 0.1.

52

DOI: 10.36838/v8i1.50



ijhighschoolresearch.org

GCN:
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Figure 6: An example output of the GCN algorithm after an input of a list
of components. Each node represents a component, while each line represents
a likely connection between them. The set of blue connections on the left is
inferred from a standard GCN, while the predicted edges on the right are
inferred after a cosine similarity filtering algorithm. Such a list of nodes and
connections can be input into a computer-aided design tool to output the list
in human-readable schematic form. There are significantly fewer connections
inferred after the cosine similarity filtering algorithm, showing potential in its
usage in terms of saving time while maintaining accurate predictions. From
the author.

The node maps displayed in Figure 6 are the outputs of the
GCN model after an input of a list of nodes. Each node rep-
resents an identified component, while each line represents a
connection between two components. The map on the left is
the result of a standard GCN inference, while the map on the
right is the result of a filtered set of connections after a cosine
similarity function. The cosine similarity filtering significant-
ly reduced the total number of inferred connections, with the
raised threshold removing many extraneous connections from
certain nodes (e.g., 14). Specifically, components like node 14
vary greatly in connections due to it being a misclassified I1C,
confusing the GCN model. After the usage of a cosine sim-
ilarity filtering model, the low confidence of all connections
with node 14, due to its misclassified nature, leads to no ex-
pected connections. The lack of connections that should not
exist is an indication that the model is functioning properly.
These example maps point to the trade-off between inference
count and precision when setting thresholds for confident
connection inference.

B Result and Discussion

Component Identif ication:

The usage of a CNN model in identifying circuit compo-
nents was viewed as the most direct alternative to combined
identification models reliant on stable diffusion or GAN, due
to its prevalence in similar alternative identification processes
(e.g., facial recognition), as well as Gunay and Koseoglu’s work
in proving the efficiency of identifying circuit components
with an R-CNN.’> For this reason, the mature YOLO series
of CNN models, specifically YOLOvS5, was chosen to identify
circuit components in the final iteration of this project for its
versatility and accuracy. The Nayak dataset of circuit images
was fed into the YOLOvV5 model via the Roboflow platform
and showed acceptable accuracy. However, one disadvantage of
using the Nayak dataset for training appliance circuit recogni-
tion is its composition. While the Nayak dataset is composed
primarily of circuits with surface-mount devices (SMDs) and
ICs with multiple layers (discrete components), common ap-

pliance circuits are usually single-layered PCBs with few/no
discrete components. This leads to a difference in the training
dataset and the type of circuit the system is supposed to iden-
tify.

Preliminary testing has shown that this composition has a
slight negative impact on the identification of components in
appliance circuits and could be a point of future research.

A k-nearest-neighbors (kNN) regression algorithm would
be able to identify potential missing components in the pre-
dicted position of the input circuit, based on an inferred
purpose of the component list. Past research by Goyal ez al.
has proven that such kNN methods are effective in similar use
cases.” The kNN method is currently a successful example of
inserting missing components, although alternative methods,
including a direct component list comparison as well as al-
ternative weighting within the kNN, are being assessed. The
matching program works as a complement to the connection
inference system, as a minor difference in circuit component
composition could mean deviations from a general template
in terms of connections, despite having the same general pur-
pose. This leads to a potential for confusion in the matching
algorithm if it is responsible for inferring a circuit’s purpose,
missing components, and potential connections at once. A
human-in-the-loop system could increase the accuracy of the
matching program. Users will confirm or deny the inferred cir-
cuit’s purpose and missing components, and send them back
to the matching program for training in future iterations. Syn-
thetic data of circuits could also be generated to increase the
amount of training data available to both the component and
connection determination programs.

Connection Inference:

Circuit boards often have discrete connections due to their
multilayered structure, making visual detection of connec-
tions impossible. The workaround to this limitation found in
pure-visual systems proposed is a novel GCN-based approach,
a research first (to the best of the author’s knowledge). This
system would be trained with datasets of circuits involving the
types of nodes and their corresponding connections. Unlike
previous approaches, GCN systems can deliver probabilistic
calculations of each circuit’s component-level connections due
to the usage of a probabilistic neural circuit (PNC). Following
normalization by a leaky ReL.U algorithm, components with
sufficiently high confidence levels are sent to the user for final
inspection. This final human-in-the-loop phase reduces the
impact of misidentified connections by leaving final decision
choices to the user. The use of a human-in-the-loop system
could also allow for negative inferences (least likely connec-
tions) to be identified and fed back into the model to improve
future iterations, while also allowing for decision responsibili-
ties to be left to the user as an independent agent.
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Figure 7: The vector dot product formula. This gives a score that can
measure the likelihood of circuit connections when the GCN represents each
component and its connections to other components as a vector. Source: Math
Insight.!

Representing each component as a multi-dimensional vec-
tor, displayed in Figure 7, is the operating principle behind
the GCN. The GCN is first trained using data, including the
connections between each component. After the training, the
GCN accepts an input of a list of circuit components, embed-
ding the vector representation of connections for each node.
Out of the n choose two connections possible in n compo-
nents, and the dot-product of each component is calculated.
If the dot product of the connection is over a set threshold
of 0.5 (1 is most likely, O is least likely), the connection is in-
ferred as a possible connection by the GCN. By utilizing this
dot-product threshold algorithm, a mathematical model of
gauging uncertainty is developed, forming a quantitative gauge
of an inference’s probability. This operating principle is the
same for many other Al use cases, including Retrieval-Aug-
mented Generative (RAG) models,'* for the improvement of
overall accuracy. The GCN used for this project operates with
a nine-dimensional vector initially, reducing the complexity
of the multi-dimensional vectors required if no component
pre-processing is done.

The creation of a “net” component prevents the concen-
tration of multiple disconnected power sources or alternative
signals connected to different pins on the same component
from converging on the same point, increasing the accuracy
of the inference model. Lastly, the presence of a human-in-
the-loop not only prevents a significant impact of erroneous
identifications and connections but also provides the potential
to increase the limited training data of this model to improve
future iterations. Every time a user uses the system, an input
of novel circuit data, as well as a schematic, made from the
user’s selections of connections from a list of suggestions, will
be generated. Such data could be added to the training dataset
for the sake of reinforcement learning.

This design implements a variety of methods to increase the
accuracy of the inference model. Firstly, the implementation of
the similarity matching model is done to make up for inevitable
misidentification by CNN. The complex structure of circuits,
coupled with the substantial number of components present,
makes the perfect identification of all components difficult.
The similarity matching model makes up for this imperfection
by ensuring that key components are inserted properly into the
circuit schematic, even if not properly identified by the CNN.

A human-in-the-loop can also prevent erroneous insertions
from being made.

Despite the capabilities of the GCN system, the wide range
of connections provides a wide range of confidence for each
one. This required all connection confidences to be normalized
using the sigmoid function, with a threshold for determining
a connection either set manually or as the mean confidence
of all confidence values. The sigmoid function can remove
most variances in confidence values; however, the data pro-
duced has a strong left skew and results in high confidence
for all expected connections. This skew may be the result of
the vector representation of connections only having nine di-
mensions, while previous implementations had thousands of
dimensions, leading to unnaturally high levels of confidence.
Such a distribution makes the true confidence threshold hard
to set, with the current manual confidence of 0.99999 being
chosen as a heuristic value. Human-in-the-loop corrections
are likely to improve the current model by lowering variances
through more training data; however, the sigmoid function is
the current necessary stopgap before then. Future work will
likely involve changing the sigmoid function to another for the
sake of more normalized confidence values.

B Conclusion

This CNN-GCN system shows potential in both the iden-
tification of circuit components and circuit connections as a
probing study. The model can identify circuit components,
with missing key components filled in through inference by
a similarity matching algorithm. The inference-based GCN
system used to infer component-level connections is also
promising in detecting erroneous and unlikely connections.
Lastly, this project creates a novel method in the uncommon
practice of PCB to schematic translation as circuits are usually
created from schematics.
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ABSTRACT: Simulating realistic physics in video games often involves mathematical approximations to optimize
performance. Limited computational power forces game developers to simplify physics simulations, as real-time updates require
many calculations each frame. In the case of networked multiplayer games, the physical limitations of data transmission introduce
additional performance-degrading factors like network lag. This paper analyzes common numerical methods for single-player
game physics, including Euler’s methods and Verlet integration, highlighted for their widespread use and illustrative trade-ofts in
accuracy and computational efficiency. A subsequent section discusses techniques employed in network-based multiplayer games
and how game developers overcome data transmission limitations. These techniques are demonstrated through simulations to
explain different lag compensation mechanisms. Finally, we discuss the results and the game contexts where these techniques are
applicable.

KEYWORDS: Embedded Systems, Networking and Data Communications, Multiplayer, Numerical Game Simulation.

B Introduction

Realistic physics in video games makes interactions feel
natural and believable, reducing inconsistencies that could
disrupt gameplay. The effectiveness of video game animation
hinges on smooth renditions of visuals. This rendition rate
for a human visual system is between 30 and 60 frames per
second.! All game animations must be computed, composed,
and rendered in a frame interval. Even with advances in dis-
play systems, game developers tend to target a wide range of
computing platforms with different capabilities. This strin-
gent time frame necessitates the utilization of computational
optimizations and approximations in single-player games. To
balance performance, game developers and physics engine
developers often prioritize certain aspects, sometimes at the
expense of realistic physics. Network-based multiplayer games
create additional challenges because of the physical limitations
of the data transmission and additional queueing delays im-
posed by the data networks.? Other sources of delay can arise
from wireless connections and delay from peripheral interfaces
like keyboards and mice. In addition to rendering challenges,
the integrity and correctness of the game come into play. This
paper surveys various techniques for resolving the identified is-
sues and demonstrates different scenarios through simulations.
It discusses where some of these techniques are employed and
how game developers tend to work around the limitations of
network physics.

® Kinematics and Numerical Techniques

In physics, we encounter problems in kinematics that com-
pute a final position at the end of an interval. In video games
and simulations, game inputs are sampled periodically, and
simulations run in repeated intervals, giving the impression
of continuous motion updates. Closed-form/Analytical solu-

tions exist for the most basic situations. Advanced physical
phenomena need solutions to complex integrals for which it is
extremely hard to arrive at a closed-form solution. Numerical
Integration is a fundamental technique used in game physics
to simulate the motion of objects over time.? It allows game de-
velopers to approximate solutions to differential equations that
describe the physical laws governing the game objects. These
techniques help us simulate the continuous behavior of the
objects using discrete steps. Games utilize these techniques in
small time steps to compute velocity, acceleration, and position.
They effectively predict what happens at the end of every time
step, generating an impression of continuous motion. A typical
time step for 30 frames/second is 33ms (1/30th of a second).
In practice, the time step used for computation aligns with the
refresh interval of the game rendering.’

Given the use of time steps, consider the fundamental 1D
kinematics equations:

Uy =V, +a, At
S, =5 +v, At

Here, v,,,1 is the velocity of the object in the (7 + 1)#5 frame,
v, is the velocity in the previous frame (n£5 frame), a,, is the
acceleration of the object in the nth frame, and Az is the time
step between the frames. Similarly, s,,,; and s, denote the dis-
placements in the corresponding frames. We know from our
first course in calculus that acceleration = dv/dt (rate of change
of velocity in an interval) and velocity = ds/dt (rate of change
of displacement in the interval). Analytically computing these
would involve finding derivatives of these functions. Numeri-
cal integration takes an iterative approach by computing these
variables repeatedly in very small intervals.
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Euler s Methods:

The above set of numerical calculations is called Explicit
Euler’s integration.* It gives a simple set of equations that
allows us to compute velocity and position for each displayed
frame. This method is computationally inexpensive, as output
variables are calculated in a straightforward manner. It gives
accurate results as long as there are no significant variations in
the variables in a short span of time. A C programming code
snippet for Explicit Euler’s integration is shown below.

#include <stdio.h>

floatt=0.0;

float dt = 0.033; // timestep

float velocity = 0.0f; // initial velocity

float displacement = 0.0f; / initial displacement
float acceleration = 10.0f;

int main(int arge, char** argy)

{

/I compute for a journey time of 5 seconds

while (t<=5.0)

{
printf("t = %f, velocity = %f, displacement = %f\n", t, velocity, displacement);
velocity = velocity + acceleration * dt;
displacement = displacement + velocity * dt;
t+=dt;

}

}

Figure 1: Euler’s explicit method. Here is a simple snippet of code
demonstrating how Euler’s Explicit Integration works on computers. It uses
a timestep of 5 seconds to compute velocity and displacement at each frame.

The computation in Figure 1 is discrete in nature, and the
rendered movements may look jerky depending on how fre-
quently the velocity and displacement variables are updated
and the visuals are rendered. Below is a sample output for two
different values of timestep (dt).

t=0.000000, velocity = 0.000000, displacement = 0.000000
t=10.500000, velocity = 5.000000, displacement = 2.500000
t=1.000000, velocity = 10.000000, displacement = 7.500000
t=1.500000, velocity = 15.000000, displacement = 15.000000
t=2.000000, velocity = 20.000000, displacement = 25.000000
t=2.500000, velocity = 25.000000, displacement = 37.500000
t=3.000000, velocity = 30.000000, displacement = 52.500000
t=3.500000, velocity = 35.000000, displacement = 70.000000
t=4.000000, velocity = 40.000000, displacement = 90.000000
t=4.500000, velocity = 45.000000, displacement = 112.500000
t=15.000000, velocity = 50.000000, displacement = 137.500000

Figure 2: Sample output for timestep (dt)= 0.5 seconds. These are the
results when running the loop in Figure 1 for a timestep of 0.5 seconds. At 3
seconds, the velocity is 30 m/s and the displacement is 52.5 m.

t=0.000000, velocity = 0.000000, displacement = 0.000000

t =0.300000, velocity = 3.000000, displacement = 0.900000

t =0.600000, velocity = 6.000000, displacement = 2.700000
t=0.900000, velocity = 9.000000, displacement = 5.400000
t=1.200000, velocity = 12.000000, displacement = 9.000000
t=1.500000, velocity = 15.000000, displacement = 13.500000
t = 1.800000, velocity = 18.000000, displacement = 18.900000
t=2.100000, velocity = 21.000000, displacement = 25.200001
t=2.400000, velocity = 24.000000, displacement = 32.400002
t=2.700000, velocity = 27.000000, displacement = 40.500000
t=3.000000, velocity = 30.000000, displacement = 49.500000
t = 3.300000, velocity = 33.000000, displacement = 59.400002
t = 3.600000, velocity = 36.000000, displacement = 70.200005
t=3.900000, velocity = 39.000000, displacement = 81.900009
t = 4.200000, velocity = 42.000000, displacement = 94.500008
t=4.500000, velocity = 45.000000, displacement = 108.000008
t=4.800000, velocity = 48.000000, displacement = 122.400009

Figure 3: Sample output for timestep (dt)= 0.3 seconds. These are the
results when running the loop in Figure 1 for a timestep of 0.3 seconds. At 3
seconds, the velocity is 30 m/s and the displacement is 49.5 m.

We have more intermediate velocity and displacement val-
ues if we decrease our integration interval (dt) for a given
journey. We can observe (from the figures above) that as dt
decreases (from 0.5s to 0.3s) for a given timestamp, the com-
puted velocity remains the same while the displacement drifts.
Our computation for displacement is an approximation that
assumes velocity is constant over dt. In reality, velocity changes
over the interval dt as acceleration is not zero.

Timestep (dt) (s) Timestamp (s) Velocity (m/s) Displacement (m)
.00 3.00

0.500 3 52.00
0.300 3.00 3.00 49.00
0.100 3.00 3.00 46.00
0.033 3.00 3.00 45.58

Figure 4: Euler’s Explicit Displacements (for t = 3s). The summary of the
highlighted data in Figures 2 and 3 are presented in this table. It displays
velocity and displacement at t=3s for 4 different timesteps.

The closed-form value from kinematics is:
S = vyt + 12at*= 0.5 % 10 * 3 % 3 = 45m for (v,= 0,4t = 3s,a = 10m/s?)

As seen in Figure 4, if we decrease dt to a much smaller
value, our computation approaches the expected value (45m).
Running the computations for a very long time accumulates
significant errors, especially at higher values of dt. A very low
value of dt is desirable, but it makes the computations prohib-
itively expensive and is rarely used in current physics engines.
When acceleration is no longer a constant, Euler’s Explicit
method fails again, as it does not account for another varying
value over time.

Euler’s implicit integration method takes a different ap-
proach to dealing with this issue. It uses the first derivative
and evaluates it at the next time step. The following equations
include the necessary changes.

Upil = Uy + Ayaq At
=5, + U, At

n+l
These equations rely on knowing the future value of the ac-
celeration (i.e., a,,1). Approximating a future value could be
done with mathematical techniques. However, these equations
are costly and prohibitive for a game engine that is respon-
sible for many updates over the frame interval.* As a result,
even though the Implicit Euler Integration method gives more
accurate results, it is not widely used in game simulation. A
hybrid and practical approach to the problem comes from Eu-
ler’s semi-implicit integration.

U, =V, +a, At
§ =5, +0,.q At

n+l

It computes the acceleration at the current fimestep and ve-
locity in the subsequent time step. This method provides a
computationally easy integration with fewer errors than the
explicit method. Euler’s semi-implicit method that uses the
nth frame’s acceleration to calculate the (n + 1)z frame's ve-
locity, which is then used to compute the object's new position.
This eliminates the computationally expensive part (calculat-
ing a,,;) of Euler’s implicit. It also minimizes Euler’s explicit
integration inaccuracies by using v,,,; instead of v,, to compute
position.

Even Euler’s semi-implicit method can lead to error because
we use a rounded value in each timestep.

More specifically, we use our value of a, to calculate v,,4
and use this value once again to calculate s,,,;. Therefore, after
many iterations, the error produced could still deviate from the
true value, posing a problem for those who want to code ex-
tremely accurate simulations.* One second-order method that
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computes velocity differently is called Verlet Integration. In-
stead of Euler’s integration techniques that find velocity and
position, Verlet’s method finds position straight from the ac-
celeration.” Computing acceleration needs a second derivative.
Starting from Euler’s equations, we can arrive at

Spi1 = Syt 0,4t + 1/2a,t?
The velocity could be computed from:
Uy = ($,=5,-1) [ At
The equations could be easily combined to obtain:
Spy1 = 28,—8,_1 + 12a,*

Although this algorithm is straightforward and has low er-
ror, we must use further approximations to find velocity. One
advantage of Verlet integration is reversibility.” We could com-
pute positions and velocities in reverse, which could be useful
for game replays.

Euler’s semi-implicit method performs fine if acceleration
is constant in a given timestep. However, higher-order meth-
ods may yield even more accurate calculations that are rarely
necessary in video game simulations. Games like Grand Theft
Auto, Red Dead Redemption, and The Witcher series use
physics engines that often employ Euler's method for simulat-
ing various physical phenomena.

m Collisions and Approximations

Collisions are key elements in many video games. Some
examples of collisions are when a game object or character col-
lides with a surface or terrain, a bullet collides with an object,
or a character bumps into a wall. A collision is declared when
two bodies intersect or the distance between them falls below
a certain threshold.

Game characters and objects are modeled using simple
geometric shapes called bounding volumes. These shapes
approximate the object's actual geometry, making collision de-
tection more efficient. Some common models are:

1. Axis Aligned Bounding Box (AABB) - rectangular box
aligned with the world axis.®

2. Sphere - sphere in which the object is assumed to be en-
closed. Efficient for collision checks, but overestimates the
shape of the object.

3. Oriented Bounding Box (OBB) - rectangular box aligned
with the object's orientation. It is a more complex, but also
accurate method.®

Object AABB
Object OBB

Figure 5: Bounding boxes. This diagram simplifies how AABB and
OBB bounding boxes work, using a rectangle as the object. With AABB,
the bounding box is aligned with the x and y axes, overestimating the area
bounded. The OBB aligns the box to the rectangle’s tilted orientation and
therefore perfectly matches its shape.

Simple geometries and numerical methods introduce errors
in detecting collisions. It is common to experience incorrect
collisions in games. Sometimes, collisions (hits) are registered
when we feel there is no actual contact; other times, collisions
are registered at a slightly off location. Dealing with a com-
plex geometric shape is a challenging task as well. For example,
when a player encounters a rugged wall, it is costly and often
unnecessary to create a geometrically complex boundary suited
for it. This is one instance where a game developer might use
rectangles to approximate this boundary. In a video game, one
might see this as “glitching” or being able to walk through a
wall in certain areas. Floating-point approximations could also
cause this.

Collisions in games are dealt with in two phases: colli-
sion detection and collision resolution. Collision detection
involves algorithms to check whether any two objects in a
frame have collided. When the number of objects increases, it
becomes computationally intense O (7). For this reason, con-
tinuous collision detection is usually reserved for simulations
that require highly accurate physics.”* Most game engines per-
form a two-phase detection, with the broad phase shortlisting
the potentially colliding bodies and the narrow phase comput-
ing the points of collisions of the bodies in question.”

Collision resolution in video game physics determines how
objects in a virtual world react to a collision. It could involve
repositioning objects and changing their velocities. When two
objects collide, the system must apply constraint-based meth-
ods and rebound forces on them. Sometimes, this introduces
the problem of adding energy to the system, causing many
physical inaccuracies.® One example is when a stationary stack
of blocks collapses on itself because of the continuous rebound
effects applied to these objects.® It is much harder to apply
dynamic equations and render a visually pleasing game with
limited computing resources. Much like the integration tech-
niques explained previously, collision detection techniques get
complex quickly as we approach a realistic outcome.

B Fluid Motion

Fluids are often difficult to simulate in video games because
they constantly change shape and flow, unlike rigid objects.
One way to approach simulating realistic fluids in physics is
by treating them as a system of particles. Each particle is con-
trolled by an algorithm that calculates its velocity, position, and
its interactions with other particles.” However, a high compu-
tational ability is required to maintain the physical accuracy of
these methods. Another approach to this problem is to treat
the fluid as a grid of cells and use each cell to store the proper-
ties previously calculated by the particle algorithm. By applying
fundamental equations (like the Navier-Stokes equation) to
the cells, the system can handle interactions and behaviors of
fluids.” Sprites (2D animations) are commonly used for large-
scale simulations like oceans/water surfaces. Getting a realistic
effect is a challenge when dealing with the rendering of fluids.

Network Physics and Multiplayer Games:
On modern-day networks with fiber optic cables, data
transmission happens incredibly fast, almost at the speed of
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light. However, the electrical signals that carry data undergo
attenuation, experience propagation delay, and may experience
interference when traveling over long distances. These factors
constrain how fast data can be reliably transmitted over a net-
work. Network latency (lag) in games is the time to send a
user’s input to a remote server and receive a response.’” In a
multiplayer game over a network, latency poses a considerable
challenge for conducting smooth gameplay. If a player on the
West Coast of the United States interacts with a server on
the East Coast, there is a theoretical minimum latency of 25-
30ms, but more like 40ms in the best case. It is also important
to note that additional latencies arise from device performance,
network congestion, wireless networks, security protocols, and
network protocols such as routing.!

e Multiplayer Games and Authoritative Server:

Authoritative servers arbitrate gameplay among multiple
players. They are essential for maintaining fairness, consisten-
cy, and security in multiplayer games. They serve as the single
source of truth, ensuring all players experience an identical
game world. By validating player inputs and enforcing game
rules, servers prevent cheating and provide a level playing field.
For instance, a server can prevent a player with a game mod
that could set a car's speed to an unrealistic level, maintaining
the integrity of the game.

*  Simulating Client, Server, and Network Lag:

A simulation is developed in JavaScript and HTML to
demonstrate the effects of network lag between game clients
and the server. The core simulation consists of one or more
client instances (running in their own threads). For the sake
of simplicity, the round-trip network latency is configured
as a property on the client (client_network_lag). The server
component runs in its own thread. A shared buffer is used
to communicate the input state from the client to the server.
Client enqueues inputs to the shared buffer with a msg_pro-
cess_time equal to the current time + client_network_lag. The
server dequeues messages from the shared buffer when the
current time is greater than or equal to the msg_process_time.
The server is designed to process inputs and send updates pe-
riodically at a configurable refresh rate. The pseudo-code in
Figures 6 and 7 summarizes the client and server loops for a
game that involves firing a cannon in the air.

Client Loop
{
Initialize velocity and firing angle of the cannon.
do {
Compute (x,y) position of the cannon
msg_process_time = cur_timestamp+client_network_lag
Enqueue {msg_process_time, position(x,y)} to the shared buffer
Check for server world updates
Render world
sleep(x)
} until end
}

Figure 6: Simulating the client loop. This figure highlights the process
that the client executes before rendering the frame. The client loop computes
position and a process time (for simulated network connection). It enqueues
these two inputs to the shared buffer with the server. If the server sends out a
word state, it will render it.

Server Loop
do
For all clients {
Check for new inputs in the shared buffer
Process inputs if it is time ( if cur_time >= process_time)
Validate inputs
Enqueue world state to all clients
Sleep until next refresh time

}

Juntil end

Figure 7: Simulating the server loop. This figure demonstrates the process
the authoritative server executes. The server loop checks the shared buffer for
new inputs and processes them if the process time has passed. It validates the
inputs and sends the world state to all clients.

The simulated client and server acting in lockstep is a very
naive implementation and is rarely used by game developers.
Here, the client sends inputs to the server and waits for it to
update its state. This involves a round-trip delay to the server
before the client renders its new state. We will analyze the ren-
dering from both the client’s and the server’s point of view. In
reality, the server is not in the business of rendering. We catch a
glimpse of the server state through hypothetical server screen-
shots. These simulations are repeated for both turn-based and
multiplayer racing games.

e Multiplayer Turn - based Game:

Consider the case of a two-player turn-based game like
Scrabble or Darts. An authoritative server maintains the game
state. In this scenario, each player interacts with a remote server
in the following manner:

* The players send inputs to the server

* The server receives inputs, validates them, and sends them

back to all the players

* The players render the game world after receiving the up-

dates from the server.

Let us simulate this by considering the case of players firing
a dart (cannon) in projectile motion, attempting to hit a target
one after another. The figure below is a simulation of the client
and the server receiving state packets over the network.

PLAYERALag= 250 ms-

Server view - Update 3 times per second

Figure 8: Visualizing state update arrivals on client and server. Here, both
Client and Server are in lockstep synchronization, characterized by the server
rendering faster than the client. Lag is set at 250 ms for Player A, and the
server refresh rate is set to 3 updates per second.

The client and the server trace the trajectories of the can-
nonball. Each dot in the figure represents the arrival of a state
update packet containing the (x,y) position of the object. The
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gaps (spacing) between the dots correspond to the latency as
the receiving entity processes the data. The figure shows that
the spacing between the client’s dots is almost identical to the
server's. However, the client’s state is updated upon receiving
the world state from the authoritative server after some net-
work delay.

The simulation depicts a couple of important points:

* A constant lag value simulates the reception and process-
ing in perfect periodic intervals.

* The client is behind the server in terms of updating the
state. In other words, the client follows the server, and the net-
work latency between the client and the server governs the
rendering experience.

Server view - Update 3 times per second

.
[

Last acknowledged input: Player 0: #294

Figure 9: Simulating random latency (10 -500ms). This is the server view
for a client with a random lag value set. Each dot represents a packet arrival.
The nonnon-uniform spacing of the dots is characteristic of a non -uniform
network latency.

In reality, network lag is never constant in magnitude. Let’s
simulate applying a random latency between 10 and 500 ms.
As shown in Figure 9, the time interval between the network
packet arrivals is no longer uniform. If the client renders the
state immediately upon the arrival of state update packets, the
non-uniform spacing of arrivals could result in infrequent and
jittery rendering, leading to a poor player experience.

*  Dejittering Buffer:

A common solution to this problem is a de-jittering buffer
on the receiving end. A de-jittering (delay) buffer absorbs vari-
ation in network packet arrivals. This means that if the packet
arrives at the client at time t0 and the duration of the de-jit-
tering buffer is, say,  ms (de-jittering delay), the packet will be
processed after 7 + d ms. This smooths the game experience as
updates could be delayed and rendered constantly, even if their
arrival has variable delays. The side effect of this technique is
that the de-jittering of the delay offsets the client’s render-
ing of the game. A decent de-jittering buffer would be useful
in scenarios where smooth playback is essential. For example,
while watching a TV show on an on-demand streaming ser-
vice, the playability of the video depends on how frequently
the frames are processed and rendered. If the media packets
are rendered aggressively as they come in, there is a possibility
of running out of them at times (underflows) when there are
network hiccups. However, a very minimal de-jittering buf-
fer is advised in a scenario where getting real-time updates is
crucial, like a first-person shooter game. Such a game is not
playable with significant network delays. A delay buffer of 500

ms is reasonable for turn-based games.

B Multiplayer Racing Game

Let us now consider a simple case of a multiplayer racing
game in which two players are connected to the authoritative
server and synchronized periodically on a server refresh inter-
val (in a lockstep manner). The simulation is now adjusted to
demonstrate the client and server views as the game progresses.

Setup:

Player A (green car) and Player B (red car) are racing to
the right from the start position. Each player's network lag
(round-trip time) to the server is slightly different. Let’s as-
sume Player B has a larger lag of 250ms, and Player A has a lag
of 150ms one way to the server.

150 ms Server tick 33 ms

250 ms

0ms

150 ms ----

250 ms -

283ms |

433 ms

§33fe: T T e eeenses i

Figure 10: Network events in a racing game. The players report their
position to the server, and their inputs are validated after input from both
players is received. The server sends the world state to both clients, who then

apply and render it.

Even though both clients receive the data at different times,
the cars trace the same path, and there will be no discrepancies
in determining the winner. The server view (state) is slightly
ahead of the clients’ views. The clients are not in perfect sync
because of differences in network characteristics. However, the
clients render the game state and progress without losing in-
formation.

PLAYER A - GREEN Lag = 150 ms Prediction () Reconciliation (J Interpolation

§ > |
(Lol — [

Server view - Update 30  times per second

F >- |
. —0- [

PLAYER B - RED Lag = (250 |ms (JPrediction - (JReconciliation - ( Interpolation

y - [
() ew—ry ‘
X

Figure 11: Racing simulation with lockstep. In the visualization of the
diagram before, Player A (green car) has a lag of 150 ms, and Player B (red
car) has a lag of 250 ms. All clients are in lockstep, so both Player A and Player
B are perfectly in sync.

If we pay close attention to Figure 11, we see that the up-
dates happened in the following order.

* Server

* Player A is a client with a shorter (150ms) lag.

* Player B is a client with a larger (250ms) lag.
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Network latency is still a challenge in this scenario, as it takes
significant time to synchronize the server and client. A large
network latency for one client ruins the game for all the clients,
once again worsening the game's playability.

B Working Around Lockstep Delay

The following techniques are commonly employed to
improve the game experience and avoid the latency issues in-
troduced by a player with a bad network.

Client SideSide-Prediction:

Client-side prediction is a technique that aims to reduce the
perceived latency and improve the game experience. With cli-
ent-side prediction on, the client will use the inputs (velocity,
old position, time step) to locally compute their new position
and immediately apply it to themselves. They still send their
inputs to the server, which computes and sends out the world
state. Once the world state is sent out, the client has to accept
the server’s state. This could mean returning to a position the
client has already traversed.

An abrupt correction is sometimes necessary if the cli-
ent-predicted state and the server state deviate significantly.
This is noticeable in gameplay, where an object moves forward
and suddenly returns to a prior position. Visually, this causes
a jarring effect as it could confuse the player regarding their
position.

It is especially troublesome in shooting games where the
client's location is very important. If the perceived location is
not equivalent to the true location processed by the server, the
game experience could suffer. To escape this jarring effect, an-
other technique called reconciliation is employed.

Client Side Prediction (with reconciliation):

Reconciliation attempts to deal with the abrupt adjust-
ments to the client’s state. This is accomplished by tracking
the predicted states in a buffer and reconciling them with serv-
er-reported states. If a server-reported state is already close to
what the client saw, the server update does not affect the client
(no rendering changes). With this technique, the client accepts
the state changes from the server and re-applies its stored in-
puts to maintain the continuity of the predicted state, thus
allowing it to render faster when there is no deviation.

Authoritative ‘

‘\ Client ] ‘ Sorver

Ir

np1,
Inp1 x
. S,

Inp2 | Inp1

ot

G
Re-apply
inputs

Figure 12: Tracking inputs with reconciliation buffer. This figure depicts
the timing of input events to the server. The client stores the predicted
states(Inp1 and Inp2) in the buffer shown on the left. The ST (state update)
message from the server arrives later. The client reconciles the ST message,
recognizes that Inp1 has already been locally rendered, and proceeds to reapply
other predicted inputs.

In our simulation, if reconciliation is turned on for the client,
the client predicts and renders its state without delay and up-
dates the velocities and positions. It then sends this data to the
server, validating the inputs and sending the world state to the
clients. However, if the state (position, velocity, etc.) sent out by
the server is one that the client already has close to the client’s
predicted state, the update is applied seamlessly.

PLAYER A - GREEN Lag = 150 |ms Prediction @ Reconciliation & Interpolation ©)

. b |
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Figure 13: Prediction and reconciliation for Player A/B. Both cars have
a lag of 150ms, and client-side prediction and reconciliation are enabled for
both Player A and Player B. Each player renders their own car at a faster rate
than the server.

Notice in Figure 13 that Player A (top section) renders his
object faster than the server (middle section). There is no jar-
ring effect since the inputs the server has validated are already
traversed by the client and don’t cause any disruptive impact
on rendering.

However, we see that reconciliation only fixes the problem
for oneself. It does not render another client’s entity at a faster
rate. This could quickly result in problems if there is enough
lag to cause a discrepancy in who the winner is. To mitigate the
effects of this problem, game developers may use the reconcil-
iation buffer as a sort of de-jittering(delay) buffer to minimize
the drift between oneself and the other players. A client may
use different techniques, like interpolation (discussed below),
to smoothly transition from the locally predicted state to the
server-computed state.

Reconciliation is a great technique in first-person shooter
games like Counter-Strike, Call of Duty, etc. Fast-paced games
like these need frequent computations that could overwhelm
the network. Using client-side prediction with reconciliation
improves the responsiveness of these games in the face of net-
work latency. These games also use reconciliation to ensure fair
gameplay and prevent exploits. In games that require complex
and accurate physics simulations, reconciling states becomes
extremely cumbersome. Developers may avoid local client
computations and lean towards waiting for server updates.

Interpolation:

Interpolation is a technique for predicting a user’s inter-
mediate path of motion using given inputs. Let us consider
the first case where interpolation might be used. To smoothly
render another client’s motion, we must effectively “guess” the
path taken. This relates to the different integration techniques
in kinematics previously discussed for single-player games.
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When player A receives discrete packets of information
about player B, interpolation predicts what values could have
come in between to create the illusion of a continuous and pe-
riodic arrival of packets.

Moreover, interpolation could be helpful in scenarios where
the server is temporarily down or the client does not have a
good connection with it. By guessing the player's path based on
inputs, the game will not shut down with a temporary loss of
connection. Essentially, interpolation allows the game to sim-
ulate a live connection for small periods of time, even when an
actual connection is not present.

A straightforward case to interpolate in one dimension is
shown below.

interpolated displacement = x, + (x;-x, )( rendering timestamp - £,)/( #,-4,)

The interpolation code fragment takes two positions (x, x,)
and their corresponding timestamps (t, t,) and interpolates
an intermediate position at the rendering timestamp likely to
be on the path between x; and x,. As discussed in the kine-
matic integration techniques, this simple equation grows far
more complex when we have to deal with more variables, such
as two-dimensional motion, air resistance, variable forces, and
collisions, that can cause the entity to deviate from the predict-
ed path.

Now that we have established the basic methods game
developers use to render multiplayer objects and their com-
plexities, let us discuss two techniques often used to deal with
these common problems.

Deterministic Lockstep:

(Note here that Deterministic Lockstep is slightly differ-
ent from Lockstep Synchronization mentioned previously).
Players calculate and send out all their ‘inputs’in deterministic
lockstep.’ Once every player has these inputs, each player will
apply them to their game, leaving all players with the same
frame at the same time. This method is bandwidth efficient
as only game inputs are passed around the network. The state
computation is performed on every player’s device. However,
this deterministic process has certain drawbacks. If the various
clients' hardware differs, their floating-point state computa-
tions could drift over time."* The inputs are expected to be
received in the same order over the network as they are sent. If
packets are sent on a lossy network, adaptations must be made
to the game to ignore lost packets and move on to the next
available state.

Snapshot Interpolation:

Snapshot interpolation is a method of taking a ‘snapshot’of a
user’s state, containing all relevant information like orientation,
position, etc., and sending it to other players. The snapshots
are queued in an interpolation buffer and are used for render-
ing. Snapshots don't need to arrive in lockstep. For example,
information from two snapshots could be used to interpolate
the player's path in between those snapshots.”> While this
technique is inaccurate, it fits well for large player counts. To
accomplish smooth rendering, the snapshot interpolation buf-
fers up snapshots rather than instantly rendering them.

B More Challenges

Through simulations and scenarios, we have analyzed how
networked multiplayer games are affected by network lag.
However, this problem grows more complicated as we intro-
duce a different type of game, including the concept of a target,
a common theme in first-person shooter games. When we take
our most basic case, a person is shooting at a moving target,
and we don’t have to account for the time of travel of the bullet.
For the server to deal with this type of lag, it must essentially
‘traceback’ the position of the target to when it was first shot.

When we move from a rifle to a cannon, the trajectory now
has a significant time and shape.” Let us take the case where
the client is firing a cannon to hit a target. Once the client fires
the projectile, this data must be sent to the server. However, the
trajectory has partially been completed by the time it reaches
the server. Therefore, many servers use two techniques - look-
ing into the past and staying synchronized in the present.” By
keeping track of the time it takes for the client to send data to
the server, they can trace back the path it has already traveled,
checking to see if the projectile has collided with the target.
If this check fails, the server can synchronize with the client
and complete the rest of the trajectory.” These calculations in-
clude mathematical approximations and often do not account
for factors such as air resistance and air density. They often use
straight trace lines to approximate the path of the trajectory to
see if the collision occurred, while in reality, the path traversed
could be a parabola.

B Conclusion

This paper has explored how approximations are used to
simulate the physics of animated objects in video games ef-
fectively and realistically. Through this analysis of simulations,
we can see that the physics of our current games is far from
perfect. Features like Virtual and Augmented reality require
more computations, necessitating better approximations and
efficient calculations. While we might have the tools to make a
very computationally costly, highly accurate physics simulation,
this is often unnecessary for many video games. Instead, the
challenge comes in determining which aspects of physics are
vital and what compromises and tradeoffs must be made to
best suit the type of game. Numerical methods like the ones
discussed above could introduce errors that get magnified over
time. Game developers use various simplified physics models
and constraint-based dynamics to restrict the domain of the
object’s positions and ensure certain stability. Developers take
creative liberties, often sacrificing physical laws in the pro-
cess. Within multiplayer games, developers may use different
synchronization techniques in the face of network lag. As dis-
cussed, there are benefits and drawbacks of different techniques
like client-side prediction, reconciliation, and interpolation.
With each technique comes a different tradeoff that one must
strategically optimize so that the game runs as smoothly and
efficiently as possible. Game development that involves physics
is about balancing realism with reality.
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ABSTRACT: Females have historically been overlooked in research, including studies investigating the role of the medial
prefrontal cortex (mPFC) for learning and memory. However, emerging research challenges these beliefs by revealing sex
differences in gene networks in the mPFC for cognitive processes. The mPFC is an important part of the brain that mediates
many cognitive functions and combines inputs from other regions of the brain. There are sex differences linked to gene networks
involved in synaptic plasticity within the mPFC. In synaptic plasticity, genes like brain-derived neurotrophic factor (BDNF) and
N-methyl-D-aspartate (NMDA) receptor show sex-specific patterns. This review discusses the sex differences in gene networks
regulating synaptic plasticity within the mPFC for learning and memory. Some key pathways that affect this are glutamatergic
signalling and hormone regulation. Some researchers have shown that females exhibit enhanced glutamatergic transmission in the
mPFC compared to males. However, the differences in gene networks between males and females in learning and memory remain
poorly understood. It is important to expand sex-specific research to gain a comprehensive understanding of the interactions in

different brain regions and their implications for learning and memory.
KEYWORDS: Behavioral and Social Science, Neuroscience, BDNF, Glutamate, Hormones, Dopamine, NMDA.

B Introduction

The importance of research on sex differences in the brain
has often been underestimated over the past decades, with a lot
of research just focusing on males. In recent years, our knowl-
edge about sex differences and their impact on learning and
memory has grown tremendously. However, the understanding
of how sex differences in gene networks contribute to learning
and memory in the medial prefrontal cortex (mPFC) remains
unclear. Moreover, understanding sex-specific gene networks
in the mPFC can give us more insights into how to deal with
disorders, such as depression, autism spectrum disorder, and
Alzheimer’s disease, which show distinct patterns between
males and females.™?

The mPFC plays a critical role in regulating learning and
memory in the brain. Previous studies suggest that the mPFC
is also necessary for the formation of recent memories. They
demonstrated that specific inhibition of the N-methyl-D-as-
partate receptor subtype 2B (NR2B) subunit within the mPFC
disrupts the expression of newly acquired trace-conditioned
memories.® A significant role in synaptic plasticity is the NR2B
subunit, which is a component of the NMDA receptor and a
type of glutamate receptor essential for learning and memory.
Brain-derived neurotrophic factor (BDNF) plays a critical role
in supporting synaptic growth and plasticity. Studies suggest
that female subjects have higher BDNF in the prefrontal cortex
(PFC), which may suggest that BDNF could influence synap-
tic plasticity and cause sex differences.* Sex differences in gene
expression and networks in the mPFC influence key processes
like synaptic plasticity — the ability of synapses to strengthen
or weaken in response to activity. It is believed that long-term
potentiation (LTP) and long-lasting depression (LID) have

long-lasting effects on learning and memory.® LTP refers to the
strengthening of synapses, whereas LTD is the reverse of LTP
and occurs when individual synapses are activated in isolation.
Previous study suggests that LT'P and LTD have the properties
needed for memory formation. This is because memories are
formed quickly, so they must be represented as some alteration
in the function of neuronal circuits. A study suggests that LTP
and LTD are the only enduring circuit changes that can occur
rapidly enough.®

Furthermore, studies suggest that sex hormones or steroids
can modulate the activity of BDNEF, which may account for
sex differences. Sex hormones such as estrogen, which promote
LTP and learning, and testosterone are key chemical messen-
gers.” Significant sex differences can also influence learning
and memory formation during stress and fear conditioning.”
Studies suggest that stress evokes sex differences in certain
tasks, and these differences are mediated by interactions be-
tween stress and sex hormones.® They also suggest that females
perform better in verbal learning, while males perform better in
spatial learning; differences may be due to estrogen in females.”

This review aims to explore the current literature and previ-
ous studies on sex differences in gene networks and how these
networks may influence learning and memory. It will focus on
the sex differences in BDNEF, glutamate, and dopaminergic
pathways in synaptic plasticity in the mPFC. Furthermore, this
review also highlights the need for more research into sex-spe-
cific studies in the future.

© 2026 Terra Science and Education
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B Discussion

BDNEF in Synaptic Plasticity and Sex Differences in Learn-
ing and Memory:

e The Role of BDNF and Synaptic Plasticity:

Brain-derived neurotrophic factor (BDNF) is a member of
the neurotrophic family that plays an essential role in sever-
al neuronal activities that regulate synaptic growth, plasticity,
and other cognitive functions. Changes in brain development,
synaptic dysconnectivity, and failures in neuroplasticity may be
triggered by alterations of neurotrophic factors like BDNF at
the protein and gene level. Development of LT'P and memory
may benefit from the increased expression of BDNFE.? With
support from previous studies, it is hypothesized that sex hor-
mones or steroids can alter the activities of BDNF, which may
explain its functional discrepancy in different sexes.* Estrogen
increases BDNF levels, which are related to greater synaptic
spine density in the PFC. Increasing synaptic spine density
can enhance memory function and cognition.’® Furthermore,
studies have shown that there are molecular mechanisms un-
derlying learning in the mPFC, and the regulation of BDNF
over other genes is linked to plasticity.*" This section of the
paper explores BDNF in synaptic plasticity and its sex dif-

ferences in the mPFC, which influence learning and memory.

e Sex differences in BDNF levels:

According to a study published in 2017 by Wei, males and
females have different BDNF levels in the mPFC.?> The
study suggests that females have higher levels of BDNF in
the PFC than males.’* However, the levels fluctuate across
the reproductive cycle, during pregnancy, and menopause.
In female rats, the depletion of estrogen after ovary remov-
al significantly decreases BDNF mRNA levels, which can be
partially restored by estrogen replacement. Estrogen enhances
activities like transcription and translation of BDNF in activ-
ity-dependent plasticity.”? In addition, the study suggests that
estrogenic regulation of BDNF signalling is sex specific as the
expression of estrogen receptors is sexually dimorphic, which
means the difference between individuals of different sexes in
the same species. Adult male rats with a lack of testosterone
show an increase in BDNF immunoreactivity and potentiate
synaptic transmission.”? Estrogen depletion in females leads
to decreased BDNF expression, indicating estrogen stimulates
BDNEF signalling in females, whereas testosterone inhibits
BDNEF signalling in males. In contrast, males have higher
levels of testosterone, which can be converted into estrogen
through a biochemical process called aromatization, which
is facilitated by the enzyme aromatase and converts testos-
terone into estradiol.” More importantly, testosterone can
directly influence BDNF signalling through androgen re-
ceptor independent of estrogen production.’? Results from a
previous study suggest that hormones produce rapid activa-
tion of TrkB receptors, which are receptors for BDNE, which
is known to promote LT'P. Another study has proposed that a
type of estrogen, estradiol (E2), enhances synaptic plasticity
and neuroprotection by increasing BDNF transcription and
encouraging TrkB receptor activation.15 Their differences are
summarised in Figure 1.

o Androgen @)
® g = ey Y
. Recepmr\_\
Estrogen __|
Receptor ER R
\ BDNF gene BDNF gene /
\ A ¥ b S t
l BDNF l
TrkB TrkB
BDTF 1 BDNF |
LTP Impair LTP

Estrogen vs Androgen signaling

Figure 1: On the left side, estrogen binds to the receptor (ER), which
enhances the BDNF level. TrkB is the receptor for BDNF. This shows
estrogen promotes synaptic plasticity, especially long-term potentiation (LTP)
in the mPFC. On the right side, androgen signalling is shown. When high
levels of androgen bind to the receptor (AR), it lowers the BDNF level, which
leads to impaired LTP. Therefore, this shows that there is a sex difference in
BDNF levels.

»  The Influence of BDNF on Learning and Memory:

The higher BDNF levels in females contribute to verbal
tasks and decision-making under changing conditions. Since
BDNEF is important for LTP and BDNF helps the growth
of dendritic spines, females have an advantage in these tasks
due to enhanced LTP and dendritic synaptic plasticity in
the mPFC.* It is suggested that dendritic spines are crucial
for neural plasticity, and there is increasing evidence that the
mechanisms underlying learning and memory involve den-
dritic plasticity. The increased BDNF levels in females are
associated with increased dendritic spine density and synap-
tic plasticity, which can enhance cognitive function, including
learning and memory.’® Synaptic plasticity plays a part in
memory processing and has a role in mediating the acqui-
sition, consolidation, and retention of memory. It has been
demonstrated that estradiol increases both dendritic spine and
spine synapse density in the mPFC of non-human primates."”
A study by Frankfurt and Luine has investigated the relation-
ship between estrogen, recognition memory, and dendritic
spine density in the mPFC and hippocampus, which are crit-
ical regions for memory, across the lifespan in female rodents.
Estradiol increases dendritic spine density in the hippocam-
pus and mPFC, which increases memory performance.!’
Furthermore, neuroimaging studies have demonstrated direct
associations between sex steroid hormones and the memory
circuitry.’® Population-level studies suggest that estradiol lev-
els fluctuate across the menstrual cycle and can correlate with
verbal memory performance.’® There is evidence that chronic
stress impairs BDNF in male mPFC but may have less effect
in females; estradiol contributes to this sex difference, which is
why females are more resilient to stress than males."”

Glutamate in the mPFC: sex differences and implications for
learning and memory:

Studies have demonstrated sex differences in glutamate
levels and receptor gene expression in the PFC, with females
exhibiting increased glutamatergic transmission in the mPFC
compared to males.?** Within the mPFC, two key gluta-
mate receptor subtypes — N-methyl-D-aspartate (NMDA)
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and a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) receptors — play crucial roles in synaptic plasticity
and long-term potentiation (LTP), both modulating learning
and memory processes. The neurotransmitter glutamate is
released into the synapse and binds to NMDA and AMPA
receptors.

Through GluN2B-containing NMDARs, it direct-
ly activates protein kinase and triggers LTP. Through
GluN2A-containing NMDARs, which activate protein kinase
and trigger the downstream signalling that mediates LTP ex-
pression. NMDAR and AIMPAR act as a gate to let Na" and
Ca* into the cell.”? This is shown in Figure 2. This suggests
that NMDAR and AMPAR are important for synaptic plas-

ticity.
Presynaptic

s \\:

GIuN2A

’
GIuN2B
Protein Kinase (PKA)

J

- LTP and LTD

Figure 2: The role of NMDA and AMPA receptors and subunits on
synaptic plasticity, LTP, and LTD. This shows that NMDAR and AMPAR
are important for LT'P and LTD.

Postsynaptic

Many forms of LTP and LTD depend on NMDA receptor
activation and result in an increase in the postsynaptic Ca®*
concentration. Studies have tested acute stress impacts on
female and male mice and indicate that females have more
glutamatergic neurotransmission compared to males, espe-
cially an increase in NMDA and AMPA receptor-mediated
neurotransmission.” Sex differences in AMPA and NMDA
receptor signalling, and differences in long-term potentiation
in the glutamatergic system have been observed.”” In NMDA
receptor gene expression, the balance between GluN2A and
GluN2B subunits may change the significance level for post-
synaptic responses. Researchers believe that an increase in
the GluN2A or GluN2B ratio enhances the I'I'D induction,
whereas a decrease in the GluN2A or GIuN2B ratio reduc-
es TD induction. Evidence suggests an association between
sex differences in TP and LTD with NMDA receptor sub-
units, due to their roles in establishing long-term memory.?*
A previous study investigating cocaine craving in males and
females suggests that the molecular mechanisms are differ-
ent in females versus males. Their results suggest that cocaine
craving is similar between sexes. However, female mice exhibit
higher NMDA ratios compared to male mice, which indicates
that the GluN2B subunit expression is higher in the mPFC
in females compared to males. Furthermore, female mice have
higher levels of glutamate and lower release compared to male
mice.” Effects have been observed for GRIN2B expression
within the mPFC from the analysis of the investigation, which
indicates that males have a greater decrease in GRIN2B ex-

pression than females during relapse testing. The study shows
that the development of cocaine-craving in females is faster
than in males, which further indicates that the GRIN2B gene
expression differs between males and females. In AMPA
receptor gene expression, females exhibit higher levels of
synaptosomal GluA1 and GluA2 in the mPFC compared to
males, which indicates that there is greater synaptic AMPA
subunit expression at the synapses, which could potentially
contribute to spine size and increase glutamatergic transmis-
sion in females.?

Studies that investigate differences in cognition and synaptic
plasticity during fluctuation in female hormones suggest that
sex hormones can influence aspects of glutamatergic transmis-
sion.?>* Moreover, memory is associated with the increase of
spine density, and spine density has increased after the admin-
istration of estrogen in the PFC. Androgen can also increase
spine density in the PFC, but with less effect compared to es-
trogen. Furthermore, studies show that NMDA receptors in
the mPFC to hippocampus pathway play a role in encoding
of associative memory for object and place, and the retrieval of
this memory relies on AMPA receptor-mediated neurotrans-
mission.?>?%28

However, some studies also suggest that overactivation of
NMDA receptors can trigger excitotoxicity, which impairs
synaptic plasticity and affects learning and memory.* % Fur-
ther research and investigation are needed to fully understand
this.

Dopaminergic pathways in mPFC: sex differences and impli-
cations for learning and memory:

The dopaminergic system plays a key role in neuromodula-
tion, which includes the involvement of dopamine. Dopamine
is a neurotransmitter that exerts its actions through binding
to G protein-coupled receptors. In recent years, studies sug-
gest that dopamine can modulate the dendritic excitability of
prefrontal neurons, hence controlling higher cognitive func-
tions.*® Dopamine- and cAMP-regulated phosphoprotein
of Mr 32 kDa (DARPP-32) is a key signalling molecule in
dopaminergic pathways, which integrates dopaminergic and
glutaminergic transmission.*!

Establishing the role of dopamine in synaptic plasticity may
help understand its function in mPFC-dependent memory.*
Studies suggest that dopaminergic systems influence synaptic
plasticity in the PFC because of their major role in cognitive
function. Dopamine terminals are mostly located in layers V
and VI of the prelimbic and anterior cingulate areas. The close
proximity of hippocampal and dopamine terminals in the
PFC targeting the same dendrites in the prelimbic area sug-
gests dopamine can control hippocampal-prefrontal synaptic
strength.’® % The preferred location of D1 receptors (D1R)
supports postsynaptic mechanisms, which indicate that there
is a role of D1 receptors in synaptic plasticity and memory
processes,* for example, D1 receptor activation can enhance
LTP via the cAMP.

PKA cascade.®> However, an overstimulation of D1 recep-
tors disrupts the effects of dopamine on synaptic plasticity at
hippocampal to PFC synapse, an intact mesocortical, which
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is the neural connection between the ventral tegmental area
(VTA) and the frontal cortex, dopaminergic input to the PFC
is necessary for LT'P to occur at the synapses and can facili-
tate the induction of LTP. Studies have shown that dopamine
interacts with the glutamate system to regulate synaptic plas-
ticity.*** According to in vivo studies on anesthetized rats, it is
suggested that dopamine modulates the efficiency of NMDA
receptor-dependent LTP induced at hippocampal to PFC
synapses.* Dopaminergic modulation can enhance NMDA
receptor-mediated responses and decrease non-NMDA re-
ceptor-mediated responses; therefore, the ratio of NMDA and
non-NMDA components in the transmission determines the
action of dopaminergic modulation.®

Studies suggest that there are higher dopamine levels in
female mice than in male mice in the PFC.3% In mice pre-
limbic and infralimbic cortex, females have a higher number
of D1R and a lower number of D2 receptors (D2R) com-
pared to males. As a result, females show a greater D1R to
D2R ratio from adolescence to adulthood.’” Moreover, the
mRNA levels of DARPP-32 have increased in the PFC of
male Toll-like receptor-4 (TLR4) knockout (KO) mice com-
pared to male wild-type mice. Furthermore, the study suggests
that there are sex differences in DARPP-32 expression in
the PFC, as the levels are higher in female mice than in male
mice,*® which suggests that it promotes synaptic potentiation
in DARPP-32 KO mice. The study shows that it is important
for the induction of both LTP and LTD.? In addition, sex
hormones interact with each other and have a distinct impact
on dopamine neurotransmission, shaping cognitive function in
adolescence and adulthood. Some effects of sex hormones are
seen in schizophrenia, suggesting a possible role for sex hor-
mones in influencing risk for psychiatric illness via modulation
of dopamine transmission.”

Dopaminergic innervation in the PFC plays a major role in
working memory. However, dopaminergic loss in the PFC can
lead to a deficit in the performance of working memory tasks
in monkeys. D1 receptors are identified as the main regulators
of working memory in monkeys.*® In addition, they suggest
that even though dopamine is essential for the maintenance
of internal visuospatial representations, excessive release of do-
pamine or D1 receptors within the PFC will impair working
memory performance.®® A previous rodent study has shown
that if either D1 or D2 receptors are blocked, this can impair
rodents from switching from one strategy to another in a cross-
maze, leading the number of errors to increase. This suggests
that D1 and D2 receptors regulate learning to inhibit a learned
response.® A study has shown that activation of the cAMP/
PKA signalling pathways by dopamine at D1 receptors is nec-
essary for working memory.*> Moreover, the PFC is supplied
by dopamine axons that modify PFC function via the D1R
and D2R. Studies have shown that blocking D1 and D2 re-
ceptors in the PFC impairs learning of new stimulus-response
associations and cognitive flexibility, but not the memory of
familiar associations.***! Many studies have revealed that do-
pamine neurons may play critical roles in neural mechanisms
underlying reward-based learning. “*** Dopaminergic neurons
are excited by rewarding events; these dopaminergic respons-

es transfer from primary rewards to reward-predicting sensory
cues. There is a rapid release of dopamine with the reward-pre-
dicting signals of dopamine neurons during associative
learning.® The study suggests that variation in the DARPP-32
encoding gene, PPP1R1B, is associated with emotional learn-
ing. This is because DARPP-32 integrates dopaminergic and
glutaminergic signalling, and emotional learning involves both
dopaminergic and glutaminergic interaction, which implies
that DARPP-32 influences emotional learning.*

B Conclusion

In this research, I have delved into the BDNE, glutamate
system, and dopaminergic pathways. Figure 3 illustrates the
pathways of neurotransmitters and genes between synapses in
the PFC. There are sex differences in gene networks affecting
synaptic plasticity in the mPFC and which will cause different
impacts on learning and memory.

Glutamate

Dopamine

Protein Kinase (PKA)
S parep-a2

Figure 3: This figure illustrates the pathways of neurotransmitters and genes
between synapses in the PFC. BDNF will bind to the TrkB receptor, which
will lead to LTP induction. The neurotransmitter Glutamate will bind to
NMDA and AMPA receptors, which activate the protein kinase and mediate
LTP expression. Dopamine triggers D1-D5 receptors and activates protein
kinase and the gene DARPP-32, which again mediates LTP induction.

In previous paragraphs, I have explored the BDNF levels in
the mPFC, and females have higher levels of BDNEF, which
contribute to verbal tasks due to enhanced I'T'P and dendrit-
ic synaptic plasticity in the mPFC.' Synaptic plasticity also
plays a key role in memory. In postmenopausal women, lower
plasma BDNF levels can lead to worse memory performance
and altered function in working memory.’® There are sex dif-
ferences in glutamate levels and receptor gene expression in the
PFC. Within the mPFC, NMDA and AMPA receptors play
an important role in synaptic plasticity and TP, which mod-
ulate learning and memory processes. From previous studies, I
have concluded that since spine density has increased after an
increase of glutamate in the PFC, this suggests that memory is
associated with the increase in spine density.?* Moreover, if the
GIuN2A or GIluN2B ratio increases, the 'T'D induction will
increase, and the decrease in the GIuN2A or GIuN2B ratio
will lower I'T'D induction. There is an association between sex
differences in LTP and LTD with NMDA receptor subunits
due to their roles in establishing long-term memory.** Lastly,
I have explored dopaminergic pathways and the studies that
help establish the role of dopamine in synaptic plasticity, which
show that emotional learning involves both dopaminergic and
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glutaminergic interaction and implicates that DARPP-32 in-
tegrates emotional learning.*

Due to the fluctuations of sex hormones, sex differences in
gene networks at different ages vary.

Different levels of sex hormones at different stages of life,
such as puberty, menopause, and old age, between males and
females may have different influences on learning and memory.
Sex-specific and age-specific research can help the develop-
ment of treatment strategies for neurological disorders.
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ABSTRACT: Cancer is fast approaching as one of the leading causes of mortality in humans. Various treatment plans are
available, with conventional ones being surgery, chemotherapy, and radiation, depending on the type of cancer. While effective,
such treatment plans not only treat cancer cells but also adversely affect healthy tissues of the body, leading to a long-lasting,
sometimes permanent, impact on the quality of life. Liposomes offer an effective drug delivery vehicle that delivers medicines to
only specific tumor cells, significantly reducing the effect of these potent drugs on healthy cells. Liposomes consist of hydrophobic
phospholipid vesicles with an aqueous core. With the versatility of their design and customization, liposomes are considered useful
delivery systems for various types and sizes of drugs. With these nano-structures being adaptable, they can be tailored to address
specific cancers. Numerous studies have been published that explore the biosynthesis of liposomes, making them compatible with
the bodies of living beings, and several reports are available on the application of liposomes in drug delivery. In this paper, the
author will provide a review of the manufacturability of liposomes, followed by an overview of their broad applications, focusing

on cancer drug delivery.

KEYWORDS: Biochemistry, Medical Biochemistry, Liposome, Cancer Drug Delivery, Nano.

B Introduction

Cancer is the second leading cause of mortality in the
world.? As per the World Health Organization (WHO) re-
port published in 2024, 20% of people will develop cancer in
their lifetime. Moreover, only about 40% of countries current-
ly actively address and fund testing.? Apart from the health
impact, the global economic cost of cancer is estimated to
be $25.2 trillion in international dollars in the 30 years from
2020 to 2050.° This suggests an accelerated necessity to in-
vest in preventive as well as treatment plans for cancer. Due
to cytotoxicity towards fast-growing cells (cancerous and
non-cancerous), conventional cancer treatment methods, such
as chemotherapy and radiotherapy, could have a multitude of
undesirable side effects.*” Immunotherapy has emerged as a
targeted treatment providing precision in drug delivery; how-
ever, it also leads to an overstimulated immune system, which
can lead to other side effects such as inflammation and fa-
tigue affecting healthy tissues.'*"?
of bio-delivery systems is through liposomes. Liposomes find

One upcoming technique

a wide variety of applications in various treatments, such as
vaccination, gene delivery, and even in cosmetics and the food
industry.* In particular, liposome-based therapy delivery sys-
tems are known to be very effective in targeted drug delivery,
thereby improving the efficacy of treatment.”>*® The term li-
posome (also known as spherules) is derived from the Greek
words lipos (fat) and soma (body), described for the first time
by British biophysicist Alec Douglas Bangham in 1963. Lipo-
somes are phospholipid vesicles, varying between 50nm and
5pm in diameter. As their name suggests, liposomes may be
formed of multiple layers, with an outer shell composed of fat
and an inner core of aqueous polarity. This versatile constitu-

tion makes them ideal components for the delivery of not only
hydrophilic, but also hydrophobic compounds.’? This type of
useful structural design of liposomes facilitates the entrapment
of targeted drugs, followed by delivery at the desired location
of the organ, resulting in an improved outcome of treatment.”!
While many review articles on liposomes exist, none have pro-
vided a comprehensive review on liposomes as this paper does.
In this paper, the focus is on using liposomes as drug delivery
vehicles to treat tumors.

Their structures and classifications, as well as synthesis
methods, along with wide-ranging applications, are provided.
Finally, a brief overview of how the use of Artificial Intelli-
gence (Al) and Machine Learning (ML) is revolutionizing the
design of liposomes to further improve the efficacy of cancer
treatment is given.

B Liposome Structure and Classification

Liposomes are multi-layered spherical structures made of
phospholipids in aqueous solutions. These phospholipids
have a hydrophilic nano-spherical head and hydrophobic tail,
resulting in an amphiphilic structure, as shown in Figure 1.
Since these are formed in aqueous solution, the surrounding
phospholipid bilayer outer shell of the liposome is lined with
hydrophilic heads on the inside and outside layers, whereas the
hydrophobic tail composes the inside of the shell. This also re-
sults in the core of the liposome being aqueous. This unique
design facilitates the delivery of both hydrophobic drugs (car-
ried inside the outer shell) and hydrophilic drugs (carried in
the aqueous core of the liposome).?? Based on their physical
design and size, liposomes may broadly be classified as Unil-

amellar Vesicles (ULV'), which may be small and below 100nm
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or large and greater than 100nm in diameter; and Multilamel-
lar Vesicles (MLV). As the name suggests, ULV's have a single
phospholipid bilayer, whereas an MLV has multiple concentric
layers surrounding it. One other variation is the presence of
multiple vesicles inside one large vesicle, leading to the for-
mation of a Multi-Vesicular Vesicle (IMVV).% Studies on a
few drug systems have shown that the extent of availability of
the drug in liposome formulations of smaller size is typically
higher than that of liposomes of larger size, and therefore, the
preferred size of these liposomes is 50-150nm.*

Hydrophobic head
&:Hydrophilic tail

a) b)

Figure 1: a) Phospholipid unit of a liposome, b) Cross-sectional image of a
simple liposome structure.

B Liposome Syntheses

There are various methods available for synthesizing lipo-
somes. One very popular and simple to implement method
is the lipid film hydration method (the Bangham method),
where a thin film of liposomes is manufactured by dissolving
lipids in an organic solvent and then evaporating the solvent.
This thin film is then transferred into an aqueous medium to
form a liposome.? Other commonly known methods in litera-
ture are the ethanol/ether injection method, the Reverse Phase
Evaporation method, the Detergent Depletion method, and
Emulsification. Each of these methods comes with its advan-
tages and limitations and is used depending on the type of
drug to be administered, stability, expected performance, and
target cancers.?*?’

The biggest issue in most of the traditional methods for
liposome synthesis is poor encapsulation efficiency, which is
defined as the overall concentration of lipids in the solution.
Additionally, the stability is also quite poor, which limits the
effectiveness of clinical applications of liposomes. To improve
these factors, a variety of novel technologies have been stud-
ied and developed,” ! such as Lyophilization, also known as
the freeze-drying method, supercritical fluid-assisted methods
using dense gas technology, microfluidic methods, and the
membrane contactor method. For bio-applications, which is
the focus of this paper, the supercritical fluid-assisted methods,
such as Supercritical Anti-Solvent (SAS), Rapid Expansion
of a Supercritical Solution (RESS), and Supercritical Assist-
ed Liposome Formation (SuperLip), are more suitable. These
methods provide reliability in production, control of particle
size, and in situ sterilization, and their use in cancer drug de-
livery justifies the high costs.

B Liposome Stability and Applicability

Enabling liposome stability is a key research area to enable
the incorporation of these nanostructures in drug delivery sys-
tems. During the synthesis, various physical factors, such as
temperature, pH, and particle size, and chemical factors, such
as lipid composition, oxidation, and presence of metal ions,
affect the stability of liposomes. Once injected and until the
drug is delivered to the desired tissues or cancer cells, biolog-
ical factors such as the environment, biological barriers, etc.,
will affect its stability.’* As the liposomes transit through the
body, the conditions that they encounter vary, leading to dis-
ruption of their fidelity. Therefore, a thorough evaluation and
experimentation of their structure is required before incorpo-
rating them for medical applications.?>*

The phase transition temperature of liposomes, T, one of
the more important factors affecting liposome stability, is the
temperature at which liposomes' lipid components transition
from a gel-like ordered state to a crystalline disordered state.*
Having a detailed understanding of this temperature for se-
lected lipid chains is crucial to selecting appropriate lipids
for biological systems as well as drugs. The phase transition
understanding determines the performance of the liposomes,
such as their permeability, rigidity, stability, and impact of bio-
logical constituents.’’

Liposomes are preferred drug delivery vehicles due to their
tendency to accumulate in the region of the tumor as com-
pared to normal tissue. This characteristic is referred to as the
Enhanced Permeability and Retention (EPR) effect and is the
primary reason for adopting liposomes in cancer treatment.
This is because fast-growing cells in the tumor region do not
allow the blood vessels to develop fully, and endothelial cells
lining the blood vessels have gaps between them, allowing
direct accessibility for liposomes to permeate through these
openings and transfer the drugs to the affected region.* This
method of drug transfer is known as passive targeting® since
it is dependent on the inherent characteristics of liposomes as
well as the target tumor site (active targeting will be covered in

the Gene Therapy section of this paper).

B Liposomes — Prominent Applications

Liposomes are versatile and may be used in multiple func-
tions for cancer treatment. Some of the more prominent
applications are discussed here.

Types of Cancer Delivery Drugs:

Nanoparticle-based drug delivery systems allow significant
advantages*** over traditional chemotherapy treatments, pri-
marily by avoiding harmful side effects on healthy cells and
by being highly efficient in treating the cancer cells. These
nanoparticles include liposomes, polymer nanoparticles, gold
nanoparticles, carbon nanotubes, quantum dots, and others.***
In this review paper, the focus is only on liposomes as cancer
delivery drugs. Liposomes find utility in delivering a variety
of drugs and related biocompatible compounds. Additional-
ly, liposomes can also deliver nucleic materials used in gene
therapy and immunotherapy.* They can be used to enhance
gene therapy via the delivery of nucleic agents, designed to
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combat the disease, at the site of mutated cells. Similarly, it was
found that when liposomes were used as a carrier for immu-
nomodulatory agents, they increased the therapeutic payload
and therefore increased the capability of these drugs to target
the disease more effectively.* Liposomes also offer precision
in transferring photo-thermal therapeutic medicines to cancer
cells.*” All these versions of therapies are typically combined to
improve the outcome of the treatment.

Chemotherapy:

Since liposomal nanoparticles encapsulate the drugs, they
are known to be low in toxicity as compared to the traditional
chemotherapy drugs. The liposomes may be further modified
to give them a controlled transfer rate and increased grafting
tendencies, thereby increasing the efficacy of the transported
drugs. Depending on the type of cancer (location, size, stage), a
combination of liposomes may be used to target these specific
cancer cells.* Typically, healthy cells are known to have a tight
interface that does not allow large particles to pass through
them. However, the mutated cancer cells have weak intercellu-
lar resistance, and therefore, encapsulated drugs in liposomes
can permeate through the walls of tumors more easily at these
target sites.* This is an example where liposomes find utility
in chemotherapy. Doxorubicin and paclitaxel are very spe-
cialized chemotherapy drugs for breast and lung cancer, and
liposomes have been tested to be a useful vehicle for their de-
livery.*® Doxorubicin works by blocking a specific enzyme that
is known to lead to cancer cell multiplication. Encapsulating
this drug in liposomes has been shown to keep the drug in
the bloodstream longer. This research indicated that liposomes
provided enhanced treatment results with these drugs com-
pared to direct delivery of these medicines.

Gene Therapy:

Gene therapy refers to the delivery and assimilation of a
specific gene into a system, with the intention of treatment.
Various studies are being conducted to develop a model for
a variety of lipids used in gene delivery.’! Liposomes make a
good vehicle for this transfer owing to their controllable size
and lipid profile, matching the gene type being transferred.
Several studies have discussed the benefits of DNA-mediat-
ed or mRNA delivery through liposomes.”>** Another type of
genetic material that is used is short hairpin RNA (shRNA),
which is used to silence specific gene expression via a meth-
od known as RNA interference (RNAI), the effects of which
last for a long time when delivered via liposomes.> Another
such genetic material widely used for gene therapy is small
interfering RNA (siRNA). It is a double-stranded RNA that
is vital in the regulation of genes. Similar to shRNA, siRNA
works by thwarting the expression of certain genes.” To enable
such biological material delivery systems, a thorough review is
required to address interaction with serum, intercellular trans-
portation properties, and targeted impact. Many successful
tests have been completed for the delivery of virus vaccina-
tion, and currently, non-viral biomaterial delivery for cancer
is being tested.’”*® Non-viral methods, such as through lipo-
somes, of delivering genetic tools are preferred owing to their

low risk, biocompatibility, and immunogenicity. Additionally,
metal complexes, such as ligands, may further functionalize
liposomes to improve their selectivity to diseased cells; this is
known as active targeting.*’

Photothermal Therapy:

Photothermal therapy (PTT), as the name implies, uses
light on photosensitized medicines, which in turn releases
thermal energy to destroy the cancer cells.®* Photothermal
therapy has been in use for various treatments for many years
now. This therapy finds utility as it is a minimally disruptive
treatment. In this method, nanoparticles carrying drugs that
are sensitized by light are delivered in the bloodstream. These
drugs may be activated at a given spectrum of wavelengths of
light only. Once administered, the target location of treatment
can be mildly irradiated with the specific wavelength of light,
leading to the emission of heat at that location.®® Typically,
gold-based nanoparticles are used for this therapy as they tend
to easily absorb near-infrared (NIR) light through surface
plasmon resonance.®** There are various other studies avail-
able using novel materials such as carbon nanotubes, carbon
dots, graphene, and quantum dots.®® Liposomes enhance the
impact of this treatment by delivering certain photosensitive
dyes safely to the target site. Indocyanine-green is one such
popular dye due to its very sharp light absorption characteristic
in the NIR region.® Various reports also provide detailed fun-
damental characterization of these drugs to determine their

efficiency and stability.®”

T Cell Immunotherapy:

As per the American Cancer Society (ACS), immunothera-
py can be defined as a method in which a living being’s immune
system can be harnessed to attack the cancer-causing cells.®
Immunotherapy is gaining precedence as it improves the im-
mune system and may proactively address cancer spread.®” To
realize immunotherapy, it is important to understand the sig-
nificance of T cells. As per standard cancer terminology, T cells
constitute the immune system and are responsible for develop-
ing stem cells in the body. They not only boost immunity but
also help fight the occurrence of cancer by producing specific
antigens.”” T cell immunotherapy, also sometimes referred to
as adoptive cell therapy (ACT), is a method where autologous
(patient’s own cells) or allogenic (cells derived from donor
plasma) T cells are introduced into the body to eliminate the
cancer cells.®” T' cell immunotherapy may be broadly classi-
fied into two categories: tumor-infiltrating lymphocytes (TIL)
and chimeric antigen receptor (CAR) T cell therapy.”> Both
therapies work by extracting T cells and augmenting them
externally in a lab, followed by reintroducing them into the
body. TIL therapy extracts T cells from the tumor itself and
separates the ones that recognize tumor cells, whereas CAR
T may include the modification of T cells to teach them to
recognize tumor cells. Liposomes may be used for the delivery
of these specified T cells to a precise site and boost natural
immunity in the body. In an upcoming area of research, as part
of immunotherapy, liposomes may also be used for the delivery
of cancer-associated antigens. ”*
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Targeted therapies:

Since liposomes are customizable, they make for impressive
drug delivery vehicles for targeted therapy. Various studies
have been conducted where liposomes are used for deliver-
ing specific drugs to specific tissues, such as the lung, breast,
and pancreas. Additionally, the surface of the liposomes can
be modified with various functional groups to enhance their
efficacy.”™ One such example is stimulus-responsive liposome
treatment, which triggers drug release in response to a very tar-
geted stimulus. Such stimuli could be based on certain specific
enzymes, pH-sensitive, to name a few.” This leads to targeting
the treatment to very localized cells, rather than conventional
methods that are detrimental to all cells. An additional ad-
vantage of liposomes is that they may be used to deliver both
chemotherapy and immunotherapy drugs together, without
their interference.

Toxicity:

The natural lipid constitution of liposomes makes them low
in intrinsic toxicity. These lipids are biologically inactive, with
their constituents being derived from natural food sources such
as egg yolk, soybean, milk, or they may be synthetically created
from low-toxicity lipids. This makes them ideal transport ve-
hicles for drug delivery for cancer and other drugs.*® Certain
negatively charged dicetyl phosphate-based liposomes, how-
ever, may be toxic.” This is a field where more exploration is
underway to determine the bio-feasibility of liposomes.

B Liposome Design: An Al/ML Approach

Al and ML are further accelerating the development of tem-
plate drugs as well as delivery systems. For example, liposomes
can now be efficiently designed by effectively performing
predictive modeling and process optimization. ML-driven ad-
vanced algorithms are accelerating the formulation processes
and enabling personalized cancer therapies.””” By analyzing
large data sets, supervised learning models are generated, and
key parameters such as encapsulation efficiency, particle size,
and drug loading efficiency are optimized. More importantly,
liposome-based drug delivery systems are then optimized for
targeted cancer cell growth and customized for individuals,
making them significantly more effective than the convention-
al liposome-based cancer drugs both in terms of improving the
recovery and minimizing the side effects. The future is indeed
bright for the AI/ML-based precision medicine.

B Conclusions and the Future

As illustrated in this review paper, research is being carried
out on using liposomes as a cancer drug delivery vehicle at an
accelerated pace. Various avenues are in the process of being
explored with promising results. There are several liposome
systems that are in the research phase today for multiple medi-
cines, targeting different cancers. Apart from the type of drugs,
there are various types of therapy systems being explored, such
as gene therapy and different versions of immunotherapy.
Each of these therapies comes with its specific conditions in
which they are most effective. For example, certain therapies
may work at a very specific pH, concentration in the blood-

stream, or time of availability near the tumor site for controlled
interaction time. While liposomes are an upcoming field and
have gained recent recognition as cancer drug delivery systems,
more focused studies are required to develop and assimilate
them into becoming the standard treatment plan. In addition
to the requirement of more research and evaluation, as well as
approval by the Food and Drug Administration (FDA), ad-
ditional constraints of throughput, consistent manufacturing,
supply, and cost also exist. Functionalization of liposomes to
increase their targeting properties and overall efficacy requires
multiple manufacturing steps, making high-volume manufac-
turing challenging. Clinical trials are underway where various
combinations of liposomes and drugs are being explored. With
Al accelerating the pace of sequencing therapeutic drugs that
are customized to match with patient’s biological constitution,
it is expected that quicker and more effective progress will be
seen in the coming decade. In conclusion, while there are vari-
ous challenges, the outlook for the incorporation of liposomes
as part of the standard plan of treatment is strong, and with
continued research efforts and funding, liposomes are expected
to become an integral part of the standard treatment plan for
cancers.
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B Introduction B Methods

The use of electronic vapor products has surged significant- The YRBS, conducted by the Centers for Disease Control
ly among youth over the past decade in countries worldwide.! and Prevention, monitors the prevalence of health-risk behav-
Electronic vapor products are devices that heat a liquid in a iors among U.S. high school students in grades 9 through 12.
cartridge or reservoir to produce an aerosol or vapor which the This study examined youth from YRBS in 2015 (n = 15713),

user inhales through a mouthpiece.? Vaping liquids come in a 2017 (n = 14956), 2019 (n = 13677), 2021 (n = 17508), and
variety of flavors and typically contain nicotine, a highly addic- 2023 (n = 20103). Data were collected every two years through

tive chemical that can affect brain development.®* Electronic self-administered student surveys, generating nationally repre-
vapor products include e-cigarettes, vapes, vape pens, e-cigars, sentative samples via a combination of national, state, and local
e-hookahs, hookah pens, and mods, such as JUUL, SMOK, surveys, with the national survey providing representative data
Suorin, Vuse, and blu. Recent entrance into the marketplace of for high school students across the U.S.
electronic vapor products has increased the availability of vapor Vaping and marijuana use were assessed based on at least one
products to youth. day of use in the 30 days prior to the survey. Binge drinking
Youth vaping raises the risk of nicotine addiction and expo- was evaluated by consuming 10 or more drinks in a row in
sure to harmful substances, plus a potential association with the past 30 days. To assess feelings of sadness and hopeless-
cannabis and alcohol.* Electronic vapor products are rarely ness, participants were asked if they ever felt so sad or hopeless
used in isolation; instead, they are often combined with other almost every day for two weeks or more in a row that they
substances, which may amplify the risks. This combined use stopped doing some usual activities. For suicide, participants
can complicate intervention efforts, enhance the effects of oth- were asked if, during the past 12 months, they had made a plan
er substances, and increase the physiological toll on youth. In for how they would attempt suicide.
addition to the harmful effects of vaping itself, nicotine vaping Statistical analysis was performed on YRBS data import-
is frequently associated with the use of cannabis, alcohol, and ed into Epi Info 7 using procedures that accommodate the
various other substances.””’ weighted sampling design of YRBS.? Odds ratios were cal-
This study aims to identify associations between vaping, culated for subgroups by race and sex. Odds ratio is a measure
cannabis use, binge drinking, and mental health in a large, of association that measures the odds of an event happening in
nationally representative youth sample. This information is one group compared to the odds of the same event happening
necessary to establish resource allocation priorities for preven- in another group.

tion and treatment.5!!
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B Result and Discussion

Based on a representative sampling of high school students
from the YRBS, the analysis revealed significant trends in var-
ious risk behaviors among youth between 2015 and 2023."
Table 1 shows that while the use of electronic vapor products
and marijuana fluctuated and binge drinking consistently
declined, a troubling trend emerged: feelings of sadness or
hopelessness and suicide planning steadily increased. This re-
flects growing mental health concerns among youth over the
study period. Figure 1 illustrates these same behavioral trends
over time, highlighting the steady increase in reported sadness
or hopelessness and suicide planning, especially after 2017. Va-
ping peaked in 2021 before slightly declining, while marijuana
use remained consistently elevated. These visual representa-
tions are essential for comprehending the evolving behavioral
patterns among youth over the past decade.
Table 1: Shows trends in selected behavioral health indicators among study
participants from 2015 to 2023. Data represent the percentage of individuals
reporting each behavior, with corresponding 95% confidence intervals.

Feelings of sadness or hopelessness increased over time, while binge drinking
declined.

Year
2015 2017 2019 2021 2023

Percentage [95% Confidence Interval]

Currently Used

Electronic 241 13.2 327 18.0 16.8
Vapor Products 22172621 [11.4-152) [30.7-34.8) [16.3-19.8] [15.4-18.2)
Binge Drinkin, 43 44 31 27 22
8 s [36-5.1] [3.6-53] [2.5-338] [23-32) [1.6-29]
Currently Used 217 19.8 217 15.8 17.0
Marijuana [19.3-24.2] [18.1-21.6] [19.9-23.7] [14.1-17.6] [15.4-18.7]
Felt Sad or 29.9 315 36.7 423 39.7
Hopeless [28.0-31.8) [29.6-33.4 [35.1-38.3) [41.0-43.7) [37.7-41.7)
Making a 14.6 13.6 15.7 17.6 16.4
Suicide Plan [13.4-15.8] [12.4-14.8] [14.6-16.9] [16.4-16.9] [14.4-18.6]
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Figure 1: Youth Risk Behaviors Reported from 2015 to 2023. The
figure illustrates trends in vaping, marijuana use, binge drinking, sadness/
hopelessness, and suicide planning. Feelings of sadness or hopelessness were
the most frequently reported behaviors.

Binge Drinking:

A significant association between binge drinking and cur-
rent vaping was observed across sex and racial groups from
2015 to 2023, as shown in Table 2 and Figure 2. Among fe-
male youth, odds ratios rose steadily throughout the period,
with the highest value observed in 2023. In contrast, male
youth showed increasing odds ratios from 2015 through 2021,
followed by a decline in 2023 (Figure 2a). Table 2 and Figure
2b also show notable racial differences in 2021. Among Asian
youth, the odds of current vaping among those who reported
binge drinking were 133 times higher than among those who
did not report vaping. For Black youth, the odds were 44 times

higher in the same year. These data reflect the highest sub-
group-specific associations observed during the study period.

Table 2: Odds ratios for the association between current use of vapor products
and binge drinking among youth from 2015 to 2023. Data are stratified by

year, sex, and race. The odds of current vaping were significantly higher among
binge drinkers, especially among females and Asian youth, peaking in 2021.

Odds Ratios by Year

2015 2017 2019 2021 2023
Youth 9.3 175 163 281 18.0
Male 8.8 17.0 17.1 336 175
Female 9.2 15.2 187 27.7 44.6
Race
White 8.1 14.2 15.2 263 213
Black/AA" 123 49.9 19.4 443 139
Hispanic/Latino 10.1 15.9 243 256 16.8
Asian 334 91.2 245 1339 586
Al/AN™ 5.3 535 10.7¢ 218 133
NH/OPI™* 72 4.8 16 2328 9.08
MNH""™* 7.0 9.0 95 17.9 11.19

* African American
** American Indian/Alaska Native

*** Native Hawaiian/Other Pacific Islander
**** Multi-race Non-Hispanic

0dds ratios were not statistically significant.
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Figure 2: (a) This figure shows an eight-year trend analysis of odds ratios for
binge drinking among current vapers by sex. (b) This figure shows an eight-
year trend analysis of odds ratios for binge drinking among current vapers by
race. Female youth showed a steady increase in vaping risk associated with
binge drinking; Asian youth showed extremely elevated odds ratios in 2021.

Marijuana:

Marijuana use showed a robust association with current va-
ping. As shown in Table 3, current vapor users were up to 24
times more likely to be current marijuana users than youth who
did not currently vape and reaching 30.0 among male youth in
2023. Marijuana is a risk factor for current vaping. Both male
and female youth demonstrated increasing odds ratios for
marijuana use among vapers from 2015 to 2023. Asian youth
consistently reported the highest marijuana-associated vaping
odds across all survey years. Figure 3a provides an eight-year
trend analysis of odds ratios for marijuana use among current
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vapers by sex, while Figure 3b shows the same analysis by race.
In 2021, Asian marijuana users had over 45 times the odds
of vaping, with odds reaching 91.2 in 2017, depicted in Fig-
ure 3b. Between 2019 and 2021, the odds of marijuana use
among vapers increased for nearly all subgroups, followed by
a decline from 2021 to 2023, except for Asian youth, whose
odds remained elevated. Among male youth who use marijua-
na, their odds of currently using vapor products are nearly 30
times greater than male youth who do not currently use vapor
products (Figure 3a). In other words, among male youth who
are current marijuana users, male youth odds of current vaping
are 30 times greater than the odds of vaping for those who do
not currently use marijuana.

Table 3: Odds ratios for the association between current use of vapor products
and marijuana use among youth from 2015 to 2023. Results are stratified by
year, sex, and race. Current marijuana users were up to 30 times more likely to
vape; Asian youth consistently had the highest odds.

Odds Ratios by Year

2015 2017 2019 2021 2023
Youth 75 10.8 134 24.7 24.1
Male 7.2 10.3 15.8 283 30
Female 75 11.7 114 19.2 248
Race
White 9.8 137 19.0 29.1 29.4
Black/AA 51 8.6 82 184 27.2
Hispanic/Latino 6.4 12.3 14.2 233 239
Asian 174 60.7 34.1 45.7 81.2
AI/AN" 101 5.8 20.2 26.4 18.6
NH/OPI"™* 7.0 2.4° 8.2 275 13
MNH"™""" 76 10.0 114 27.4 23.0

* African American

** American Indian/Alaska Native

*** Native Hawaiian/Other Pacific Islander

%% Multi-race Non-Hispanic

SExcept for 2017 Native Hawaiian/ other Pacific Islander data, all odds ratios were statistically
significant.
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Figure 3: (a) This figure shows an eight-year trend analysis of odds ratios for
marijuana use among current vapers by sex. (b) This figure shows an eight-year
trend analysis of odds ratios for marijuana use among current vapers by race.
Odds ratios increased for both sexes from 2015 to 2021, with Asian youth
reporting the highest vaping risk among marijuana users.

Feeling of Sadness or Hopelessness:
As shown in Table 4 and Figure 4, there is a strong and con-
sistent association between feelings of sadness or hopelessness

and current use of vapor products among youth from 2015 to
2023. The overall odds of current vaping among youth who
reported feeling sad or hopeless increased from 1.9 in 2015
to 3.65 in 2021. This association was particularly pronounced
among female youth, who exhibited a near doubling in odds
over time, with Figure 4a showing a steady upward trend from
2015 to 2021. Among racial groups, American Indian/Alaska
Native (AI/AN) youth reported the highest odds of sadness
or hopelessness among current vapers across all study years. In
2021, this subgroup experienced the most extreme disparity,
with more than eightfold greater odds of sadness or hope-
lessness among current vapers compared to their non-vaping
counterparts, as shown in Figure 4b. Across all demographic
groups, odds ratios peaked in 2021, likely reflecting the com-
pounded effects of the COVID-19 pandemic on adolescent
mental health. Although a slight decline in odds was observed
in 2023 for most subgroups, Hispanic/Latino youth were an
exception, reporting a continued, albeit modest, increase.

Table 4: Odds ratios for the association between current use of vapor
products and reported feelings of sadness or hopelessness among youth from
2015 to 2023. Results are stratified by year, sex, and race. The odds of vaping
were significantly higher among youth who felt sad or hopeless, particularly
among females and American Indian/Alaska Native youth.

Odds Ratios by Year

2015 2017 2019 2021 2023
Youth 1.92 1.81 2.02 3.65 3.54
Male 371 1.86 178 3.02 2.95
Female 2.49 222 239 4.18 4.03

Race
White 1.97 1.81 1.94 3.88 3.64
Black/AA" 1.70 139 1.79 3.26 2.78
Hispanic/Latino 1.90 2.08 2.38 3.06 3.31
Asian 2.04 1.74 261 4.03 3.45
Al/AN" 211 2.58 317 8.20 3.86
NH/OPI™* 1.88 179 133 4.45 1.74
MNH™"" 1.77 1.59 1.84 4.07 3.40

* African American

** American Indian/Alaska Native

*** Native Hawaiian/Other Pacific Islander
**** Multi-race Non-Hispanic

(a) Odds Ratios for Risk of Feeling Sad or Helpless among
Current Vapers by Sex
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(b) Odds Ratios for Risk of Feeling Sad or Helpless among
Current Vapers by Race
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Figure 4: (a) This figure shows an eight-year trend analysis of odds ratios
for the risk of feeling sad or helpless among current vapers by sex. (b) This
figure shows an eight-year trend analysis of odds ratios for the risk of feeling
sad or helpless among current vapers by race. Peak odds occurred in 2021, with
American Indian/Alaska Native youth reporting the highest risk association.
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Plan for Suicide:

A similar trend was observed in the relationship between
current vaping and the likelihood of having made a suicide
plan among youth from 2015 to 2023. As shown in Table 5,
youth who currently used vapor products consistently exhib-
ited elevated odds of reporting a suicide plan compared to
non-vapers, with odds ratios ranging from 2.0 to 3.8 over the
study period. This association was evident across both sexes
and racial subgroups. Among female youth, the odds of having
made a suicide plan steadily increased from 2015 and reached
a peak in 2023 at 3.81, while for male youth, the peak occurred
in 2021 at 3.59, followed by a slight decline.

Racial subgroup analysis revealed particularly elevated risks
among Asian and American Indian/Alaska Native (AI/AN)
youth. In 2023, Asian youth who had made a suicide plan
had 5.68 times greater odds of currently using vapor products
compared to their non-vaping peers, the highest observed in
2023. Similarly, in 2021, AI/AN youth who reported suicide
planning had odds of vaping that were 6.43 times greater than
AI/AN youth who had not made a suicide plan, marking the
highest risk observed across all years and subgroups. Addition-
ally, all racial groups showed a notable increase in odds ratios
between 2019 and 2021, suggesting a widespread escalation
of suicide planning among youth who vape during that time
period.

These findings, as shown in Figure 5, reinforce the signif-
icant comorbidity between mental health distress and vapor
product use among youth. They underscore the urgent need
for integrated mental health and substance use prevention
strategies, particularly for high-risk populations such as Asian,

American Indian/Alaska Native (AI/AN), and female youth.

Table 5: Odds ratios for the association between current use of vapor
products and reported plans for suicide among youth from 2015 to 2023.
Results are stratified by year, sex, and race. Youth who made a suicide plan had
2-5 times greater odds of vaping; the highest risks were reported among Asian
and American Indian/Alaska Native youth.

0Odds Ratios by Year

2015 2017 2019 2021 2023

Youth 2.02 2.10 2,02 3.76 3.56
Male 2.02 2,09 1.86 3.59 2.83
Female 2.27 2.33 213 3.61 3.81

Race
White 2.16 2,03 1.98 3.90 3.23
Black/AA 1.88 1.45 2.08 3.94 4.48
Hispanic/Latino 1.99 3.12 2.30 3.49 3.99
Asian 1.18 0.92 2.7 4.90 5.68
AI/AN™ 1.64 2.71 2.33 6.43 3.32
NH/OPI"™* 2.66 1.18 0.38 2.85 234

MNH™™" 1.64 1.40 179 3.30 3.13

* African American

** American Indian/Alaska Native

*** Native Hawaiian/Other Pacific Islander
** 4% Multi-race Non-Hispanic

(a) Odds Ratios for Plan for Suicide among Current Vapers by
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Figure 5: (a) This figure shows an eight-year trend analysis of odds ratios
for the plan for suicide among current vapers by sex. (b) This figure shows an
eight-year trend analysis of odds ratios for the plan for suicide among current
vapers by race. Odds increased for all groups over time, with 2021 showing
peak risks for most subgroups, especially among females and minority youth.

This study analyzed recent YRBS data spanning from 2015
to 2023. The findings revealed that youth who reported current
use of electronic vapor products were more likely to engage in
multiple high-risk behaviors, including marijuana use, binge
drinking, suicidal ideation, and feelings of sadness or hope-
lessness. Youth who vaped exhibited statistically significantly
higher odds ratios for these risk behaviors compared to those
who did not use vapor products.

Notably, the odds ratios for risk behaviors in 2021 showed
an increase across all behaviors assessed in this study. Specifi-
cally, the association between current vapor use and feeling sad
or hopeless was particularly strong. Youth who reported using
vapor products ranged from a low of 13% in 2017 to a high
of 33% in 2019. In contrast, 30% to 42% of youth reported
feeling sad or hopeless at least some of the time, specifically
experiencing these feelings for two or more weeks in a row to
the extent that it interfered with their usual activities in the
year prior to the survey. Differences by sex were also observed,
with females showing stronger associations between current
vaping and feelings of sadness or hopelessness compared to
males across all survey years from 2017 to 2023. Additionally,
the odds ratios for vapor use increased for most racial groups
over the five survey years, highlighting a growing trend among
youth of various backgrounds.

These findings on feeling sad or hopeless are consistent
with previous research. “Approximately one in every four to
five youth in the U.S. meets criteria for a mental disorder with
severe impairment across their lifetime. The likelihood that
common mental disorders in adults first emerge in childhood
and adolescence highlights the need for a transition from the
common focus on treatment of U.S. youth to that of preven-
tion and early intervention.”? This study’s findings also align
with other research indicating that females in this population
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exhibit a significantly greater risk for mental health issues than
males, consistent with national-level data.'3

In addition to mental health concerns, the data suggest an
increased risk for suicide ideation among youth who use vapor
products. This aligns with previous studies that report e-cig-
arette use is linked to various negative physical and mental
health outcomes, including depression and suicidal ideation.
Compared to non-users, e-cigarette users tend to exhibit more
significant mental health issues, though they generally report
fewer problems than conventional cigarette users.'* Similar
trends were observed for marijuana use, with an increase in
odds ratios from 2015 to 2023 among youth who currently
vape. “Our findings indicate that sociodemographic character-
istics, tobacco product use, and frequency of e-cigarette use are
important factors associated with vaping marijuana. Tobacco
control campaigns targeted at curbing the use of e-cigarettes
and other vaping devices among youth in the US should be ex-
tended to address vaping substances other than nicotine, such
as marijuana.””

The study also identified particularly high odds ratios for
current vapor use among Asian youth who reported binge
drinking. In 2021, the odds of vaping among Asian youth who
engaged in binge drinking were 133 times greater than those
who did not vape. Similarly, among Black youth who reported
binge drinking, the odds of vaping were 44 times greater in
2021 than for those who did not use vapor products. These
results are consistent with prior research, which found that
youth who use e-cigarettes are at higher risk for alcohol use
and binge drinking.’ The findings show that interventions
to decrease electronic vapor product use should be combined
with interventions to reduce alcohol use in adolescents.!”

The findings in this study are consistent with previous
research. “Mental health problems are associated with in-
creased risk for initiating e-cigarette, combustible cigarette,
and dual-product use in adolescence... Addressing mental
health could be a promising target for preventing initiation
of nicotine- and/or tobacco-product use by adolescents.”®
Minority-tailored interventions may be warranted to prevent
tobacco product initiation. These findings point to the need
for improved school-based services in the area of mental health
and vaping cessation, with a priority need for focus on minori-
ty youth. Researchers recommend that health services should
be accessible to adolescents to address their needs to prevent
any adverse mental health outcomes.”?° Ensuring access to
comprehensive health services for adolescents could help pre-
vent adverse mental health outcomes and reduce the initiation
of harmful behaviors, including vaping and substance use.

B Conclusion

Electronic vapor products are now the most widely used to-
bacco product among US youth, with over four million high
school students reported vaping in the past 30 days.'®' Studies
have linked the electronic vapor products to long-term health
risks, highlighting the urgent need to understand disparities in
electronic vapor product use among different populations.'®?
The findings of this study reveal differences in the risk of cur-
rent vapor use by sex and race, particularly when examining

other risk factors such as feelings of sadness or hopelessness,
suicide planning, marijuana use, and binge drinking.

Youth who reported feeling sad or hopeless exhibited a two-
to fourfold higher risk of current vaping. Similarly, the risk of
current vaping among youth who were planning suicide was
also 2 to 4 times higher. For marijuana users, the risk of current
vaping was even more pronounced, with odds ranging from 7
to 25 times higher. The risk for youth who engaged in binge
drinking was particularly concerning, with the odds of cur-
rent vaping ranging from 9 to 28 times higher compared to
non-users.

When considering racial and ethnic disparities, American
Indian/Alaska Native youth were at higher risk for current
vaping, particularly among those who reported feelings of sad-
ness or hopelessness and those planning suicide. Asian youth
were at higher risk for current vaping among marijuana users
and binge drinkers. Black youth had the second-highest risk of
current vaping among binge drinkers.

These findings align with previous research showing a
high co-occurrence of substance use and mental health issues
among youth tobacco users, especially those who use multi-
ple tobacco products.” This underscores the importance of
addressing these comorbidities in prevention and treatment
efforts for high-risk youth. The findings also reinforce previ-
ous studies highlighting persistent disparities in substance use
among minority youth populations. 1!

Given these disparities, there is a pressing need for improved
school-based services focused on mental health. As one study
suggests, targeted programming and direct services for minori-
ty adolescents are crucial for addressing their unique needs.'®
Schools should consider routine mental health assessments for
youth and provide mental health services or referral systems
to community-based resources. “Child and adolescent psychi-
atry treatment programs may be a good setting for prevention
efforts and treatment, which should focus on both nicotine
dependence and psychiatric disorders.”

Further research is needed to better understand these trends
and develop effective prevention strategies. Such efforts should
include improving data collection on electronic vaping product
rates, perceptions, and disease risk among minority youth to
ensure data-driven interventions. Additionally, research should
focus on identifying effective methods to reduce electronic va-
por product use in minority communities, ensuring greater
access to cessation services, and reducing barriers to care. Ces-
sation and outreach programs should be tailored to the unique
challenges and experiences of minority youth. Increasing ac-
cess to mental health resources is also critical to addressing the
stressors faced by minority youth, and vaping control policies
should be evaluated for their effectiveness in reducing vaping
rates in these communities.”® Given the strong associations be-
tween vapor product use and co-occurring risk factors, there is
a clear need for sustained interventions, advertising and pro-
motion restrictions, and national public education campaigns
aimed at reducing vaping among adolescents.
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Limitation:

Study measures are self-reported, resulting in social desir-
ability bias from study participants. Furthermore, the data
come from a school-based survey and may not be generalizable
to youth not attending schools. Another limitation of the study,
relatively small sample cell sizes for American Indian/Native
Alaskan and Native Hawaiian/Pacific Islanders when calculat-
ing odds ratios.
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ABSTRACT: The goal of this study is to model the driving factors behind urban tree canopy cover disparities in West Hartford
(WH), East Hartford (EH), and Hartford (HT'), Connecticut. The first objective involved a statistical analysis using socioeconomic
variables and the current percent tree canopy cover (PTCC) from 197 census blocks in WH, EH, and HT. The second objective
entailed performing a geospatial analysis using 70-year time series aerial imagery (1952-2021) for two case-study census blocks in
EH and WH. The results from the census block-level analysis of WH, EH, and HT revealed a negative correlation between the
PTCC and ethnicity (R = -0.461), PTCC and income level (R = -0.435), PTCC and land surface temperature (R = -0.859), and
PTCC and health burden (R = -0.371). Additionally, the aerial image analysis results between the two case-study sites revealed a
significant difference in PTCC (p < 0.05) for all years considered. These findings support our hypothesis that past discriminatory
practices, such as redlining, may have a legacy effect on present-day tree canopy cover.

KEYWORDS: Earth and Environmental Sciences, Geosciences, Tree Canopy Demographics, Geospatial Analysis.

B Introduction

Urban populations are rising, posing new challenges in a
changing climate. Already, over 55% of the global population
resides in cities.! In the United States, cities harbor nearly 81%
of the population.” Increased urbanization can lead to diverse
employment opportunities, but has also contributed to sig-
nificant environmental degradation. Urbanization has led to
heightened air and water pollution, habitat loss, land degrada-
tion, and greenhouse gas emissions.’ Studies have shown that
these conditions significantly affect the health and well-being
of urban communities.* A key solution to restoring these dam-
ages is to increase the concentration of urban tree cover (UTC)
in cities.?

Urban trees, widely recognized as green infrastructure, of-
fer a myriad of benefits to city residents, including biophysical,
economic, individual health, and social cohesion.® Trees can
improve air quality by absorbing and intercepting airborne
pollutant particles, such as carbon dioxide, carbon monoxide,
and sulfur dioxide.” Studies suggest that lower concentrations
of pollutant particles exist in areas with a higher tree density.®?
Beyond their role in improving air quality, trees contribute to
increased biodiversity and mitigate stormwater runoft by re-
taining water in their root systems, where excess nutrients, such
as nitrogen and phosphorus, along with other pollutants, can
be filtered and removed.'®!! Increasing urban tree cover densi-
ty has also reduced quantities of surface runoff left over from
storms. However, the capacity of trees to manage stormwater is
species-dependent, with variations in root architecture and leaf
surface area significantly influencing rates of water intercep-
tion, infiltration, and uptake.’?

Simultaneously, urban trees can enhance communities’
overall mental and physical health by promoting time spent
outdoors and fostering social interaction with community

members.” Various research groups have documented a posi-
tive association between resident mental health and urban tree
cover (UTC)." Such findings suggest that trees may reduce
residents’ anxiety levels.” Moreover, increasing the density of
UTC in residential neighborhoods can significantly improve
the overall emotional well-being of a community. In addition to
its benefits towards mental health, urban trees play an equally
significant role in one’s physical health. Urban greenery en-
courages outdoor exercise, which benefits one’s physical health.
Additionally, participating in outdoor activities in a shared
green space can enhance social connectivity among community
members. '

Trees are known to reduce energy costs by providing shade
to homes and increasing property value, making it important
to consider where they are planted.’”'® When trees are planted
strategically, they help lower surface temperatures, often coun-
teracting the formation of heat islands. Heat Islands are urban
areas with higher surface temperatures than nearby commu-
nities. Trees can help reduce heat islands by preventing solar
radiation from being absorbed by sidewalks, buildings, and
other concrete infrastructures.” Studies suggested that in-
creasing average percentage of urban tree cover could decrease
daily surface temperatures and electricity bills.?** For instance,
researchers in South Korea found that increasing urban tree
canopy cover in a neighborhood by 60% lowered the daily av-
erage temperature by 5.23 °C. Thus, the presence of trees in
cities is crucial to fostering a safer and cleaner living environ-
ment. Alongside reducing energy costs, trees can also increase
property values. Researchers have observed a positive associa-
tion between tree cover density and property values.?>* Such a
relationship showcases the economic value of urban trees’ eco-
system services in urban communities.
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Despite its benefits to the natural and human environment,
urban tree cover remains disproportionately distributed in
most American cities.” Urban tree cover disparities within
U.S. cities are often associated with race, income, and popu-
lation density.” As a result, urban communities across the U.S.
that lacked access to urban tree cover were often identified as
either low-income or non-white.?? These findings indicate
that communities of color or low-income overall are less likely
to access the financial, health, and environmental benefits of
urban tree cover.

Urban tree cover (UTC) disparities are primarily linked to
sociopolitical history, especially redlining.’® Redlining was a
discriminatory practice exercised in the 1930s that prevent-
ed people of color or low-income individuals from taking out
loans on property outside their residential neighborhood.?”
Studies suggest that the historical practice of redlining did
have a legacy effect on present-day tree cover in U.S. cities.”?
The Home Owners’ Loan Corporation (HOLC) assigned
grades to neighborhoods to inform investors of their perceived
value, providing the foundation for many redlining policies.
With communities graded D (the HOLC grade for hazard-
ous; heavily redlined) having comparatively lower percent
UTC than A-graded communities (the HOLC grade for best;
least redlined), redlining may have promoted intergenerational
disparities in access to UTC benefits.

Finding answers to the complex question of ‘what drives
urban tree cover inequalities in cities?’ requires long-term ob-
servations of tree cover change across space and time because
some drivers are legacy effects of past activities. Among the
questions that arise when studying UTC disparity is: what was
the tree canopy cover a decade(s) ago? Where in the city dis-
parities exist(ed), and how have these changed over time? In
this context, remote sensing observations, especially modern
and historical aerial images dating back to the early 1930s, can
capture long-term trends in urban tree cover within and among
cities, offering unique opportunities to link tree cover change
with cities’ sociopolitical history. Researchers have successful-
ly utilized remote sensing-based approaches to study UTC
disparities in cities across the globe.? For instance, Merry
et al® quantified the change in urban tree cover in Atlanta,
Georgia, by identifying the total area of tree canopy crowns in
a selected area of each aerial image from 1951 to 2010. Jung
et al® conducted a study in Philadelphia, Pennsylvania, and
Portland, Oregon, using multitemporal satellite imagery to an-
alyze changes in UTC growth. Similarly, Canetti e# a/.** used
high-resolution satellite images (5m) to observe changes in
UTC from 2005 to 2012 in Araucaria Parana, Brazil.

Connecticut is among the many states in the U.S. that offer a
free and publicly accessible aerial imagery archive, with images
dating from 1934 to the present. This extensive time frame,
coupled with time series aerial images, provides a unique op-
portunity to study long-term trends in UTC changes and
offers valuable resources for research. The goal of this proj-
ect was to determine whether time-series aerial imagery (both
modern and historical) could be used to track urban tree cover
changes over decades. We pursued two vertically integrated
objectives, each with specific hypotheses. The first objective

is to understand the drivers of present-day tree cover inequal-
ity and its subsequent consequences. Three research questions
guided this objective: 1) What is the relationship between tree
canopy cover distribution and socioeconomic variables? We
hypothesize that disparities in urban tree cover are linked to
socioeconomically marginalized neighborhoods. 2) How can
the relationship between urban tree canopy cover distribution
and land surface temperature be modeled? We hypothesize
that variations in land surface temperature correlate with tree
canopy cover. 3) What is the relationship between urban tree
canopy cover distribution and human health? We hypothesize
that higher-level health burdens are associated with areas with
less tree canopy coverage.

The second objective explored how historical and modern
aerial imagery could be utilized to analyze changes in urban
tree canopy cover from the early 1950s to 2021. Two research
questions also guided this objective: 1) How can multitem-
poral aerial imagery quantify tree canopy cover change over
time? We hypothesized that these images can effectively map
and study changes in tree canopy cover over time. 2) How
have past discriminatory practices like redlining left legacy ef-
fects on present-day tree canopy cover? We hypothesized that
redlining has been a significant factor in driving current dis-
parities in tree canopy distribution.

B Methods

Study Area:

The study area selected three towns in Connecticut: 1)
Hartford, 2) East Hartford, and 3) West Hartford based on
socioeconomic and demographic criteria, including income,
ethnicity, built-up density, and sociopolitical history (Figure
1). Our analysis was conducted at the census block level with-
in this region (Figure 3). Table 1 provides an overview of the
general characteristics of the census blocks in the study area.

In the 1930s, redlining became widespread in many U.S. cit-
ies, including Hartford. This discriminatory urban planning
practice led to stark disparities between neighborhoods. Non-
white neighborhoods were systematically deprived of essential
resources and were often in far poorer conditions compared
to white neighborhoods. Redlining policies denied people of
color the opportunity to move into white neighborhoods. The
Homeowners Loan Corporation (HOLC) assigned grades
to neighborhoods to guide investors on their value. These
grades ranged from A, representing the “Best” (typically white
neighborhoods), to D, deemed “Hazardous” (often nonwhite
neighborhoods). As a result, neighborhoods graded D may
have received significantly less financial support from the fed-
eral government compared to higher-graded areas.
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Figure 1: Study area map. (a) Town map of the State of Connecticut. (b)
Census blocks of Hartford, East Hartford, and West Hartford (middle). (c)
Redlining zones overlay on census blocks (bottom). Green hollow boxes
show the two candidates’ census blocks (Site-1 and Site-2) selected for
multitemporal image analysis.

Table 1: General characteristics of census blocks from three candidate towns.

Town Number of Census | Population Median Income
Blocks

East Hartford 41 50971 $65,925

Hartford 93 121562 $37,037

West Hartford 62 64034 $132,163

Approach and Data Analysis:

Figure 2 exhibits the overall experimental design. To address
Objective 1, we downloaded demographic data on population,
median income, and ethnicity from the US Census Bureau. We
also obtained data on surface temperature differences, health
burdens, and current tree canopy distribution from American
Forests. Additionally, we used data portals such as Living At-
las and CT GEODATA to identify census-block study sites
in West Hartford and East Hartford and to access data on
HOLC grade overlays within the study area.

We then identified a set of explanatory variables to develop
individual regression models, with tree canopy coverage as the
response variable (Table 2). The explanatory variables included
the percentage of people of color, people in poverty, normal-
ized surface temperature differences, and normalized health

burden.
American CT GEODATA CTECO
Forests Portal UConn MAGIC

Demographic  Tree Equity GIS Redlining Aerial Image
Data Data Data Data Data
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Figure 2: Simplified process diagram of the experimental design and analysis
methods. Q1, Q2, Q3 depict the research questions.

Table 2: Variables selected for linear regression models.

Response Variable Explanatory Variable

% People of Color

% Tree Canopy Coverage | 9, People in Poverty

Normalized temperature difference

Normalized health burden

To address Objective 2, we selected two case-study census
blocks from West Hartford (Site 1 (WH)) and East Hartford
(Site 2 (EH)) for detailed investigation (Figure 3). We chose
these sites to reflect differences in ethnicity, income level, and
the impact of past discriminatory practices, such as redlin-
ing. Site 1 represents a predominantly white, high-income
neighborhood, while Site 2 is a predominantly low-income
neighborhood with a significant population of people of color
(Table 4). According to the Homeowner Loan Corporation
(HOLC) Grades (Table 5), Site 2 falls within a redlined zone.
Until the 1968 Fair Housing Act, this discriminatory practice
withheld financial services from neighborhoods with signifi-
cant racial and ethnic minority populations.

We downloaded aerial images from 1934 to 2021 from the
UConn MAGIC and CTECO databases for both study sites
(Table 3). Accurate calculation of Percent Tree Canopy Cov-
er (PTCC) requires precise delineation of tree crowns, so we
focused on images taken during the leaf-on season (summer)
for analysis (highlighted in Table 3). Our dataset included
time-series images from 1952, 2006, 2014, and 2021.

While the 2006, 2014, and 2021 images were already geo-
referenced, the 1952 images were not. To address this, we used
GIS software (ESRI ArcGISPro, Redlands, CA) to georefer-
ence these images, assigning geographical coordinates relative
to a reference image or map containing a spatial reference sys-
tem.* We identified landmarks such as road intersections and
buildings in reference and candidate images to assign these
coordinates.

Once all images were georeferenced, we randomly gener-
ated 30 points for each site, ensuring a minimum separation
of 30 meters between points. Each point was buffered by 25
meters. Using GIS software, we manually digitized urban tree
canopy cover within each of these circular plots as polygons
(see yellow circles in Figure 4 and Figure 5). This digitization
was performed for each selected year and both study sites. The
PTCC for each circular plot was calculated by dividing the
total average area of tree cover in each site by the total area
of land, then multiplying by 100 (as shown in Equation 1).
Finally, we used a two-sample t-test to compare PTCC be-
tween Site 1 (WH) and Site 2 (EH) for each year, identifying
whether the difference in PTCC was statistically significant
(Figure 10).
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Figure 3: Thirty random sampling locations from each study site: (a) West
Hartford and (b) East Hartford. Randomly selected points are shown in red
dots with 25m buffer zone depicted as yellow circles.

Table 3: Characteristics of multitemporal aerial images. Rows highlighted in
orange indicate the images used to address Objective 2.

Acquisition Leaf Status Spectral Spatial Georeference  Source

Year Bands Resolution Status

1934 Leaf Off Grayscale ~1m No UConn
MAGIC

1952 Leaf On Grayscale ~1m No UConn
MAGIC

1970 Leaf Off Grayscale ~1m No UConn
MAGIC

1986 Leaf Off Grayscale ~1m No UConn
MAGIC

1990 Leaf Off Grayscale ~1m Yes CTECO

2004 Leaf Off Grayscale ~1m Yes NAIP/CTECO

2006 Leaf On Color ~im iYes NAIP/CTECO

2008 Leaf On Color ~1m Yes NAIP/CTECO

2010 Leaf On Color ~im Yes NAIP/CTECO

2012 Leaf On Color ~1m Yes NAIP/CTECO

2014 Leaf On Color ~1m Yes NAIP/CTECO

2016 Leaf On Color ~1m Yes NAIP/CTECO

2018 Leaf On Color ~1m Yes NAIP/CTECO

2021 Leaf On Color ~im Yes NAIP/CTECO

Table 4: Two candidate census blocks used in Objective 2.

Candidate census block Median income ($) | % People of color

Site 1 190,952 15

Site 2 41,640 91

Table 5: Homeowner Loan Corporation Grades.

Zone Grade Grade Descriptions

Site 2

1952

2006

2014

2021

Figure 4: A rendition of time series aerial imagery. Zoomed-in views of two
random locations (red dots) with a 25m buffer zone (yellow circle) selected
from Site-1 (right row) and Site-2 (left row). Tree canopy cover observed
in the East Hartford site did not increase significantly from 1950 to 2021.
Conversely, tree canopy cover increased at a greater rate in the West Hartford
site throughout the same period.

Y

®
e 2006

m— 2014
2021

2006
m— 2014
2021

Il 1952

- 1952

(a) (b)
Figure 5: Overlay of manually digitized tree cover extent from multi-year
images of a randomly selected point from (a) Site 1 West Hartford, (b) Site
2 East Hartford. The tree canopy cover in the West Hartford site maintained
consistently high canopy cover during the 1950-2021 period. The East
Hartford site consistently reported low canopy cover throughout this same
period.

AREA

(Trees)

Tree Canopy Cover % = *100

AREA
(Land)
Equation 1: The formula used to calculate the PTCC over time in each
circular plot of the two study sites (Site 1 and Site 2).To calculate PTCC, the
total average area of tree cover in each circular plot must be divided by the total
area of land, and then it should be multiplied by 100.
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B Result and Discussion

Objective 1 Results:

We found a negative correlation between the percentage of
people of color (POC) and the percentage of tree canopy cover
(PTC). As the percentage of POC in a neighborhood increas-
es, the PTC decreases accordingly (Figure 6). The strength
of this association is relatively moderate, with an R-value of
-0.461 and an R? value of 0.212. According to our linear mod-
el, the percentage of people of color explains at least 21.2% of
the variability in tree canopy coverage.

y= -18.69x +42.61
e ST C PercentoT People o7 Color V5 Pereenvage o7 Tee
——Fitind line |% Tree Canopy Cover

30

o3

v 5
%6 of People of Color

(a)

Figure 6: (a) A scatterplot of % people of color vs. %tree canopy cover (b) A
residual plot between %people of color and %tree canopy cover (c) A census
block level map of %people of color. There is a negative correlation between
the percentage of people of color and the percentage of tree canopy cover. As
the percentage of people of color in a community increases the percentage of
tree canopy cover correspondingly decreases.

We also discovered a negative correlation between the per-
centage of people living in poverty and the percentage of tree
canopy cover (Figure 7a). The strength of this association is
relatively moderate, with an R-value of -0.435 and an R® value
of 0.189. According to our linear model, at least 18.9% of the
variability in the percentage of tree canopy cover can be ex-

plained by the percentage of people in poverty.

Figure 7: (a) A scatterplot of %people in poverty vs. %tree canopy cover (b) A
residual plot between %people in poverty and %tree canopy cover (c) A census
block map of %people in poverty. There is a negative correlation between the
percentage of people in poverty and the percentage of tree canopy cover. As
the percentage of people in poverty in a community increases the percentage
of tree canopy cover correspondingly decreases.

Surface temperature difference within a neighborhood sim-
ilarly showcases a negative correlation with the percentage of
tree canopy cover (Figure 8a). The strength of this association
is strong, with an R-value of -0.859 and an R” value of 0.738.
According to our linear model, at least 73.8% of the variability
in the percentage of tree canopy coverage can be explained by
temperature difference.

y=-2.2046x + 47.486

TTree Canopy Cov- ]

(a)

Figure 8: (a) A scatter plot of %surface temp difference vs. %tree canopy
cover (b) A residual plot between %surface temp difference and %tree canopy
cover (c) A census block level map of %temp difference. There is a negative
correlation between the percentage of surface temperature difference and the
percentage of tree canopy cover. As the percentage of surface temperature
difference increases, the percentage of tree canopy cover correspondingly
decreases.

A negative linear association exists between the percentage
of health burden and the percentage of tree cover (Figure 9a).
The strength of this association is relatively moderate, with an
R-value of 0.371 and an R? value of 0.138. According to our
linear model, the percentage of health burden explains at least
13.8% of the variability in tree canopy coverage.

y=-28.046x + 41.227

Figure 9: (a) A scatter plot of %health burden vs. %tree canopy (b) A
residual plot between %health burden and %tree canopy cover (c) A census
block level map of %health burden. There is a negative correlation between
the percentage of health burden and the percentage of tree canopy cover. As
the percentage of health burden increases the percentage of tree canopy cover
correspondingly decreases.

Objective 2 Results:

A pairwise comparison of the percent canopy cover in each
year interval was created to display significant differences be-
tween the two study sites (Figure 10).

In Site 1 (West Hartford), 1952, the mean tree canopy cover
was 47.38%. Over the past 54 years, the value has decreased by
3.28%. By 2006, the tree canopy cover was 44.1%. In 2014, the
average percentage of tree cover slightly increased to 46.35%.
However, in 2021, the mean percentage of tree cover slightly
decreased to 34.63% (Figure 10).

In 1952, the mean tree canopy cover in Site 2 (East Hart-
ford) was 5.91%. Over 54 years, the mean value increased to
12.82%. By 2014, the canopy cover declined by 5.77%, with a
resulting mean percentage of 7.05%. In 2021, the average tree
cover percentage slightly decreased to 5.97%. (Figure 10)
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Figure 10: A comparison of PTCC was calculated based on 30 random plots
from Site 1 and Site 2 from 1952 to 2021. P-values indicate the significance of
pairwise comparisons based on t-tests.

Discussion:

Results suggest that neighborhoods with a higher percent-
age of people of color and a higher percentage of people living
in poverty have lower percentages of tree canopy cover. This
disparity may stem from the high costs of tree planting and
maintenance, which are often beyond the financial means of
marginalized communities. On the other hand, the greater
proportion of rental residences in such neighborhoods may
prevent residents from planting more trees, as the responsibil-
ity for communal afforestation is often unknown. Ultimately,
the legacy effects of policies like redlining could have long-
term impacts on these communities.”

The aerial imagery analysis of Site-2 (EH) revealed that
throughout the 70-year observation period (1952-2021), the
average percentage of tree canopy cover was 7.94%. Converse-
ly, in Site-1 (WH), the mean tree canopy cover was 43.12%.
The tree canopy cover of Site-1 stays relatively consistent
throughout the 70 years. Figure 10 showcases Site-1’s consis-
tently high average percent value and low variability, indicating
prevalent urban tree planting amid increasing urban develop-
ment over this timespan. In contrast, Site-2 (Figure 10) shows
a consistently low canopy cover, high variability, and an overall
negative trend across the 70 years. The results could potentially
highlight the low level of attention paid to tree planting. The
three key variables that differed between the two sites were
ethnic composition, income, and the discriminatory practice
(redlining zone). Site-1 was labeled Zone-D for redlining and
had a high %POC. Site-2 was labeled Zone-A for redlining
and had a high percentage of Caucasian people (low %POC).
Previously, we hypothesized that the mean percentage of tree
canopy cover between the two census blocks for each selected
year would be statistically significant. If these values were sta-
tistically significant, this would suggest that redlining could be
one variable that has a lasting effect on present-day tree cano-
py cover. T-tests were performed yearly for each pair of mean
percent values (1952, 2006, 2014, 2021). For the two mean
values to be significantly different, the p-value must be lower

than 0.05. For each t-test, the p-value was less than 0.05. These

findings suggest that redlining may have a lasting impact on
urban tree cover in communities.

Throughout this project, several aspects could have contrib-
uted to the error. One source of error is related to the gray-scale
aerial images (1952 - 2021; Table 1), which had poor image
quality and spatial resolution of historical images, making it
difficult to visually identify and digitize tree crowns. This often
resulted in spatial uncertainties in the area estimation of tree
canopy cover. One source of error comes from the gray-scale
aerial images (1952-2021; Table 1), which had poor image
quality and low spatial resolution, making it difficult to visu-
ally identify and digitize tree crowns. These limitations caused
spatial uncertainties in estimating tree canopy cover. Therefore,
image quality can impact the detection accuracy of urban tree
cover. The process of georeferencing was also a potential source
of error. We found it difficult to locate long-term (time-invari-
ant) ground control points, such as roads or buildings, in many
of the 1952 time series images. A further step to enhance map
accuracy could have involved field validation. Image-based area
measurements can be compared directly with in situ field ob-
servations.

The sample size of buffered points across both study sites
may have also been another source of error. For each study site,
30 points were randomly distributed and buffered to estimate
tree canopy cover. An average of these 30 points then deter-
mined the percentage of urban tree cover in each study area.
The accuracy of this calculation could have been higher with
a larger sample size at each site. Additional study sites in East
Hartford and West Hartford with similar demographic and
population criteria would also have strengthened the analysis.
By expanding in this way, the results would provide more ev-
idence of the legacy effect of redlining on present-day urban
tree cover.

Aerial imagery serves as a powerful ‘citizen science’ data
source to educate the public. The visual presentation of urban
tree cover growth over time, combined with the impact of de-
mographic and sociopolitical (redlining) variables on access
to tree cover, effectively conveys that urban tree cover dispro-
portionately affects communities of color. Additionally, aerial
imagery of urban tree cover can pinpoint areas in neighbor-
hoods where further tree planting is needed. This approach can
be helpful for communities that lack access to tree cover and
have decided to integrate greenery to a greater extent.

B Conclusion

This study demonstrated that urban tree canopy cover is
negatively correlated with the following variables: ethnicity, in-
come, surface temperature, and health burden. Neighborhoods
with high percentages of people of color experience noticeably
higher summer temperatures compared to predominantly white
neighborhoods. Similarly, health burden inversely associates
with tree cover, disproportionately affecting low-income and
minority communities. Results from Objective 2 showed that
researchers can quantify urban tree cover using multitemporal
imagery. Over the past 70 years, the study sites in East Hartford
have consistently exhibited low canopy cover, whereas the West
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Hartford site has maintained consistently high canopy cover.
The tree canopy between the two sites differed statistically in
all years, suggesting that past discriminatory practices, such as
redlining, may have lasting effects on present-day disparities
in tree canopy cover. Visualizing changes in urban tree canopy
cover alongside socioeconomic variables raises awareness of the
disparities faced by marginalized and formerly redlined com-
munities. Additionally, using aerial imagery to identify areas
for future tree planting can be highly beneficial. A potential
future direction for this project involves expanding similar
imagery analysis to other urban communities in Connecticut.
Developing an app to educate the public about tree cover dis-
parities and assist with tree planting programs would further
enhance community engagement and action.
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ABSTRACT: Lung cancer remains one of the leading causes of cancer-related mortality worldwide. Epidemiological studies
have established a significant correlation between exposure to fine particulate matter (PM2.5) and an increased risk of lung cancer.
Notably, PM2.5 derived from wildfire smoke has been shown to exhibit greater toxicity than PM2.5 from other sources, due to
its higher oxidative potential and pro-inflammatory composition. The COX-2 enzyme, a crucial mediator of inflammation, is
known to be upregulated in response to PM2.5 exposure, promoting tumorigenesis. This study employs a mathematical modeling
approach to describe COX-2 induction using a modified Michaelis-Menten equation, incorporating real-world clinical hazard
ratios. Furthermore, the inhibitory effect of aspirin, a nonsteroidal anti-inflammatory drug (NSAID), is modeled to determine
its potential role in mitigating lung cancer risk. Monte Carlo simulations are conducted to evaluate variability in exposure-
response relationships. Our results suggest a dose-dependent reduction in COX-2 levels with aspirin intake, which correlates
with a significant decrease in estimated lung cancer risk. These findings provide a quantitative framework for understanding
environmental risk mitigation and suggest potential pharmacological intervention strategies.

KEYWORDS: Computational Biology and Bioinformatics, Computational Biomodelling, Environmental Exposure, Monte

Carlo Simulation, Lung Cancer.

B Introduction

Recent increases in wildfire activity, driven by climate change
and prolonged droughts, have raised serious concerns about
their impact on public health. Wildfire smoke is a major source
of ambient fine particulate matter (PM2.5) and is characterized
by a higher concentration of carbonaceous particles, polycyclic
aromatic hydrocarbons (PAHs), and toxic metals compared
to PM2.5 from urban or industrial sources.! This unique
chemical composition enhances its potential to induce oxida-
tive stress and airway inflammation. Epidemiological studies
have reported significantly higher rates of respiratory-related
emergency room visits and hospital admissions during wildfire
smoke episodes, especially among children and the elderly.®?
These findings suggest that wildfire-derived PM2.5 may pose
a greater threat to respiratory health than PM2.5 from other
sources, thereby underscoring the need to assess its potential
role in long-term diseases such as lung cancer.

Lung cancer is a leading cause of cancer-related deaths,
accounting for over 1.8 million deaths annually.* Among envi-
ronmental risk factors, PM2.5 exposure has been identified as
a major contributor to lung cancer development through oxi-
dative stress, DNA damage, and chronic inflammation.>® Fine
particulate matter penetrates deep into lung tissues, activating
pro-inflammatory signaling pathways, including COX-2, a
key enzyme involved in inflammation and tumor progression.”
Studies have shown that COX-2 is upregulated following
PM2.5 exposure, linking air pollution to inflammation-driv-
en carcinogenesis.® Aspirin, a nonsteroidal anti-inflammatory
drug (NSAID), is known for its COX-2 inhibitory effects,

which may provide protective benefits against pollution-in-

duced lung cancer.” Several large-scale epidemiological studies
suggest a dose-dependent reduction in lung cancer risk with
regular aspirin use.’®!! However, the precise mechanisms by
which aspirin mitigates this risk, particularly in the context of
PM2.5-induced inflammation, remain unclear.

This study demonstrates COX-2 as a key factor in PM2.5-in-
duced inflammation, yet PM2.5 also contributes to lung cancer
through various biological mechanisms such as oxidative DNA
damage, immune dysregulation, and epigenetic changes.'***
Studies have shown that fine particulates generate reactive ox-
ygen species (ROS), which lead to DNA strand breaks and
adduct formation.” These multiple mechanisms highlight that
COX-2 is one of the multifactorial responses to air pollution.

This study develops a mathematical framework to model
the interplay between PM2.5 exposure, COX-2 expression,
and aspirin intervention. A modified Michaelis-Menten equa-
tion describes COX-2 induction in response to PM2.5, while
a competitive inhibition model quantifies aspirin’s effect on
COX-2 suppression. Additionally, a hazard ratio-based model
estimates lung cancer risk, incorporating the effects of aspi-
rin-mediated COX-2 inhibition. Monte Carlo simulations are
performed to analyze probabilistic risk distributions, account-
ing for real-world variability. By integrating epidemiological
data, mechanistic modeling, and pharmacological intervention,
this research aims to enhance understanding of lung cancer
risk mitigation strategies in high-pollution environments. The
findings provide a quantitative basis for aspirin’s potential as
a chemopreventive agent, guiding future clinical and public
health recommendations.

© 2026 Terra Science and Education
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B Methods

COX-2 Expression Model:

The expression of COX-2 in response to PM2.5 expo-
sure was modeled using a Michaelis-Menten-like equation
to describe enzyme kinetics with environmental stimuli. The
equation is as follows:

X [PM]

max

COX2(PM) =——
K +[PM]

1

Where V,,,. ( pg/m’/s) represents the maximum COX-2
induction, X,, (pg/m’) is the half-maximal PM2.5 concen-
tration, and [PM] (ug/m?) denotes the PM2.5 concentration.
This equation (1) in this COX-2 model indicates that COX-2
expression increases with rising PM2.5 levels but approaches
saturation at higher concentrations.

Aspirin Inbibition Model:

Aspirin inhibits COX-2 activity via competitive inhibition,
modifying the standard Michaelis-Menten equation as fol-
lows:

V. x[PM]

max

(K X (l+ m))+ [PM]
m Kl

Here, [4] (mg/day) represents the aspirin dose, and X; (mg/
day) is the inhibition constant of aspirin. Our analysis on aspi-
rin as a competitive inhibitor, as in equation (2), demonstrates

COX2,

mk( PM.4) =

@

that increasing aspirin doses lead to a reduction in COX-2
expression, with higher doses yielding more pronounced in-
hibition.

The K; value was approximated using published competi-
tive inhibition constants for COX-2. Gierse ez al. reported K;
values of approximately 11-15 uM for NSAIDs.'* Although
aspirin-specific K; values are not widely available, using this
range allows a biologically plausible estimate in our model. Pa-
trono ef al. also informed the general concept of aspirin's COX
inhibition, but did not report a specific K."”

Lung Cancer Risk Model:
To estimate lung cancer risk, we incorporated a hazard ra-
tio (HR) framework, where the risk scales exponentially with
COX-2 expression. The equation used is:
COX2, (PM.A)
P R —

max

Risk,, (PM,A) =Risk, X (HR 3)
where Risky,,, is the baseline lung cancer risk, and HR,,, ¢
is the hazard ratio per 5 pg/m’ increase in PM2.5 exposure.
Equation (3) in this cancer risk model predicts that higher
PM2.5 concentrations elevate lung cancer risk, while aspi-
rin-mediated COX-2 inhibition reduces this risk.

Monte Carlo Simulation:

To account for variability in PM2.5 exposure and aspirin
dosage, we conducted a Monte Carlo simulation with 10,000
iterations. PM2.5 concentrations were randomly sampled
from a uniform distribution (5-50 pg/m?), and aspirin doses
were randomly selected from a set of common clinical doses

(0, 50, 100, 150, and 300 mg). The resulting lung cancer risk

was computed for each scenario to generate a distribution of
risk estimates. The PM2.5 range (5-50 pg/m?) was chosen to
show how people are really exposed to it. In many OECD
cities, the values at the lower end of this range are similar to
the levels found in urban areas. Concentrations above 35 pg/
m?® are common during wildfires or times of high pollution in
places like California, Beijing, and New Delhi.'®" This distri-
bution includes both normal and extreme exposure conditions
that are important for public health policy.

B Results and Discussion

COX-2 Expression in Response to PM2.5 Exposure:

To quantify the relationship between PM2.5 concentration
and COX-2 enzyme expression, we utilized a Michaelis-Ment-
en-inspired equation to model the induction of COX-2.

COX-2 Enzyme Expression as a Function of PM2.5 Exposure

14— COX-2 Expression vs. PM2.5

1.2
1.0

0.8
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Figure 1: Graph showing the simulated COX-2 expression in response to the
increased PM2.5 concentration, using the Michaelis-Menten-like equation.
This curve shows a sharp increase in the COX-2 expression at lower PM2.5
levels, indicating increased susceptibility to inflammation, followed by a high-
flat phase at higher concentrations, reflecting maximal enzyme induction
and suggesting cellular saturation in inflammatory signal transmission. The
modelling approach is consistent with the results of the lung toxicology
experiment.

Figure 1 demonstrates that COX-2 expression follows a sat-
uration curve in response to increasing PM2.5 exposure. At
low PM2.5 concentrations, COX-2 expression increases rap-
idly, indicating a high sensitivity of inflammatory pathways to
even minimal particulate matter exposure. However, at higher
PM2.5 levels, COX-2 expression plateaus, suggesting a satura-
tion effect, where the enzyme reaches its maximum induction
capacity due to limited cellular response mechanisms. This
phenomenon aligns with experimental findings in pulmonary
inflammatory studies, where chronic exposure to high pollu-
tion levels does not further elevate COX-2 expression beyond
a threshold.”®
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Impact of Aspirin on COX-2 Expression and Lung Cancer
Risk:

Effect of Aspirin on COX-2 Expression under PM2.5 Exposure Impact of Aspirin on Lung Cancer Risk under PM2.5 Exposure
Aspiin 0 mg

4 n0mg
o 00140

COX-2 Expression Level (Inhibited)

50 10 50

20 30 20 30
PM2.5 Concentration (g/m?) PM2.5 Concentration (g/m’)

Figure 2: (a) Line graph demonstrating the inhibitory effect of aspirin on
the COX-2 expression, simulated using the competitive inhibitory extension
of the Michaelis-Menten framework. Increasing the dose of aspirin (0-300
mg/day) progressively reduces COX-2 level, with a notable inhibitory effect
observed in the 50-150 mg range. (b) Exponential curves representing
simulated lung cancer risk as a function of PM2.5 concentration, with varying
aspirin content (0, 50, 100, 150, 300 mg). Without aspirin, the risk of lung
cancer increases rapidly with increasing PM2.5 levels, corresponding to
the risk-based epidemiological model. As the aspirin content increases, the
risk curves gradually decrease, reflecting suppression of COX-2 expression
and reduced inflammatory response. Together, these results suggest that
modulating inflammatory pathways using aspirin can significantly change the
environmental cancer risk profile.

Aspirin, a well-known COX-2 inhibitor, was examined for
its role in mitigating lung cancer risk by suppressing inflam-
mation induced by PM2.5 exposure. Figure 2(a) demonstrated
that COX-2 expression is significantly reduced with increas-
ing aspirin dosage, particularly in the range of 50-150 mg,
beyond which diminishing returns were observed at 300 mg.
This suppression of COX-2 aligns with established biochem-
ical findings that NSAIDs, such as aspirin, can downregulate
inflammatory pathways involved in carcinogenesis.”"

Building on these findings, Figure 2(b) modeled lung cancer
risk as a function of PM2.5 exposure while incorporating aspi-
rin-mediated COX-2 inhibition. Without aspirin, lung cancer
risk increases exponentially with PM2.5 concentration, re-
flecting real-world epidemiological hazard ratios.*® However,
aspirin intake effectively reduces this risk in a dose-dependent
manner, with 50-150 mg providing substantial protective ef-
fects. At higher doses (300 mg), the additional reduction in
risk is minimal, reaffirming the saturation effect seen in COX-
2 suppression.

Specifically, the model estimates that increased aspirin in-
take from 0 mg to 150 mg/day leads to an approximate 27%
reduction in relative lung cancer risk at a PM2.5 concentration
of 30 pg/m?, reflecting the nonlinear suppression of COX-2

activity.

Monte Carlo Simulated Lung Cancer Risk Distribution:

Given individual variations in PM2.5 exposure, genetic sus-
ceptibility, and aspirin metabolism, a Monte Carlo simulation
was conducted to model lung cancer risk across 10,000 simu-
lated cases.

Monte Carlo Simulated Lung Cancer Risk by Aspirin Dose
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Figure 3: Box plot summarizing the probabilistic distribution of lung cancer
risk estimates derived from 10,000 Monte Carlo simulations integrating
randomly sampled PM2.5 concentrations (5-50 pg/m®) and aspirin doses
(0-300 mg). Each box represents median values, interquartile ranges, and
distribution tails for each aspirin group. The results demonstrate that aspirin
reduces both the central tendency and variability of predicted lung cancer risk.
This figure illustrates population-level heterogeneity and highlights the value
of probabilistic modeling in environmental health risk assessment.

Figure 3 presents the distribution of lung cancer risk across
various aspirin dosages, derived from 10,000 Monte Carlo
simulations. The box plot reveals the median, interquartile
range (IQR), and overall distribution of risk estimates. The
median predicted risk for the 0 mg group was approximately
1.25 times higher than that of the 150 mg group, confirming
the protective trend observed in deterministic modeling. The
interquartile range also narrowed with increasing aspirin dos-
age. This result suggests a reduction in the variability of risk
among individuals.

Violin Plot of Lung Cancer Risk Distribution by Aspirin Dose
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Figure 4: Violin plot showing the distribution of simulated lung cancer
relative risk (RR) across 10,000 individuals per aspirin dose group. Width
represents probability density. A red dashed line marks the high-risk threshold
(RR = 2.0). Aspirin intake at 50 mg or more markedly reduces the density of
high-risk outcomes, with little further improvement at higher doses.

The full probability density of lung cancer risk is visualized
using a violin plot to enhance the interpretability of risk dis-
tribution across different aspirin dosages (Figure 4). This plot
captures not only the interquartile range and medians of simu-
lated risk but also the distribution shape for each dosage group.
Without aspirin (0 mg), a sizable portion of the population
exhibits relative risks (RR) greater than 2.0, as indicated by
the red dashed threshold line. In contrast, the 50 mg aspirin
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group shows a significant leftward shift in the entire risk dis-
tribution, with the high-risk tail effectively eliminated. This
distributional collapse remains consistent across higher doses
(100-300 mg), reinforcing the saturation effect of COX-2 in-
hibition and highlighting 50 mg as a potential threshold for
chemopreventive efficacy. The violin plot thus complements
the box plot in emphasizing the population-level impact of
low-dose aspirin in high-exposure scenarios.

Inflammation Dynamics Under Wildf ire-Derived PM2.5:

PM2.5 derived from wildfires is recognized by its high
oxidative potential and inflammatory effects. This model in-
dicates a nonlinear relationship between PM2.5 exposure
and COX-2 expression, exhibiting saturation kinetics at high
concentrations. This association is consistent with previous
research in cellular and animal studies demonstrating that
PM2.5 induces COX-2 through NF-kB and MAPK signaling
pathways.??? Such responses have been observed in cultured
lung epithelial cells and animal models, where COX-2 tran-
scription is rapidly upregulated in response to particulate
matter in the air. However, human iz vivo data remain limited.
While PM2.5 exposure is known to increase inflammatory cy-
tokines in epidemiologic studies,? few studies have quantified
COX-2 expression directly in human lung tissue after ambient
exposure.”>?*» The modeled saturation effect likely reflects
biological factors, such as transcriptional feedback or limited
enzyme translation capacity, but requires empirical validation
in exposed populations.

Modeling Lung Cancer Probability:

The COX-2-based risk model was constructed to reflect
known epidemiological associations between PM2.5 and lung
cancer. Numerous cohort studies have reported that each 10
pg/m3 increment in long-term PM2.5 exposure is associat-
ed with hazard ratios (HRs) ranging from 1.1 to 1.3, which
link to a 10-20% increase in lung cancer mortality.>**?" By
assuming an HR of approximately 1.05-1.10 per 5 pg/m3,
the model generated risk estimates that are broadly consistent
with population-level observations, and also aligns with Figure
2(b). Importantly, the model deviates from standard log-linear
assumptions by incorporating a saturation constraint derived
from inflammatory regulation. This biologically informed cur-
vature predicts attenuated risk increase at higher PM2.5 levels,
a feature relevant for high-exposure environments such as
wildfires or industrial environments. Under typical urban con-
ditions, where long-term exposure rarely exceeds 50 pg/m3,
the model converges with conventional linear risk estimations.

COX-2 as a Mechanistic Driver in Pollution-Associated Car-
cinogenesis:

COX-2 isidentified as a key mediator of inflammation-driv-
en carcinogenesis. The overexpression of this factor in lung
cancer, especially in non-small-cell lung carcinoma (NSCLC),
has been associated with increased proliferation, angiogenesis,
and immune evasion.7 Numerous retrospective studies have
highlighted increased tumor COX-2 expression as an indica-
tor of adverse prognosis, with HRs ranging from 1.4 to 1.6

for high-expression compared to low-expression cohorts.?*?

Although these findings are based on tumor tissue, they sup-
port the inclusion of COX-2 as a mechanistic indicator in our
model. No prospective studies have evaluated whether elevat-
ed COX-2 levels in healthy persons predict future lung cancer
incidence, hence constraining the accuracy with which this
inflammatory axis can be used for individual risk assessment.

Aspirin as a Dose-Dependent Modulator of Inflammatory
Risk:

Incorporating aspirin into the model via a competitive in-
hibition mechanism revealed its capacity to reduce COX-2
expression and, subsequently, the risk of lung cancer. Simu-
lations indicated substantial COX-2 inhibition at dosages of
50-150 mg/day, with negligible further impact over 300 mg.
This outcome aligns with pharmacological studies demon-
strating optimal enzyme acetylation at minimal dosages.”
Observational studies corroborate this, indicating that long-
term aspirin users exhibit a reduced risk of lung cancer (relative
risks of 0.85-0.90) in meta-analyses.""** However, the model
fails to consider individual variations in aspirin metabolism
and bleeding-related implications. These criteria are essential
for the practical application of chemoprevention methods and
must be incorporated into future personalized models.

Our model highlights the potential of aspirin in reducing
the risk of lung cancer linked to COX-2, yet it fails to address
the drug's acknowledged clinical risks, notably gastrointestinal
bleeding and hemorrhagic stroke.'?! The negative conse-
quences, especially common among older individuals and those
with additional health issues, restrict the widespread use of as-
pirin as a preventive measure. Future models must meticulously
evaluate the benefits of mitigating inflammation against the
potential adverse effects, especially when recommending ex-

tended or high-dose therapies.

Population-Level Variation Captured Through Monte Carlo
Simulation:

Our application of Monte Carlo simulation aligns with es-
tablished environmental risk assessment methodologies, which
frequently utilize probabilistic models to estimate exposure
and disease risk in heterogeneous populations. Prior studies,
including those examining PAH-related lung cancer risk and
PM2.5 exposure among children, demonstrate the utility of
Monte Carlo frameworks in capturing real-world variability in
pollutant concentrations, physiological parameters, and behav-
ioral factors. In our study, 10,000 iterations integrating variable
PM2.5 levels and aspirin dosages produced risk distributions
with realistically broad interquartile ranges. Importantly, the
findings indicate that aspirin’s protective effect is most pro-
nounced in high-exposure simulations, reinforcing the value of
probabilistic approaches for identifying population subgroups
most likely to benefit from targeted interventions.

B Conclusion

This study offers an empirical method for evaluating lung
cancer risk linked to PM2.5 exposure, mediated by COX-2 in-
flammatory signaling and influenced by aspirin intervention.
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The model incorporates Michaelis-Menten kinetics, com-
petitive inhibition models, and hazard ratios to explain the
mechanisms by which environmental exposures may induce
cancer and how pharmacological intervention could reduce
that risk. The Monte Carlo simulation method effectively
simulates individual heterogeneity in exposure and response,
thereby improving the translational potential of targeted che-
moprevention in high-exposure populations.

Our findings highlight the potential of aspirin to serve as
a dose-dependent modulator of inflaimmation-related cancer
risk, especially in environments of acute or chronic exposure
to particulate matter. Although these findings originate in bi-
ological and epidemiological data, their application in clinical
or public health settings requires additional validation. The
paradigm reduces intricate carcinogenic pathways to a singu-
lar mediator and presumes a uniform pharmacologic response,
disregarding individual characteristics such as genetics, consis-
tency, and side effects.

Despite these obstacles, the model provides a reasonable
foundation for the integration of environmental toxicology,
biomolecular modeling, and public health risk assessment.
Further research must integrate multi-pathway mechanisms,
co-exposures, and empirical biomarker data to increase preci-
sion in forecasting and preventing environmental cancer risk.
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ABSTRACT: Real-time monitoring systems are being increasingly utilized as an option to protect vulnerable populations,
but current solutions heavily depend on sensors that reduce effectiveness and create privacy concerns. The proposed SafeSight
system addresses this gap by applying an array of models to perform scene understanding, object detection, action recognition,
and motion anomaly detection to enable contextual privacy masking. We evaluated SafeSight with benchmark datasets (UCF50,
GMDCSA) and live video feeds. It achieves up to 0.867 F1 score for sedentary activity recognition and over 90% scene context
accuracy within household environments. The use of artificial intelligence through deep learning and vision language models
revolutionizes live video analysis to make accurate decisions with temporal scene analysis, static and dynamic events, and privacy-
protecting contoured filters for sensitive locations. SafeSight could feasibly expedite alerts while monitoring high-risk situations
where medical attention is required immediately, eventually being scaled to larger scenarios for healthcare, education, and public
safety.

KEYWORDS: Robotics and Intelligent Machines, Machine Learning, Health Monitoring, Vision Language Model,
Ultralytics.

B Introduction that these systems often over-trigger alerts for non-emergency

Real-time video analysis systems are becoming an increas- events or fail to raise on-time alerts for genuine emergencies.
ingly valuable tool for monitoring the safety and well-being of Existing systems often use a mix of wearable and infrastruc-
vulnerable populations, including senior citizens, unattended ture-based sensors.’ Wearables such as accelerometers and
children, and individuals with health conditions. For elderly heart rate monitors can provide continuous physiological
individuals living alone at home or in assisted care facilities, data,* but their reliability is limited by battery constraints, in-
these systems are critical for detecting potentially fatal inci- consistent use, environmental sensitivity, and user discomfort
dents and alerting the caregivers.! Similarly, young children at or forgetfulness.”® Infrastructure-based systems often require a
home or in childcare settings benefit from continuous super- high computational load, delaying detection and reducing the
vision to prevent and respond to accidents and emergencies. overall effectiveness of interventions.
Beyond individual care, real-time monitoring has applications To overcome these challenges and address user needs, re-
in law enforcement and institutional settings, such as detecting al-time alerting systems must maintain a balance between
disturbances in prisons or ensuring safety in public areas. These responsiveness and user privacy. Monitoring should not result
systems offer situational awareness, enabling caregivers, fami- in a sense of constant surveillance, and alerts should only be
ly members, or authorized personnel to remotely track current triggered when necessary, as long as any privacy measures are
activity within the monitored property. taken.

Timely intervention during medical emergencies, such as Infrastructure-based sensors, such as cameras, depth sensors,
falls, seizures, or strokes, can significantly improve survival and radar, and LiDAR, offer more consistent and non-intrusive
recovery outcomes.? In the United States alone, over 14 mil- monitoring by capturing visual and spatial data without requir-
lion people, primarily seniors over 65, experience falls annually. ing the subject to wear any devices. In the SafeSight project, we
Similarly, strokes impact approximately 795,000 individuals adopt camera-based infrastructure sensors to obtain detailed
each year, and rapid intervention within the first hour is criti- visual input and contextual awareness across monitored spac-
cal to reducing complications. Seizures lasting longer than five es. Computer vision techniques, including object detection,
minutes also require immediate medical attention. Effective tracking, pose estimation, and activity recognition, form the
monitoring systems must be capable of detecting both static foundation for analyzing real-time video streams. By leverag-
events, such as lying down or sitting, and dynamic events, such ing deep learning frameworks such as TensorFlow,” PyTorch,®
as walking or suddenly collapsing, to enable rapid response. YOLO,’ and OpenCV," SafeSight builds an accurate and

There are various challenges associated with real-time scalable monitoring system.
monitoring systems. They raise serious concerns about pre- To further enhance performance and contextual understand-
serving the user’s privacy, especially in sensitive locations of ing, SafeSight incorporates Vision-Language Models (VLMs)
the property, like bedrooms or bathrooms, where supervision using tools such as Olama. Unlike traditional deep learning
of vulnerable populations is still required. Another challenge is models, VLLMs are capable of reasoning across both visual and
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textual data. They can generalize to a broad range of objects
and actions beyond those seen during training and perform
complex tasks like visual question answering and scene in-
terpretation. This integration enables SafeSight to deliver a
context-aware, privacy-conscious, and responsive solution for
real-time safety monitoring. To achieve this, we incorporate
several key contributions:

Scene-aware privacy-preserving real-time alert generation: We
developed algorithms to identify and alert on unusual events
while minimizing the exposure of sensitive information.

LLM-driven rules engine: We utilized large language models
to define and enforce rules about valid and invalid behaviors
within a given scene.

Real-time assessment of mobility state: We developed tech-
niques to assess an individual's mobility state independently of
their current posture, enabling the detection of subtle changes
in activity levels.

Related Works:

Within previous studies regarding real-time monitoring
systems for vulnerable populations, wearable sensors have been
researched for their ability to detect falls and monitor vitals.
For instance, fall detection systems that use accelerometers
exhibited high accuracy in controlled environments. How-
ever, in real-world scenarios, there are other factors, such as
user mobility and battery life, that could limit success. Ad-
ditionally, wearable devices such as heart rate monitors and
smartwatches can provide continuous health data, but become
less dependable due to the user’s forgetfulness and improper
placement.”? Although there are significant advancements in
wearable technology, the continued limitations stress the need
for solutions that rely on infrastructure-based monitoring in-
stead of wearable sensors. Systems combining wearable sensors
with environmental context have shown improved accuracy
and reliability in detecting anomalies.’

Low-resolution infrared arrays with 3D convolutional neu-
ral networks achieve accurate privacy-preserving fall detection,
but struggle in cluttered environments." Optical elements may
reduce identifiable data yet compromise contextual details.*
Privacy-preserving cameras and neuromorphic sensors limit
visual information, but face challenges in dynamic scenes.”™

Although depth sensors, radar sensors, or LiDAR sensors
can be used to create detailed 3D maps of environments,
these technologies are typically expensive and complex to im-
plement on a larger scale.”” By using camera-based systems
and computer vision techniques, many of these limitations
can be reduced or eliminated. Frameworks for deep learning,
such as TensorFlow, MediaPipe,' and YOLO, enable appli-
cations related to human activity recognition and anomalous
event detection. When these techniques are used together
with depth data, they create strong detection systems in ob-
structed environments.” Vision-language models (VLMs)
have recently been used for real-time understanding using
camera-based systems. The coordination between visual and
textual data allows for a more sophisticated understanding and
reasoning of the conditions being monitored.** The advantage
of these models is that they use joint representations of images

and texts, allowing for increased detection of anomalies and
behavior analysis. Empirical works assert that VL.Ms indeed
enhance performance in important tasks like visual question
answering and scene interpretation, both of which are crucial
for real-time monitoring.*!

In addition to detection accuracy, privacy preservation is a
critical focus in the field. Some existing methods include edge
processing and encrypted data transmission, which can pro-
tect user privacy while effectively running the system.?? The
SafeSight project uses VLMs, deep learning methods, and
appropriate privacy-preserving methods to integrate a reliable
monitoring system that effectively addresses the drawbacks of
existing solutions.

Existing monitoring approaches face trade-offs between
accuracy, cost, and privacy. While wearable sensors capture
physiological data, they suffer from compliance and battery
issues, whereas infrastructure-based options such as LiDAR
and radar are expensive and difficult to scale. Camera-based
deep learning approaches improve activity recognition, but
often lack semantic reasoning. SafeSight addresses these
gaps by combining camera infrastructure with VLM-driven
scene understanding, LLM-based rule enforcement, and deep
learning techniques. This integrated design enables accurate,
privacy-preserving monitoring of vulnerable populations,
distinguishing SafeSight as a novel and practical real-time
solution.

B Methods

Architecture:

The SafeSight system architecture, as seen in Figure 1, is
designed to provide comprehensive, real-time monitoring in
places like homes, childcare centers, assisted living facilities,
etc. This system is centered around the cameras that are strate-
gically placed around the monitoring facility and connected to
a pre-processor module. The classifier consists of six modules:

Objects,

Objects, actions,

Images regions

scene

oo Key Region Action ontexiul
R, FIERIETEEET |y E‘lyem?ﬁer Recognizer Sy
R o 9 Classifier
Images sedentary}
l J non ac[ionl
o Scene sedentat
Facility where Scene Context GCUOr:T/ Sty
monitoring of \dentifier Object Action
persons (elderly, L — Monitor
children) is needed Vision
Yolo-World
Open vocabulary Language
object detector Model Contextual
(Al) Privacy Engine
Scene classifier i

Privacy preserved
realtime Alerts

Figure 1: SafeSight system architecture. The system takes the video footage
from the real world, extracts the images, and takes them through a series of
steps to clean up the images, extract key regions of human interactions, and
identify the performed actions of individuals within those regions. After
classifying the actions, an informative alert will be triggered along with
privacy-protected alert images.

Image Pre-processing module: This module performs frame
extraction, color space conversion, and resizing. This step re-
moves any unwanted noise or background artifacts, ensuring
consistent, high-quality input into the system’s other modules.

Scene Context Identifier: This module can differentiate cer-
tain contextual details, such as the room type, the objects that
are present, and allowed or safe actions. It utilizes the LLAVA

DOI: 10.36838/v8i1.98

929



ijhighschoolresearch.org

Moondream2 VLM combined with a large language model
(LLM) to describe the scene in detail.23,24 Once the con-
text of the scene is established, YOLO-World identifies and
localizes key objects within the frame. This process generates
bounding boxes for recognized objects.

Key Region Identifier: This module segments these into key
interaction regions that focus on interactions between individ-
uals and nearby objects or other people. This allows the system
to monitor specific scenarios, such as a person cooking with a
stove in a kitchen or brushing their teeth in a bathroom.

Action Recognizer: This module uses a Vision Language
Module to identify the actions being performed by the indi-
viduals within these key regions.

Contextual Severity Classifier: This module classifies these
actions into non-sedentary or sedentary categories. Sedentary
actions are further scrutinized by the Sedentary Action Mon-
itor to detect joint movements and assess the mobility of the
individual. If minimal to no movement is observed within a
predefined time frame, an alert is sent out to emergency con-
tacts and services.

Contextual Privacy Engine: This module blurs sensitive re-
gions while preserving the overall shape of the individual’s
figure. It ensures that alerts are informative while preserving
the privacy of the monitored individual, especially in sensitive
areas such as bathrooms or bedrooms.

Sedentary Action Monitor:

The SafeSight system follows a classification technique that
can effectively categorize human activity in varying scenarios.
The large language model (OpenAl GPT-4o) is utilized of-
fline to categorize valid sedentary and non-sedentary actions
in different scene contexts (Table 1). Sedentary actions involve
limited movement and are mostly related to rest, such as sitting,
lying down, or reclining. Conversely, non-sedentary actions
involve dynamic movements and are done with significantly
more physical exertion, such as walking, standing, cooking, or
cleaning. By distinguishing between these action classes, the
SafeSight platform can respond to immobility or contextually
unusual behavior that may indicate a health emergency.

Table 1: Defines the classification of sedentary and non-sedentary actions
across general movement, household activities, and leisure tasks. Sedentary
actions encompass low-movement activities like sitting and reclining, while
non-sedentary actions involve dynamic tasks such as walking, standing,
or cleaning. Accurate distinction aids SafeSight in the timely detection of
immobility or unusual behavior.

Activity types Sedentary actions Non-sedentary actions
General movement  Sitting Walking, running
Lying down Standing up
Reclining on couch Stretching

Household activity Watching TV Cooking, cleaning, sweeping, dusting
Reading Folding, washing, loading clothes
Leisure Drawing, painting Playing ball
Playing light instruments ~ Gardening

The ability to accurately classify actions into sedentary and
non-sedentary categories improves the real-time monitoring
capabilities of the system. For instance, sedentary actions may
require closer observation in order to detect immobilization
and health concerns, such as a fall or stroke. On the contrary,
non-sedentary actions can show that the individual is active-
ly engaged in their current tasks. This framework supports
the SafeSight system's situational awareness and its goal of
protecting vulnerable populations. Table 1 exemplifies com-
mon household activities that fit within both action classes,
demonstrating the applications of SafeSight in real-world en-
vironments.

YOLO11x-pose

key-value db
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objects, sedental keypaints], imestamg)
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Figure 2: Architecture of the Sedentary Action Monitor, highlighting
contextual severity classification of detected actions, pose key-point extraction
for monitoring sedentary behaviors, and motion anomaly detection via
Euclidean distance calculations. This multi-stage process ensures timely
intervention during anomalous events while minimizing false alarms.

The architecture of the Sedentary Action Monitor is shown
in Figure 2, portraying the process for analyzing and re-
sponding to sedentary behaviors. The first step involves the
Contextual Severity Classifier, which evaluates actions detect-
ed by the Action Recognizer. As outlined in Table 1, it will
then categorize the actions into sedentary or non-sedentary
classes based on factors such as the objects interacted with,
the subject's location, scene description, and user preferenc-
es. The classifier follows specific rules, basing its operations
on expert knowledge, user settings, and LLM-generated rules
that define valid actions for specific contexts, locations, and
situations. Depending on the user’s privacy settings, Safe-
Sight will log non-sedentary actions for documentation, but
will continue monitoring sedentary actions for any anomalies.
This approach ensures that the actions are properly classified
and that appropriate steps can be taken. Customizable user
preferences enable users to specify mask settings, data access,
and alert recipient permissions, ensuring only authorized care-
givers receive notifications. While adults and other elderly
individuals can provide their consent, the usage of SafeSight
for children may require consent from parents or guardians.
This approach upholds the user’s autonomy and minimizes
surveillance concerns, aligning with ethical standards for pri-
vacy-preserving Al monitoring.

When sedentary activity has been detected, the Key-point
Extractor extracts body key points and stores them in a
key-value database along with the corresponding timestamp,
image, and action metadata. The Motion Anomaly Detector
is continuously fed these key points, allowing it to compare
the current key point set with previous ones using a Euclid-
ean distance calculation. If the cumulative motion distance
D, which is calculated across a time window T, reaches below
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a threshold (), the system sends an alert, signaling that the
subject is motionless and may be in need of intervention. Safe-
Sight’s multi-stage architecture ensures accurate monitoring
of sedentary behavior, enabling timely detection of potential
emergencies while minimizing false alarms. The algorithm
incorporated in the Motion Anomaly Detector is as follows:

P, = [py.ps....p,] (key points for current time)
P—k =[p'1.p'p....p" ] (key points for past time)

Euclidean distance = d,,

Threshold for motion anomaly = 7
If D < 7, motion anomaly detected, an alert is triggered.

Contextual Privacy Engine:

The architecture of the Contextual Privacy Engine, illus-
trated in Figure 3, plays a role in ensuring privacy during
sedentary action monitoring. The initial step involves the Pri-
vacy Filter block, which assesses whether privacy masking is
necessary based on the scene context, user preferences, and the
current action. If the Privacy Filter decides that privacy mask-
ing is not required, the alert is dispatched directly, but if it is
necessary, the system proceeds to the masking sequence.

YOLO11x YOLO11x-pose
Action/state
needing

bounding contour
privacy box

anomalous

action Privacy Person Instance Object mask
ccone —» filter no privacy detector segmentation creator
ry overlay |
needed ! lmask
‘ | privacy
user preferences v conteur | Qverlay masked
(based on location, alert creator alert
person state, activity,
time of day)

Figure 3: Architecture of the Contextual Privacy Engine, illustrating privacy
decision-making based on context, user preferences, precise localization and
segmentation of individuals, and application of tailored visual privacy masks.
This ensures alerts maintain privacy standards during anomalous events.

The Person Detector localizes the individual precisely in
the relevant image region and generates bounding box coor-
dinates. The Instance Segmentation module then uses these
coordinates to segment the person within this bounding box
and produce a contour for targeted masking. Using the con-
tours, the Object Mask Creator generates a visual privacy
mask tailored to the individual, which is then combined with
the original image, ensuring both visual integrity and privacy
enforcement. Figure 4 shows the original image, followed by
the privacy mask and the contextual mask according to the
figure’s surroundings (bathroom). This process results in a
privacy-protected image that will protect user privacy within
any alerts shared to necessary contacts. Unlike IR or thermal
cameras, which struggle with visual accuracy in low-contrast
environments, SafeSight’s contour-based masking preserves

privacy while retaining contextual awareness and attention to
detail.

Figure 4: Sample output of the Contextual Privacy Engine demonstrating
localization and segmentation of an individual who is under distress in
a bathroom, followed by the creation and application of a tailored visual
privacy mask. Original image of immobilized person (left), contour mask of
immobilized person (middle), privacy-preserving contour mask overlaid on

original image (right).

Implementation:

The SafeSight system was implemented using Python 3.11,
leveraging its extensive ecosystem for computer vision and
Al-based tasks. Real-time video input is captured using a Mi-
crosoft Lifecam HD-3000 webcam. Frames are extracted at
a configurable frame rate using OpenCV’s video capture and
decoding utilities, and subsequently pre-processed (e.g., format
conversion, resizing, noise reduction) for analysis.

Scene context is established using the Moondream 2
VQA model, which processes each frame with scene-specif-
ic prompts to classify the environment as kitchen, bathroom,
living room, etc. To streamline object detection, an offline pro-
cess using OpenAl's GPT-40 generates scene-specific object
lists, which are cached and indexed for fast access. These lists
serve as constraints for the Open Vocabulary Object Detector,
implemented using the YOLO-World model,* ensuring that
only context-relevant objects are detected in each scene.

For activity analysis, the same Moondream 2 model is used
to infer the action being performed by the subject in the frame.
If a sedentary action is detected, the Key-Point Extractor
Module uses the YOLO11x-pose model to estimate human
pose keypoints. These key points are used to compute motion
trends over time for anomaly detection.

To preserve privacy in sensitive contexts, SafeSight incorpo-
rates a privacy masking module. First, the subject is localized
using the YOLO11x detector. Then, YOLO11x-pose refines
this region to produce a segmented body contour.?* OpenCV
functions, such as cv2.fillPoly and cv2.addWeighted, are used
to generate and blend a privacy mask onto the frame. The re-
sulting privacy-protected image is used in any alerts, ensuring
that context is preserved while respecting the subject’s privacy
preferences. This modular implementation allows SafeSight to
balance accuracy, responsiveness, and privacy protection in re-
al-world monitoring scenarios.

System Setup:

The SafeSight system was implemented using an Intel i9-
based NUC platform that can support real-time monitoring
and the processing requirements of the application. The system
features an Intel Core 19-9980 HK processor with 8 cores, 16
threads, and a base clock speed of 3.4 GHz, with 64 GB DDR4
RAM. For graphical processing, it incorporates an NVIDIA®
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GeForce® RTX 3060 GPU with 12 GB of memory. The plat-
form operates on Ubuntu 22.04 LTS and is tested using an
external Microsoft Lifecam HD-3000 webcam.

Datasets:

To evaluate SafeSight’s accuracy in action recognition and
fall detection, benchmark datasets and custom recordings were
used:

UCF50 is a widely adopted human action recognition data-
set containing 6,618 video clips across 50 action categories,?’
sourced from real-world YouTube videos. These include every-
day and high-movement activities such as running, basketball
shooting, and handstand walking, providing valuable diversity
for model training and generalization.

GMDCSA (General Multiview Dataset for Context-Aware
Fall Detection) contains 1,752 annotated videos across 24 ac-
tion classes,” of which focus on fall events and common daily
actions in varied environments. With a dataset size of approx-
imately 15 GB, it provides scenarios for validating the system’s
fall detection capabilities.

In addition to these datasets, SafeSight was evaluated using
a set of recorded and live scenarios involving subjects perform-
ing both sedentary and non-sedentary actions. These real-time
tests ensured that the system could operate effectively under
practical deployment conditions, validating performance in
privacy-sensitive environments and varying lighting or back-
ground conditions.

B Result and Discussion

The SafeSight system was evaluated across multiple dimen-
sions to assess its accuracy, responsiveness, and suitability for
real-time monitoring of vulnerable populations. Results are
presented across key modules, including scene context clas-
sification, action recognition, motion sensitivity, and system
performance.

Scene Context Identification:

Scene context understanding accuracy for different scenes

Kitchen
Dining Room
Bedoom
Bathroom

Scene

Living Room
Office Space
Study area

0.00 0.25 0.50 0.75

Scene context understanding accuracy

Figure 5: Scene context identification accuracy across various domestic
environments, illustrating the highest accuracy in kitchens, dining rooms,
and bathrooms. Performance slightly declines in office spaces and study areas,
highlighting potential areas for model refinement. Overall, accuracy remains
consistently high, supporting effective contextual classification in monitoring
applications.

Scene context understanding accuracy varies across different
environments. Figure 5 shows the accuracy for each context,
with Dining Room and Kitchen yielding the highest perfor-

mance (both >0.9), while Office Space and Study Area lag,
likely due to visual ambiguity and overlapping furniture or
layout. This indicates that the model performs best in visually
distinctive domestic environments.

Action Recognizer:

Table 2 and Table 3 present detailed evaluation metrics for
both sedentary and non-sedentary actions across live video
scenes and benchmark datasets (UCEF50, GMDCSA). The
model achieved F1 scores of 0.867 for both action types in the
various private spaces, indicating strong generalization in per-
sonal care contexts. Non-sedentary detection is more variable
depending on the scenes, as the precision drops to 0.629, sug-
gesting that similar body positions may confuse activity types
in tight spaces.

Table 2: Performance metrics (accuracy, precision, recall, F1 score) for
detecting sedentary and non-sedentary actions using live video datasets
from various household scenes. Results show consistently high accuracy and
precision in certain occupational areas, whereas some areas, like bathrooms,

present challenges, highlighting opportunities for improvement in specific
environments.

Dataset Sedentary actions Non sedentary actions

Accuracy  Precision  Recall  F1Score  Accuracy  Precision  Recall  F1Score

Live Kitchen 0.765 0771 0867 0.815 0.700 0729 0.762 0.744
video
across

ot Bedroom 0.821 0.888 0.847 0.867 0.825 0.892 0.843 0.867
scenes

Bathroom 0794 0867 0832 0.849 0693 0629 0600 0614

Living Room 0719 0.763 0.800 0.781 0.707 0.814 0.688 0.745

Table 3: Evaluation of sedentary and non-sedentary action detection
performance using GMDSCA and UCF50 datasets, respectively. Results
demonstrate good accuracy, precision, recall, and F1 scores across both
datasets, with slightly higher overall performance for non-sedentary actions.

GMDCSA Dataset UCF50 Dataset
Sedentary actions Non sedentary actions
Accuracy Precision Recall F1 Score Accuracy Precision Recall F1 Score
0.712 0.768 0.732 0.749 0.793 0.729 0.800 0.814

The following bar plot in Figure 6 illustrates the average
Euclidean distance between pose vectors representing a sub-
ject's posture across various actions, varying between static and
dynamic states. The y-axis, "Average distance between two
pose vectors," quantifies the degree of change from the indi-
vidual’s movement. Higher bars indicate a greater difference
between the static and dynamic poses for a specific action, sug-
gesting that there is significant movement or shifting. On the
contrary, lower bars reflect actions with minimal pose variation
when compared to a static pose. The x-axis labels each action,
allowing for better comparisons and analysis of how different
actions impact pose variation.
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Average Euclidean distance between pose vectors (with and without motion)
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Figure 6: Average Euclidean distances between pose vectors across various
domestic actions, indicating levels of movement from static to dynamic states.
Higher distances, such as those in "Watching TV" and "Playing Instruments,"
reflect greater motion variability, whereas actions like "Sitting" and "Lying
down" show minimal pose variations, illustrating lower movement intensity.
This analysis aids in accurately identifying motion anomalies during sedentary
behavior monitoring.

Motion Detection Sensitivity:

It measures the ability to detect movements accurately. It is
calculated by computing the Euclidean distance between two
pose vectors from the same time series but at different obser-
vation times. One of the sampling times is the current time,
and the other sampling time is T seconds in the past (T is kept
at 60 seconds and can be varied depending upon the scenario).
The following Figure 7 shows how much the pose has changed

over the sampling interval.
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Figure 7: Motion detection sensitivity measured through Euclidean distance
between current and past (60 seconds earlier) pose vectors over time. Distinct
action patterns highlight varying motion intensities, with significant pose
changes during actions like "Playing Instruments" and minimal movement
during "Lying down," underscoring system accuracy in detecting and
distinguishing subtle movements.

System Performance Metrics:

Latency, measured in seconds, refers to the time taken from
the action to the alert. Depending on the scenario, the latency
varies significantly. When an action happens within the con-
text of the scene, such as cooking food on the kitchen stove, the
system needs to compare Euclidean distances for a minimum
of around thirty seconds before confirming that there is limited
movement from the monitored individual. On the contrary, in
cases where the actions are out of context, the action would

be immediately flagged, triggering an alert within a few sec-
onds. The latencies for these scenarios are directly compared in
Table 4. In-context actions take longer to trigger alerts in the
SafeSight system because they require extended monitoring to
confirm anomalies, such as prolonged immobility, over a time
window (32-180 seconds). Out-of-context actions, being in-
herently anomalous, trigger immediate alerts within 2 seconds.
Table 4: Latency measurements (in seconds) comparing system alert
responses for out-of-context versus in-context actions. Immediate alerts (2
seconds) occur for anomalous, out-of-context actions, whereas contextually

appropriate actions require extended monitoring (32-180 seconds) before
triggering alerts.

Cases when out-of-context
actions happen

Cases when in-context
actions happen

Latency (seconds) 2 seconds 32 to 180 seconds

Throughput is the number of frames or actions processed
per second, which varies depending on how many models
have to be run on the frame. Based on the particular scenario,
throughput varies from 0.5 frames per second to 2 frames per
second in the system. Additionally, the system's alert accuracy
is dependent on the actions being tracked, differing between
sedentary and non-sedentary actions as pictured in Table 5.
Table 5: System alert accuracy comparing sedentary versus non-sedentary

actions. Non-sedentary actions achieve a higher accuracy (95%) compared to
sedentary actions (87%), reflecting better reliability in dynamic scenarios.

Sedentary actions Non-sedentary actions

Alert Accuracy 87% 95%

Applications:

SafeSight has potential for broad applications beyond
home-based monitoring for elderly individuals and children.
In healthcare settings, it can assist in continuous patient mon-
itoring, enabling early detection of fall events and tracking
rehabilitation progress. In educational environments, Safe-
Sight can enhance safety in classrooms and playgrounds,
particularly for young or special-needs children. In industrial
contexts, such as construction zones or chemical facilities, the
system can detect hazardous activity patterns or accidents in
real time. Additionally, SafeSight can be a powerful system
in law enforcement and correctional institutions by providing
monitoring to identify disturbances or violent events. Its pri-
vacy-preserving mechanisms make it suitable for public spaces,
balancing the need for security with ethical surveillance.

Future Implementations:

Future versions of SafeSight can incorporate multi-modal
sensing through depth cameras, LiDAR, and environmen-
tal sensors (e.g., temperature, gas, sound) to increase context
awareness. Integrating these data streams with more advanced
machine learning models can allow the system to work auton-
omously in complex scenarios, such as interactions between
multiple people or within larger crowds. SafeSight could also
be scaled to smart city infrastructures, where it would aid in
public safety, disaster response, and population-level behav-
ior monitoring in real-time. This evolution would support
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deployment in transportation hubs, senior living communi-
ties, or post-disaster relief zones. Scaling SafeSight for smart
cities and healthcare settings faces challenges, including high
computational demands and network bandwidth constraints.
Optimized algorithms and application-specific hardware will
ensure efficient, large-scale deployment while preserving per-
formance and privacy standards.

Despite visual masking, video monitoring may raise privacy
concerns for users, especially in private settings. SafeSight will
address these concerns by enhancing user control with custom-
izable monitoring schedules and consent protocols. Although
SafeSight’s accuracy decreases in environments with visual am-
biguity, future improvements will enhance scene differentiation
and refine non-sedentary action classification in constrained
spaces.

B Conclusion

The SafeSight project presents a real-time, privacy-pre-
serving monitoring system designed to safeguard vulnerable
populations through intelligent scene understanding and be-
havioral analysis. By combining camera-based infrastructure
with deep learning and vision-language models, SafeSight
distinguishes between sedentary and non-sedentary ac-
tions, enabling rapid detection of potential emergencies with
individual privacy protections. The architecture integrates con-
text-aware modules for scene classification, object detection,
motion analysis, and selective privacy masking. It effectively
addresses key challenges in conventional systems that rely on
wearable sensors. Experimental results show good performance,
with F1 scores above 0.86 for sedentary action detection in
live scenarios and high accuracy in context classification across
common household settings. While current results validate the
system’s reliability, future development will focus on improving
computational efficiency, enabling deployment at a larger scale,
and incorporating multi-modal sensing for enhanced scene
understanding.
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ABSTRACT: Reusable rocket technology is crucial for reducing launch costs and enabling long-term space missions. Traditional
rockets carry both fuel and oxidizer, which adds mass and limits efficiency. Air-breathing rocket engines offer a solution by
drawing oxygen from the atmosphere during ascent, similar to jet engines, reducing the need for onboard oxidizers. Key designs,
such as SABRE and RBCC, explore this concept. While air-breathing engines enhance efficiency and specific impulse, traditional
rockets offer advantages in structural simplicity and lower empty mass fractions.
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B Introduction

The ability to launch into Earth's orbit has allowed for
significant developments in both civilian and military fields.
Satellites provide unprecedented coverage for real-time data,
while manned space launch vehicles continue to lead break-
throughs in space exploration. Since the early days of rocket
development, namely the 1950s, space agencies have constantly
been searching for alternate means of travel into orbit that are
of higher reliability, lower cost, and can be carried out more
regularly. Early proposed solutions to this problem came in the
form of traditional launch systems that have been modified to
be reusable, which would ideally be able to launch on short no-
tice and incur much lower rates of cost-per-launch. The Space
Shuttle, proposed in the 1970s by NASA, and shown in Figure
1, was one of the first launch vehicles of this type. Completely
reusable by design, the space shuttle was designed to reduce the
launch costs of satellites into orbit. The reusable system would
allow for much more frequent launches with short turnaround
times between launches of the same vehicle.!

However, the space shuttle fell way short of its goals, its
highest-ever launch rate being a mere 11 launches per year.
Design flaws in cost optimization resulted in significantly lon-
ger turnaround times for the launch vehicle than expected, and
later launch costs sat at over $10,000 per pound of payload.!
For the sake of future satellite launches and long-term manned
missions to space, a clear need exists for a responsive launch ve-
hicle capable of easy space access, and recent research suggests
that hypersonic air-breathing propulsion may hold the key.

Air-breathing propulsion has developed unprecedentedly
over the past decades, and it has become widely accepted that it
is either presently or potentially a competitor of the tradition-
al rocket engine for almost every propulsion task.? Compared
to the rocket engine, hyper-velocity air-breathing devices offer
a much higher thrust coefficient and drastically improved fu-
el-specific impulse.? Specific impulse is defined as thrust output
per unit propellant flow rate. Traditional rockets require fuel
and oxidizer as part of their propellant. However, air-breathing
systems can acquire oxygen from the surrounding atmosphere,
eliminating the oxidizer component entirely (atmospheric ox-

ygen is not counted as an onboard propellant).! As Figure 1
clearly outlines, while typical rockets have a specific impulse of
around 500 seconds, air-breathing systems can reach values of
over 7000 seconds without much difficulty. A higher specific
impulse correlates with higher fuel efficiency; given the same
propellant mass, an air-breathing engine produces more thrust
than a rocket.! It is also worth noting that by the very nature of
their design, air-breathing propulsion methods are more reli-
able than rocket-based ones. Air-breathing engines operate at
comparatively lower chamber pressures, providing longer ser-
vice life and safety. Air-breathing engines are also much less
prone to catastrophic failures than rockets, giving the onboard
crew more time to escape in the event of disaster.!
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Figure 1: Specific impulse versus Mach number for various propulsion types.
The figure illustrates how air-breathing engines significantly outperform
conventional rocket engines in terms of specific impulse, especially at
higher Mach speeds. This result demonstrates the superior fuel efficiency of
aerothermal propulsion systems. These trends indicate the potential of air-
breathing technologies to optimize performance in hypersonic regimes.!

However, there are also a handful of areas in which the tradi-
tional rocket engine offers the upper hand. A rocket engine is
much simpler in design, which brings the advantages of lower
zero fuel weight and ease of maintenance.? Moreover, it ap-
plies under almost any atmospheric condition and can operate
over various speeds. On the other hand, air-breathing engines
have limited operability in high-altitude conditions and are
generally insufficient to take a launch vehicle into orbit. More-
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over, each type of air-breathing engine has a specified speed
range in which it can operate efficiently, and implementation
would require a hybrid propulsion system capable of transi-
tioning seamlessly between respective propulsion systems.!
Air-breathing engines offer advantages in gross mass and spe-
cific impulse, but their technical complexity leads to a higher
vehicle empty mass (mass with fuel excluded) than their rocket
counterparts.! They are also less aerodynamically efficient, as
the airframe must conform to a shape that leaves room for a
compressor and nozzle.

While air-breathing propulsion offers advantages in ef-
ficiency, the benefits are offset by penalties for the vehicle's
empty mass and deficiencies in aerodynamics. In this essay,
air-breathing launch vehicles will be compared with conven-
tional rockets based on efficiency, which will be determined
through comparisons of the vehicle's specific impulse and dry
weight. HySIDE modeling will be referenced to help model

the characteristics and performance of the respective vehicles.

B History of Hybrid Air-Breathing Engines

SR-71 Blackbird:

Conceived in the 1960s as an airborne reconnaissance plat-
form, the SR-71 Blackbird (Figure 2) holds a unique title in
aeronautics as the fastest-ever crewed air-breathing vehicle to
take flight. With its powerful J-58 engines, the aircraft could
attain a cruise speed of Mach 3.2 and an operational altitude
of 90,000 ft.* 93 percent of the aircraft’s total mass consisted
of pure Titanium, and large sections of the leading and trail-
ing edges, vertical stabilizers, and inlet spikes were crafted out
of laminates of phenyl silane, silicone-asbestos, and fiberglass,
which helped reduce the aircraft’s radar footprint.
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Figure 2: Wing and fuselage of the SR-71 Blackbird. Titanium-heavy design,
along with radar-absorbing materials, enabled high-speed reconnaissance and
stealth performance.’

The most unique feature of the SR-71 was its propulsion
system. The two JT11D-20 (J58) afterburning engines in-
stalled on the aircraft were capable of transitioning between a
low-mach-number and high-mach-number jet engine through
a variable-geometry inlet diffuser and air-bleed bypass system
that allowed inlet air to be fed directly into the afterburner
at high speeds, effectively transforming the engine to a ram-
jet (Figure 2). During high-speed flight, the inlet and exhaust

ejector generated over 80% of the total thrust output.>® The
hybrid design of the engine gave the SR-71 superb high-alti-
tude performance and allowed it to cruise at hypersonic speeds
with unmatched efficiency. A movable inlet spike located for-
ward of the combustion chamber actively moderated airflow
into the engine, along with forward bypass doors that opened
and closed automatically as a function of pressure gauged by
the ducts.

AIRFLOW PATTERNS

SUCK = IN DOORS OPEN

CENTERBODY BLELD
¥ ¥

— =
SPIKE FORWARD " =

\— rwosveass
BOORS OPEN

AT BYPASS

DOORS CLOSED TERTIARY DOORS OPEN

EIECTOR FLAPS CLOSED

CENTERBODY SLEED

OVERBOARD SUCK - IN DOORS CLOSED
AAAR

SHOCK TRAP BLEED
SUPPLIES ENGINE
COOLING AIR

SPIKE FORWARD

FWD BYPASS

DOORS CLOSED TERTIARY DOORS OPEN

AFT BYPASS EJECTOR FLAPS CLOSED

D
SHOCK TRAP BLEED DOORS CLOS!
SUPPLIES ENGINE
COOLING AIR

TERBODY BLEED

CEN
OVERBOARD ’ SUCK - IN DOORS CLOSED

TERTIARY DOORS CLOSED

e
FWD BYPASS DOORS OFEN EJECTOR FLAPS OPENING

A5 REWIH!: 10 POSITION
T SHOCH
IMLTSHOCK Cenmeraoor sised
OVERBOARD

SPIXE FORWARD . AFT BYPASS
DOORS CLOSED

SHOCK TRAP BLEED ——

SUCK = IN DOORS CLOSED
- e

TERTIARY DOORS CLOSED
EJECTOR FLAPS OPENING

FWD BYPASS DOORS OPEIN

AS REQUIRED TO POSITION

KLET SHOCK cenmmgony aisto
QVERBOARD
AAA

SPIKE RETRACTING AFT BYPASS DOORS

SCHEDULED OPEN

SHOCK TRAP BLEED ———

SUCK - IN DOORS CLOSED
SUPPLIES ENGINE A

SPIXE RETRACTED
FWD BYPASS DOORS CLOS
WIILL OPEN &S RICUIRED T
POS ITION INLET SHOCK

N AFTBYPASS

ECTOR FLAPS OPEN
000RS CLOSED LICITOR fures or

£9,
il

Figure 3: Operation of SR-71s J58 engines from zero to cruise Mach
number. This diagram outlines the engine’s transition from turbojet to ramjet-
like functionality using a variable-geometry inlet and air-bypass system,
enabling efficient hypersonic cruise. This adaptive propulsion mechanism
allowed the aircraft to seamlessly operate across a wide range of velocities.**

Synergetic Air-Breathing Rocket Engine (SABRE):

The SABRE is the first engine design for space launch
vehicles that uses environmental oxygen as an oxidizer in its
combustion chamber. Derived from the precooler concept,
the SABRE effectively functions in 2 rocket modes: a prima-
ry propulsion system that uses an air-breathing engine and a
secondary mode consisting of a traditional rocket engine to
propel the vehicle into orbit in SSTO mode.*® Unlike the
J-58 engine installed on the SR-71, the SABRE is a hybrid of
air-breathing and oxidizer-fed propulsion systems. It promises
cost-effective, reliable, responsive space launches with dra-
matically increased payload size. It also allows space launch
vehicles to enter a stable cruise within the Earth’s atmosphere
at hypersonic speeds(Approximately Mach 5.5), something

traditional rocket engines are not capable of doing.®®
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Low Temperature Air High Temperature Air

Turbo Compressor

Precooler

Figure 4: Schematic of the SABRE engine. The diagram illustrates the
hybrid operation of the SABRE engine. This system shows when atmospheric
air is cooled in a precooler before compression and combustion, and transitions
to rocket mode as altitude increases. This dual-mode functionality supports
both atmospheric and orbital flight within a single-engine framework.**

As illustrated in Figure 4 above, atmospheric air entering
the engine is initially slowed down by the inlet spike. It flows
along the outer fringes of the chamber before flowing inwards
through the precooler mechanism and entering the compres-
sor in a low-temperature state.

Rocket-Based Combined Cycle propulsion system (RBCC):

Similar to the SABRE engine, the Rocket-Based Combined
Cycle (RBCC) bridges performance gaps between rockets and
air-breathing engines. During the static to transonic flight
regime, the engine behaves similarly to a traditional turbojet
engine before transitioning to a ramjet/scramjet engine in
mid to high-speed flight. Once the vehicle reaches near or-
bital speeds, the engine can transition into a pure rocket while
sharing the overall systematic structure.” Combined Cycle
engines, including the RBCC, offer numerous advantages,
including increased efficiency. While a conventional rocket is
highly inefficient at low Mach numbers and altitudes, the RB-
CC’s employment of air-breathing propulsion before reaching
speeds beyond Mach 11 does away with the rocket burn during
initial ascent, replacing it with a much more effective air-aug-
mented propulsion system before the launch vehicle reaches
the upper atmosphere.”™ The different operating stages of the
RBCC engine are illustrated below in Figure 5.
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air W-"}-’ﬁ:r-
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Rocket mode
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Figure 5: Operation modes of the Rocket-Based Combined Cycle (RBCC)
engine. The figure visualizes the four main operating stages: ejector-ramjet,
ramjet, scramjet, and rocket mode, depending on vehicle speed and altitude.
Each transition enhances propulsion efficiency during different phases of the

vehicle’s ascent.”!!

B Methodology

Introduction to Specific Impulse:

The specific impulse, usually abbreviated as Isp, defines the
quantity of thrust produced when 1kg of propellant is con-
sumed for 1 second, or more simply, how many seconds a
propellant can accelerate its mass when operating under 1g. It
is also the reciprocal of Specific Fuel Consumption (SFC).121
In simple equation form, ISP can be expressed as:

I = r

! m propellant ' g

As previously mentioned, specific impulse is a parameter
that must be considered when analyzing air-breathing and
rocket-based propulsion systems, as it effectively quantifies
the fuel efficiency of any engine. Many existing essays on this
topic use specific impulses as the basis for comparison. Whit-
low explored NASA Glenn RBCC and TBCC concepts and
analyzed propulsion performance using a specific impulse.” S.
Orloff used specific impulse, specific fuel consumption, and
dry vehicle weight to compare airbreathing propulsion systems
to rocket propulsion in SSTO systems.! Lindley explored spe-
cific impulse parameters across different operating conditions,
along with thrust coefficient values in the analysis of RBCC
vehicles.?

Calculation of Specific Impulse:

While the equation above explains a specific impulse(Isp),
using it as a measure of propulsion performance warrants
more detailed analysis. The effective specific impulse(leff) is
defined as the sum of all forces in the direction of motion,
considering propulsion, gravity, and aerodynamic effects, di-
vided by the propellant flow rate.” Ieff can vary significantly
throughout different phases of flight as the parameters above
change. Making it inadequate for use in PFR(Propellant Frac-
tion Required) calculations. Thus, a constant, equivalent value
of leff may be used instead, defined as I*. The rocket equation
for PFR is given as PFR=1-¢""))7 A decrease in PFR is
coupled with an increase in Ieff and I¥, and thus an increase in
efficiency, as outlined in Figure 6.

1.0
o8

BB

Propellant Fraction Required, PFR
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Figure 6: Effect of equivalent specific impulse (I*) on propellant mass
fraction for Single-Stage-To-Orbit (SSTO) vehicles. A higher I* results in a
significantly reduced propellant fraction, indicating improved efficiency and
reduced fuel requirements. This relationship is pivotal in determining feasible
mass limits for SSTO launch vehicles. ?
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Rocket performance other than a stoichiometric fuel-oxi-
dizer ratio and the performance of air-breathing propulsion
designs can be described by the analytical relationships given
below. “hf” is defined as the propellant heating value and is
determined independently for rich and lean cases.?

1 — f/o

m:l + ho (rich)

hy = 5,770[

- f/0 ] ,
= 5,770 [f/0|u + ho (lean)

5t [ (]
I="2="20mh |1~ (5

B Discussion
Mathematical Comparison:
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Figure 7: Comparison of thrust augmentation effectiveness for different
fuel proportions. The chart shows that while increasing fuel raises thrust, it
decreases specific impulse. Air-breathing engines maintain a higher specific
impulse than rockets at all fuel ratios. This supports the strategic advantage
of air-breathing designs in missions requiring extended propulsion efficiency.?

Figure 7 shows how specific impulse varies with fuel propor-
tion. Increasing fuel boosts thrust but reduces specific impulse.
Both air-breathing and conventional rockets follow simi-
lar trends, but the air-breathing design consistently achieves
higher specific impulse at each fuel proportion.

HySIDE Modeling Results:

HySIDE (Hypersonic System Integrated Design Environ-
ment) incorporates complex parameters like propulsion, fuel
consumption, mass, acrodynamics, and temperature effects.
1 The HySIDE program also factors variables such as Gross
Takeoff Mass (GTOM), empty mass, and wetted area for ef-

ﬁciency comparisons.
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Figure 8: Reusable launch vehicle (RLV) empty mass versus gross takeoff
mass (GTOM). This HySIDE model output compares multiple propulsion
configurations, with air-breathing systems like the TSTO Rkt-RBCC
achieving lower empty mass within practical GTOM ranges. The data suggest
that hybrid propulsion systems offer optimized mass trade-offs for realistic
mission profiles.!

Figure 8 shows the gross takeoff and empty masses for all
vehicle variations. The green-shaded area marks the prac-
tical limits. Notably, air-breathing launch systems reduce
empty mass, with the TSTO (Two-Stage To-Orbit) Rkt
(Rocket)-RBCC being the lightest. The TSTO Rkt-RBCC
is a propulsion mechanism that combines rocket ascent with
air-breathing cruise. Hydrocarbon-fueled vehicles provide the
highest GTOM with relatively low empty masses. It is worth
noting that TSTO propulsion doesn’t apply to fixed-wing de-
signs like the SR-71, as stage separation will render the vehicle
aerodynamically unfavorable. Brittleness of Titanium alloys
at lower temperatures also makes them unsuitable for TSTO
applications. A comprehensive economic analysis comparing
development costs, manufacturing complexity, and operational
expenses would strengthen the practical assessment of these
systems.
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Figure 9: RLV empty mass versus wetted area. The figure analyzes
aerodynamic efficiency and maintenance cost implications, indicating that
higher empty mass in rocket systems corresponds to reduced wetted area,
while air-breathing systems show more complex aerodynamic trade-offs.
These trends emphasize the structural and operational complexity inherent
to air-breathing systems.'
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Figure 9 compares vehicles in terms of wetted area. The
wetted area is a good indicator of the acrodynamic drag expe-
rienced by the vehicle upon launch and expected maintenance
costs. The impact that increased wetted area can have on
maintenance costs is dependent on the smoothness of the air-
craft's skin surface, and may vary greatly for different materials
employed in the manufacturing process. The graph shows a
nonlinear relation, suggesting that rocket-based launch sys-
tems tend to decrease wetted area relative to increases in empty
weight. However, it is also worth noting that most rockets with
higher empty masses are beyond practicality.

B Future Research

Some variations of RBCC engines function with the help
of a precooler system that lowers the temperature of oncom-
ing airflow before combustion.®® Chilling the hot air allows
for an extremely high-pressure ratio, increasing the thrust and
efficiency of the engine.® This design is currently used by the
SABRE engine, developed by Reaction Engines Corporation.®
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Figure 10: The precooler mechanism of the SABRE engine. The image
shows the process of rapidly cooling incoming atmospheric air using cryogenic
fuel, enabling operation at extreme velocities without engine meltdown. This
innovation is critical in maintaining engine integrity during high-speed, high-
temperature conditions.

Amar. S and Gowtham Manikant also discussed improv-
ing the design of an air-breathing rocket in “Air-Breathing
Rocket Engines and Sustainable Launch Systems.”® This de-
sign proposes implementing a Rocket Engine Nozzle Ejector
(RENE). The configuration creates a shrouded area that al-
lows for higher combustion during flight and massive gains in
thrust, and also helps to improve thrust augmentation.

Mixing Only.
No Combustion

Fusl  Combustion

Figure 11: Air-augmented ramjet engine with thermal choke. This diagram
illustrates a proposed thrust augmentation concept using a Rocket Engine
Nozzle Ejector (RENE) and thermal choke to improve combustion stability
and thrust at high speeds. The inclusion of a thermal choke helps mitigate
instability during supersonic combustion.

B Conclusion

The conclusions reached from the study indicate that
air-breathing launch systems can achieve a higher fuel efficien-
cy than rockets. Results from the HySIDE modeling analysis
and those of previously published works in the field suggest
that aerothermal engines are superior in specific impulses
compared to their rocket counterparts. While the particular
impulse values adhere to the same generic pattern across vary-
ing thrust coefficients, the quantity per given thrust coefficient
is higher across all parameters, even when considering differ-
ent types of fuels, SSTO vs TSTO systems, and uncertainty
values associated with the calculations made.

Results also suggest that air-breathing engines have a lower
total empty mass than rockets. A lower empty mass indicates a
lower takeoft weight for the same amount of a given payload,
thus increasing efficiency. While rocket engines can handle
immensely high takeoff masses, launch vehicles of this size are
outside practical operating parameters and are unlikely to be
procured by space agencies.

However, air-breathing launch vehicles have a higher empty
mass fraction than rockets. The empty mass fraction indicates
the proportion of the total takeoff mass taken up by the weight
of the vehicle itself, fuel excluded, and points to added struc-
tural complexity and overhaul costs. Moreover, aerothermal
engines have a higher wetted area than rockets due to their
size and technical intricacy. A higher wetted area reduces the
system’s aerodynamic efficiency and increases the amount of
material exposed to outside elements, potentially increasing
maintenance and overhaul costs.!0!8

The optimal propulsion choice depends significantly on
mission requirements, with air-breathing systems potentially
favoring high-frequency satellite deployments while rockets
may remain superior for deep-space missions. Air-breathing
engines are more efficient from an overall perspective, while
rockets have the upper hand in simplicity, robustness, and
maintenance costs. However, with future technological im-
provements in precoolers and thermal chokes, air-breathing
systems have more than enough potential to win over their
rocket counterparts.
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