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An Integrated Lock-in Amplifier and Near Infrared Method for 
Finding Fruits Fully Behind Leaves in a Homemade Testbed      

Aiden Xu        
Winter Springs High School, 130 Tuskawilla Rd, Winter Springs, FL 32708, USA; goaidenxu@gmail.com 

ABSTRACT: Detecting fully occluded objects is of interest for various practical problems, such as harvesting and yield 
prediction in farming, which are physically demanding and heavily labor-dependent. Many approaches have been explored by 
researchers aiming to solve this problem. However, they are ineffective due to inherent challenges: the strength of signals reflected 
from hidden objects is weak, and those signals are always buried in high-magnitude noise. In this study, a method combining near-
infrared (NIR) and lock-in-amplifier (LIA) techniques is proposed to tackle these challenges. Two questions are answered. Can 
a fully covered fruit be detected purely based on reflected NIR signals? Can LIA extract reflected signals from high-magnitude 
noise? This study addresses these questions from theoretical and experimental points of view, including NIR photon particle 
propagation, LIA in the image format, low-cost experiment apparatus, etc. In total, 268 videos were collected over 134 valid 
experiments with tomatoes and cucumbers as objects. Both alternate hypotheses were validated and answered.  

KEYWORDS: Embedded Systems, Sensors, Occluded Fruit Detection, Near Infrared, Lock-in-Amplifier. 

�   Introduction
Finding what’s behind or hidden in leaves is a key step in 

many applications. For example, many farming activities are 
labor-intensive and physically demanding, such as yield pre-
diction, leaf thinning, harvesting, and pesticide applications.1-4 
Among them, harvesting is mostly done manually,4 especial-
ly for fruit crops like tomatoes, cucumbers, and strawberries. 
However, labor is in short supply in the US,5 which means more 
robots are needed. For a robot to effectively conduct those tasks 
currently done by humans, it needs to know if there is some-
thing (e.g., fruit, flower, or peduncle) behind dense leaves.

In the past decade, many researchers have investigated dif-
ferent methods to solve the aforementioned problems. Most 
of them utilized vision-based, artificial intelligence (AI) 
methods.1, 6-12 A method to detect tomatoes using visible light 
cameras and machine learning was investigated as well.12 An-
other study used a leaf blower to mechanically expose hidden 
apples so a LIDAR could be used more effectively to detect 
them.1 However, to date, none of them have been highly suc-
cessful. The main issues are: (i) the reflected signal from hidden 
fruits is weak, and (2) the reflected signal is buried in high 
magnitude noise. The author also noticed that, very recent-
ly, researchers 13, 14 used millimeter wave radar techniques in 
finding fruits behind leaves14 with relatively higher cost, lower 
reflectivity on soft material surfaces, and the need for a special-
ized imaging system.

In this study, a method combining near-infrared (NIR) and 
lock-in-amplifier (LIA) 15 in the image format is proposed 
to address these issues. There are two sets of hypotheses. In 
Hypothesis Set 1, “effective” means the method is effective in 
detecting the presence of an object fully hidden behind leaves. 
“Scenario 1” represents a scenario with a fully occluded object, 
while “Scenario 2” represents a scenario without such an object. 
In Hypothesis Set 2, “effective” means the proposed method is 

better than the simple image subtraction method (the control 
group) in detecting an object.

Null Hypothesis 1 (N1): If in more than 30% of the ex-
periments, the reflected NIR signal in “Scenario 1” is NOT 
significantly different from that of “Scenario 2”, then the pro-
posed method is NOT “effective”.

Alternative Hypothesis (AH1): If in more than 70% of the 
experiments, the reflected NIR signal in “Scenario 1” is sig-
nificantly higher than that of “Scenario 2”, then the proposed 
method is “effective”.

Null Hypothesis 2 (N2): If in more than 30% of the experi-
ments, the percentage difference of the LIA technique is NOT 
higher than the simple subtraction method, then the proposed 
method is not “effective”.

Alternative Hypothesis 2 (AH2): If in more than 70% of 
the experiments, the percentage difference of the LIA tech-
nique is higher than that of the simple subtraction method, 
then the proposed method is “effective”.

The research conducted to validate those hypotheses con-
sists of three main parts. The first part is to select the diodes 
with the best wavelength considering cost, product availabil-
ity, and optical properties on leaves and fruits. The second 
part is to create an innovative, in-house testbed: the “emitter” 
box (producing NIR signals modulated with the Pulse Width 
Modulation - PWM), the “orchard” box (housing leaves and 
fruit), and the “phone holder” (a stable base for a cell phone to 
detect NIR signals and record experiments). The third part, 
LIA in the image format, is the most innovative one. Software 
for signal generation and data analysis was also developed.

The contributions of this study are as follows. As far as the 
author knows, there are two technical contributions. (i) The 
test apparatus can conduct experiments to validate the research 
hypotheses despite costing much less than any optical equip-
ment in research laboratories. (ii) It is the first time a combined 

DOI: 10.36838/v8i2.1
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technology of NIR and LIA has been tried in detecting fully 
occluded fruits. On a broader scale, this research has the po-
tential to reduce labor dependence and enable more efficient 
robotic operations in harvesting, yield prediction, etc. If com-
bined with different electromagnetic waves, this research can 
benefit an even wider range of applications, e.g., robot motion 
in off-road environments and medical imaging,16 etc.

The paper is organized as follows. Firstly, I will discuss the 
theoretical background, test apparatus, data analysis tools, and 
experiments. Then, the experimental data and findings will be 
shown. Discussions, limitations, and conclusions are given in 
the end.

�   Methods
Theoretical Background:
1. NIR photon particle propagation and detection
Figure 1 shows the sketch of how the NIR photon parti-

cles propagate in the custom-designed experiment apparatus 
(discussed later). D, Io, Aout, and Ain represent the detector 
efficiency, initial NIR intensity, signal attenuation outside of 
leaves, and signal attenuation inside of leaves. The leaf trans-
missivity, object reflectability, and leaf reflectability are denoted 
by LT, OR, and LR, respectively.2 IFin and IFout are the reflected 
NIR signal intensity detected by the camera.

The NIR signal strength when a fruit is behind leaves, IFin, 
is derived as

(1)

which considers the NIR signal reflected directly from the 
leaves and the NIR transmitted through leaves, bounced back 
from the hidden fruits, and then transmitted through the 
leaves again. 

Similarly, the NIR signal strength when there is no fruit be-
hind leaves, IFout, is derived as

(2)

Therefore, the difference between IFout and IFin, represented 
by ΔI, is derived as

(3)

One way to increase ΔI is to increase the initial intensity 
Io; therefore, 20 diodes are used based on the test apparatus 
volume. Secondly, the wavelength with a high LT, low LR, and 
a high OR should be chosen. Based on the optical experiment, 
the Gikfun® 940nm diodes were adopted (also low cost).

2. Lock-in amplifier in the image format 
The LIA technique has been widely used to extract useful 

but weak signals buried from large magnitude of noise that 
with frequencies different from the reference signal.15 Figure 
2 shows how the LIA method is customized in the image for-
mat for the custom-designed experiment. In the scenarios of 
fruits being fully hidden behind leaves, as shown in Eq. 3, the 
reflected NIR signal differences between the scenarios with 
and without hidden fruits are very small.

The Arduino instructs the NIR diodes to emit a signal AI 
modulated with a PWM square wave in its Fourier series

.17 Here, AI  can be IFin (Eq. 1) or 
IFout (Eq. 2), ω is the foundational frequency, t is the time, and 
ϕ is the phase angle.17 		    ,i=1, …, n, is the coeffi-
cient in the Fourier series expansion with n harmonics.17 The 
detected signal SI  is

(4)

where NI is noise (e.g., random, specific frequency). As shown 
in Figure 2, the signal SI goes through an average filter to 
remove random noise, and is then multiplied by a reference 
signal R (PWM) to output signal SO. After that the signal SO 
goes through a Butterworth low-pass filter (LPF),18 and the 
remaining DC component is SOL. As shown in the deriva-
tion in Appendix A, AI  equals SOL. The equations used in the 
custom designed experiment are shown in Appendix A. The 
process of using LIA is illustrated in Figure 2.

DOI: 10.36838/v8i2.1

Figure 1: NIR signal propagation. (Left) with a fruit fully behind leaves 
and (right) no fruit behind. In this experiment setup, the PWM-modulated 
NIR signals are emitted, and a camera or detector receives the reflected NIR 
signals. There are two paths for the reflected signals: (i) directly reflected by 
the leaves and (ii) transmitted through leaves and reflected by the fruit (left) or 
leaves (right). Based on this experiment sketch, an equation can be derived to 
determine the difference in reflected signal intensities between the cases with 
and without a hidden fruit.

Figure 2: Signal flow chart in the experiments and data analysis. The NIR 
diodes will emit NIR signals which are modulated by PWM. The camera 
will detect reflected NIR signals. An average filter is first used to remove 
random noise, and then the resultant signal modulated with the reference 
signal through the LIA demodulation. After an LPF, the reflected NIR 
signal is calculated. As shown in later experiments, this method is effective in 
validating the alternative hypotheses.

ijhighschoolresearch.org
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Test Apparatus:
The test apparatus went through five design iterations, and 

only the final version is shown here.

1. NIR emitter box design:
As shown in Figure 3-left side, the “emitter” box produces 

a NIR signal modulated with PWM, has an access point to 
the Arduino and an external button to control signal starting, 
holds all necessary circuitry, and reflects minimal light to re-
duce noise. The “emitter” box is based in a 25.38x17.77x17.77 
cm3 wooden box, and 20 holes were drilled on one side for 
the diodes. The circuits are controlled by an Arduino Mega®. 
A button is present for controlling the signal’s start. Each of 
the 4 breadboards connects with five diodes. The diodes are 
arranged in two circles (Figure 3-right side). The inner circle 
has 8 diodes, and the outer has 12 diodes. This pattern was de-
termined by considering the limitations coming from size and 
volume constraints of the emitter box, diodes, and wires. To 
minimize reflected light, all exterior surfaces except the back 
were painted black. On each breadboard, one side hosts two 
diodes and the other hosts three. For the side with two, since 
each diode requires 1.2V and the Arduino outputs 5V, 2.6V 
is taken by the resistor. Since the diode’s working current is 
30mA, an 87Ω resistor is needed for that part of the circuit. 
Following a similar calculation, the resistor used in the 3-diode 
circuit is 47Ω. Since the legs of a diode were too short to reach 
the breadboard, soldering jumper cables is required.

2. Orchard box design and phone holder:
The “orchard” box must house leaves and fruit and keep 

them in their spots during an experiment, as well as minimize 
light reflection. Thus, the “orchard” box, shown in Figure 3 
(left side), has three horizontal lines of string across the front. 
The topmost is where leaves are attached; the other two pre-
vent the leaves from curling inward. Behind them is a raised 
platform, where the object is placed. The orchard box inside is 
covered in black foam to minimize light reflecting off it.

The “phone holder” needs to provide a low-cost, stable base 
for a cell phone to detect reflected NIR signals and record ex-
periments. As such, it is built of plastic building bricks. It is 
hollow in the middle, for holding and steadying the cell phone 
to keep it in the same place while recording in different exper-
iments. The cell phone’s brightness is set to the minimum to 
avoid emitting excess light.

Data Analysis and Software:
About 1,600 lines of code (six codes) were programmed in 

Arduino® and MATLAB®.

1. NIR signal modulated with PWM:
(Code 1) The Arduino® code is to instruct the diodes to 

emit NIR signals modulated with PWM (6 seconds or 10 
seconds, with 10 periods for each experiment). The signal is 
turned on by pressing a button to sync signal generation with 
video recording.

2. Data analysis tools:
(Code 2) Before the data analysis tools are applied, three 

signals (fruit in and out NIR signals and the PWM reference 
signal) should be synchronized. The data retrieval code ex-
tracts the RGB values of pixels and takes each frame’s average 
RGB values, acting as an average filter.

(Code 3) The first data analysis method is the simple sub-
traction method, serving as the “control” group. This method 
simply subtracts the image without a fruit from the image with 
a fruit. Code 4 and Code 5 are for the LIA and the LIA with a 
Butterworth LPF.18 Code 6 is to implement a dual LIA meth-
od with LPF, and interested readers can find how a dual LPF 
works.15

Experiments:
1. Leaf and fruit optical properties experiment:
The optical property experiment was conducted at a Uni-

versity of Central Florida laboratory using an Evolution 220® 
spectrophotometer following the procedure in Figure 4. Ac-
cording to the experiment results and following Eq. (3), the 
940nm wavelength diodes were selected.

2. Experiments of detecting fully covered objects:
As shown in Figure 5, first, obtain enough leaves to cov-

er the front of the “orchard” box and a fruit. The leaves are 
taped to the topmost string, and the fruit is placed on the plat-
form. Next, the “emitter”, “orchard”, and “phone holder” are 
arranged properly, with 2.54 cm or 0 cm of distance between 
the “emitter” and “orchard” boxes, with the “phone holder” 
wedged between the two. The computer is then connected to 
the Arduino, and the PWM signal period is set to either 6 or 
10 seconds. Both the record button and the signal start button 

Figure 3: Test apparatus (left) and the layout of diodes (right). On the left, 
the test apparatus includes an “emitter” box for NIR signal generation, an 
“orchard” box holding leaves and fruit, and a phone holder to support the 
camera. On the right, there are 20 NIR diodes arranged in two concentric 
circles to increase the signal intensity. As a result, the apparatus is efficient and 
low-cost, and can be easily made from materials found around the household.

Figure 4: Procedure of leaf and fruit optical property experiment. The 
procedure follows the guideline of the instrument, and experiments were 
conducted to check the reflectivity and transmissivity of fruit and its 
corresponding leaf. It was found that the 940nm wavelength diode would be 
ideal, because (i) for leaves it has relatively low absorption and reflectability, and 
high transmissivity, and (ii) for fruits it has low absorption and transmissivity 
and high reflectability, in addition to being low-cost.
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Figures 9 and 10 show the overall detection rates of differ-
ent fruits and peduncles. The detection rate for tomatoes is 
above 87% (Figure 10) as compared to above 48% in the con-
trol group (Figure 9), signifying that the proposed method is 
more effective. In addition, since the peduncle detection rates 
are below 20%, the proposed method can differentiate between 
fruits and peduncles.

Statistical tools are used to analyze results. In Figures 11 and 
12, the mean values in both the control and experiment groups 
are positive and mostly above 1% when detecting hidden fruits, 
meaning AH1 is supported. In addition, the mean value bars 
are located higher when using the LIA method as opposed to 
the simple subtraction method, supporting AH2. Those obser-
vations are not obvious when peduncles are used, meaning the 
proposed method can tell the difference between fruits and pe-
duncles. The trend in standard deviation values in those figures 
is similar for both control and experiment groups. However, 
that is because in this custom designed experiment scenario, 
the majority of noise is random noise, which is filtered out by 
an average filter used in both SSM and LIA methods. Thus, 
their standard deviation trends are similar. However, since the 
LIA method can remove noise with frequencies different from 
the reference signal, its results are slightly better, and thus AH2 
is supported.

are pressed at the same time to start. Once 10 periods are over, 
stop the phone recording. Now, remove the fruit and repeat the 
process. Each experiment consists of two scenarios: one with 
an object fully covered by leaves and the other without such an 
object; and this is counted as one independent replicate.

�   Result and Discussion 
Experiment Data:
A total of 178 experiments were conducted over 20 weeks, 

and 356 videos were collected. However, not all of them were 
used, as some were invalidated due to an experiment setup 
error causing high amounts of ambient noise, while incorrect 
types of leaves were used in other invalidated experiments. In 
the end, 134 experiments and their 268 videos were used in 
the data analysis.

Experiment Results:
Table 1 shows the number of experiments that fulfill the re-

quirements of AH1 (a), AH2 (b), and both (c), respectively, in 
the format of (a, b, c). For example, (36, 37, 34) represents the 
number of experiments using tomato fruit that validated AH1, 
AH2, and both, respectively. In 107 out of 134 experiments, 
both alternate hypotheses are validated (Table 1).

The following figures show the detailed experiment results 
of different fruits and different experiment configurations. In 
Figures 6 and 7, it is obvious that the LIA methods extracted 
significantly higher signals as compared to the simple sub-
traction method when a fruit is there. However, the difference 
between when peduncles are there or not is not obvious (Fig-
ure 8).

DOI: 10.36838/v8i2.1

Figure 5: Experiment procedure of detecting fully occluded fruits. As shown 
in the results below, the experiment procedure is effective at validating the 
alternate hypotheses.

Figure 8: % increase of reflected NIR (2.54 cm distance, 6s period) with 
tomato peduncles. Null hypotheses are supported because the percentage 
difference between the control group (the simple subtraction method) and the 
proposed LIA method is not significant. However, this is as expected, since it 
means that the method can differentiate between fruits and peduncles.

Figure 6: % increase of reflected 
NIR (2.54 cm distance, 6s period) 
with a tomato fruit. As compared 
with the control group (using the 
simple subtraction method), the 
LIA methods have larger percentage 
increases when there is a fully hidden 
fruit.

Figure 7: % increase of reflected NIR 
(2.54 cm distance, 6s period) with a 
cucumber. Similar findings are found 
as in Figure 6.

Table 1: Successful experiments in validating the alternate hypotheses. 
Experiments were conducted for four settings: PWM periods (6s or 10s) and 
the distance between “emitter” and “orchard” (0cm or 1’’ (2.54cm)). A total of 
134 experiments are shown here. The number of experiments that can validate 
AH1, AH2, and both are listed in the form of (a, b, c), respectively. Both AH1 
and AH2 are supported because the percentages of the successful detections 
are above 70%.

ijhighschoolresearch.org
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Discussions, Limitations, and Future Work:
According to the results, the reflected NIR signal in “Scenar-

io 1” is higher than that of “Scenario 2”, as the total difference 
in percentage between them is 2.67%, so AH1 is validated. In 
most experiments, the difference in the reflected NIR signals 
is more prominent when using the LIA method as opposed to 
the simple subtraction method, as the difference percentage 
for the LIA method is 3.46% compared to the simple subtrac-
tion method of 1.88%, so AH2 is validated.

However, there are some limitations. (i) The “orchard” box 
cannot completely imitate actual conditions. Future work in-
cludes adding more layers of leaves. In addition, fruits and 
peduncles could be shown at the same time. (ii) In the current 
experiment setup, ambient light is not fully blocked, which 
may cause minor errors, which can be addressed by adding a 
band-pass filter. (iii) Due to the sub-optimal quality of the 
current camera, further investigation into a better NIR detec-
tor will be conducted. (iv) Three statistical analysis methods, 
those being mean/standard deviation, t-test, and ANOVA test, 
are used in this study. More statistical methods will be used for 
comprehensive analyses in the future work. (v) In this study, 
only the SSM method is considered in the control group; and 
in the future, other information processing method could be 
investigated and compared with the proposed LIA method.

�   Conclusion 
This research studies a combined NIR and LIA method to 

detect fruits fully hidden behind leaves. A very low-cost test 
apparatus was designed and built, using which 134 valid ex-
periments were conducted, yielding 268 videos. Both AH1 
and AH2 are supported by experiment data. The t-test shows 
that the proposed LIA method is effective in detecting ful-
ly occluded fruits than the SSM method. This research can 
significantly enhance farming operations’ efficiency, such as in 
harvesting and yield prediction.
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�   Appendix A
The LIA equations relating to a sinusoid reference signal 

can be easily found in literatures.15 The procedure in obtain-
ing the LIA equation with a PWM reference signal is briefly 
explained here. As shown in Figure 2 (the custom designed 
experiment testbed), the signal AI (with noise) goes through an 
average filter to remove random noise, which becomes SI. Then 
it is multiplied by a reference signal R (PWM) as

(A1)

The following figures show the t-test between the simple 
subtraction and LIA methods. In both Figure 13 and Figure 
14, the t-stat is less than the negative t-critical two-tail, mean-
ing that LIA is better than the simple subtraction method, 
rejecting N2 and supporting AH2.

The following two figures (Figure 15 and Figure 16) show 
the ANOVA tests between different experiment configura-
tions: namely, 2.54 cm-6s, 2.54 cm-10s, 0 cm-6s, and 0 cm-10s, 
for the simple subtraction and LIA methods. In both figures, 
the F value is not larger than the F critical value, so there is no 
statistical difference. This means that the small distances and 
periods do not have a major effect on the performance of the 
proposed method.

DOI: 10.36838/v8i2.1

Figure 9: The overall success rate of 
the simple subtraction method. The 
detection rate in hidden fruit cases 
is significantly higher than those of 
peduncle cases.

Figure 13: T-test for the simple 
subtraction and LIA methods 
(tomato). Here, the t-stat value 
(-8.10701) is less than -3.588363, 
meaning N2 is rejected and AH2 is
supported.

Figure 15: ANOVA test for the 
differing distance and period for 
simple subtraction. The results mean 
that minor distances and differences 
in the period of the PWM signal 
do not have a major effect on the 
accuracy in the control group.

Figure 11: Mean +/- standard 
deviation percentage increase of 
reflected NIR (simple subtraction). 
The mean values of signal percentage 
increases are 0.96% and 2.81% 
for tomato and cucumber cases, 
respectively, meaning AH1 is 
supported.

Figure 10: The overall success rate 
of the LIA method. The detection 
rate when using the proposed LIA 
method is much higher than those of 
the simple subtraction method, which 
validates alternate hypothesis 2.

Figure 14: T-test for the simple 
subtraction and LIA methods 
(cucumber). Here, the tstat number 
(-3.92496) is less than the negative 
t-critical two tail value (- 3.586372). 
Therefore, AH2 is supported and 
N2 is rejected.

Figure 16: ANOVA test for the 
differing distance and period for the 
LIA method. The results mean that 
minor distances and differences in 
the period of the PWM signal do not 
have a major effect on the accuracy 
in the proposed LIA method.

Figure 12: Mean +/- standard 
deviation percentage increase of 
reflected NIR (LIA). As compared 
with the control group, the proposal 
LIA method can achieve a much 
higher signal percentage increase.
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In Eq. (A1), the second term will be removed by a low pass 
filter to obtain its DC component SOL. This DC component is 
the same as the reflected signal without noise, meaning AI=SOL. 
This result is well known; however, the detailed derivation 
seems not readily available in open literature. Interested readers 
may reach out to the author for the detailed derivation. 

Note 1: The constant coefficient in AI=SOL does not affect the 
arguments in the Section of “Results and Discussion,” as the 
results are based solely on the ratio.
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Analysis and Discussion of Solutions to the Schrödinger 
Equation Under a Sawtooth Potential      

Zhixuan, Tao        
Westlake Boys High School, 30 Forrest Hill Road, Forrest Hill, Auckland, 0620, New Zealand; jason.tao.personal@gmail.com 

ABSTRACT: Sawtooth potentials—piecewise‐linear potentials defined by alternating rising and falling slopes—have garnered 
interest for their roles in classical Brownian ratchets, quantum transport, and flat bands in ultracold‐atom lattices. However, 
a general solution of the time‐independent Schrödinger equation for an arbitrary asymmetric sawtooth potential and a study 
of its band structure remain absent from the literature. We derive the exact analytical eigenstates in terms of Airy functions, 
but due to numerical difficulty, we solved for the eigenstates using a piecewise constant "staircase approximation." We find 
localized low‐energy states confined within individual wells and plane waves for high energies. We apply the obtained solutions 
to investigate the relationship between bandwidth and parameters of the sawtooth potentials, which could offer design principles 
for realizing flatbands in condensed‐matter and ultracold‐atom research. We find that the bandwidth of the lowest energy band 
is entirely independent of the sawtooth’s asymmetry, while it remains inversely correlated with potential height and cell size. The 
methodologies presented here provide a toolkit for further exploration of sawtooth potentials.  

KEYWORDS: Physics and Astronomy, Theoretical, Computational and Quantum Physics, Solid State Physics, Sawtooth 
Potentials, Flat bands. 

�   Introduction
Sawtooth potentials, characterized by a pattern of regions 

of increasing potential followed by regions of decreasing po-
tential, have long been of interest across many fields. Sawtooth 
potentials are studied extensively in Brownian ratchet theo-
ry, where asymmetric sawtooth potentials are found to drive 
unidirectional transport when energy input is used to switch 
the potential between one of 2 states (a “flashing ratchet” that 
rectifies Brownian transport).1 Such properties of the classical 
sawtooth potential are what drive motor proteins and many 
other essential intracellular transport processes.2 Quantum 
mechanical treatment of sawtooth potentials also demonstrates 
transport phenomena. By exposing Bose-Einstein condensates 
to sawtooth-like optical lattices whose amplitudes are peri-
odically modulated with time, a directed atomic current is 
observed despite the lack of dissipative processes.3

Sawtooth potentials are of interest in condensed matter 
physics for their ability to create flat bands.4 A flat band is an 
energy band where energy is largely independent of the crys-
tal momentum; this allows weak interactions to dominate. Flat 
bands are theorized to host a wealth of exotic behaviors, in-
cluding high-T superconductivity, Wigner crystallization, and 
complex ferromagnetic behaviors.5 Ultracold atoms in tunable 
optical lattices that have sawtooth characteristics have been 
utilized to engineer a nearly flat energy band in the sawtooth 
geometry.4

Much of the literature surrounding a quantum mechanical 
treatment of sawtooth potentials focuses on their ability to drive 
transport. A common area of study is to examine the transport 
properties of the sawtooth potential through the Schröding-
er equation.3-7 The exact solution to an asymmetric V-shaped 
potential has been used to investigate how the asymmetry of 

a sawtooth potential could affect tunneling probabilities and 
thus the transport properties of the sawtooth potential,6 but 
the solutions to the Schrödinger equation for the sawtooth po-
tential were never obtained. We will, in this paper, instead focus 
on obtaining solutions to the time-independent Schrödinger 
equation under a sawtooth potential, and examining its band 
structure, neither of which has been done for a generally appli-
cable case in the literature. We hope the methods introduced in 
this paper will help others research into the theory behind the 
sawtooth potential, and that the findings may offer insight into 
design principles for flat bands.

�   Methods
Def ining variables:
We first define the sawtooth potential by the following con-

stants (Figure 1). We consider a single sawtooth to be a section 
of increasing potential, followed by a section of decreasing po-
tential. Let Vtop be the height of the potential at the tip of the 
sawtooth. Let the slope of the increasing side of the sawtooth 
be k1 and the decreasing side by k2. By definition, k1 > 0 and k2 
< 0. The total width T of a sawtooth will then be	      . The  
asymmetry ξ of a sawtooth potential will be given by the frac-
tion of the sawtooth across which the potential is rising, given 
by the following	 , with 0 <ξ <1.

DOI: 10.36838/v8i2.7
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The eigenstates for a singular sawtooth:
Let’s examine the rising potential side with slope k1. This 

gives the potential function V(x) = k1x. Plugging into the 
time-independent Schrödinger equation, we arrive at

(1)

(2)

This differential equation is close to the form y’’ +xy = 0, 
whose solution is known to be a linear combination of Airy 
functions.8 Our aim now will be to express the above differ-
ential equation in the form of y’’ +xy = 0. We first define a new 
variable                                 . For simplicity's sake, we will define 
a constant 	       . Note that our potential will still be de-
fined in terms of x. Rewriting the TISE in this variable with 
n=1, we arrive at the following.

(3)

(4)

Applying the chain rule and the fact that zn is linear in x, 
we arrive at

(5)

and as a³/k1=2m/ℏ²,

(6)

The time-independent Schrodinger equation has been re-
duced to the form y’’ +xy = 0, as shown above, the solution to 
which is shown below. CA,1 and CB,1 are arbitrary constants, 
where the number subscript denotes the value of n, and the 
letter denotes whether its Ai(x) or Bi(x).

(7)

Given that Bi(x) diverges as x→∞ (Figure 2), CB,1 = 0, as 
otherwise the wavefunction will not be normalizable: ψ(x) 
must vanish as x→±∞. By plugging in k2, we obtain the wave-
function for the 2 sides of the sawtooth. Furthermore, the 
wavefunction and its derivative must be continuous such that 
the second derivative of the wavefunction present in the TISE 
is defined. Hence, we enforce the following boundary condi-
tions at x = 0.

(8)

(9)

(continuity of the wavefunction)

(10)

(continuity of the derivative)
This set of boundary conditions allows us to solve for the 

values of En in the spectrum of the wavefunction. However, 
given the non-elementary expression of the Airy functions, 
solving for the spectrum will need to be done numerically.

(11)

Normalization of a single sawtooth and solving for the exact 
values of C in this way can be done numerically. However, as 
the goal is to extrapolate this solution to an infinite periodic 
sawtooth potential, which is not normalizable over all x, we do 
not discuss these results further.

The inf inite periodic sawtooth potential:
When extrapolating our results from the previous section 

to an infinite periodic sawtooth, we may include Bi(x) terms 
as the function is never allowed to diverge to infinity, as each 
length of the slopes in a sawtooth is finite. In the unit cell 
at the origin, on the increasing slopes, we have the following 
wave function.

(12)

DOI: 10.36838/v8i2.7

Figure 1: The parameters for our sawtooth potential. Across a singular 
sawtooth of size T, the potential increases linearly to Vtop over a distance ξ T, 
then decreases linearly to 0 over a distance (1- ξ )T.

Figure 2: Ai(x) and Bi(x). Note Bi(x)’s divergence with increasing x.
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And on the decreasing slopes, the wavefunction is

(13)

Where CA,1, CB,1, CA,2, and CB,2 are constants to be determined 
through boundary conditions and subsequent normalization. 
A reminder that zn=	            and               .  . The boundary 
conditions at x=0 are as follows

(14)

(15)

When employing boundary conditions for the points where 
2 unit cells meet, we must apply Bloch's theorem, which states 
that solutions to the Schrödinger equation in a periodic po-
tential can be expressed as plane waves modulated by periodic 
functions.9 Essentially, for periodic potentials that span the en-
tire x-axis, due to the translational symmetry of |ψ(x)|², unit 
cells of the overall wavefunction may only differ by a phase eikT 
where T is the length of one unit cell.

(16)

This can be expressed as a boundary condition on our wave-
function and is given below.

(17)

(18)

We apply this to our wavefunction at points where 
V(x)=Vtop. We note that this set of boundary conditions, after 
rearranging for 0, is a homogeneous system of linear equations 
where the variables are CA,1, CB,1, CA,2, and CB,2,. For such sys-
tems, there is either only a trivial solution (CA,1=CB,1= CA,2= 
CB,2=0) or an infinite number of solutions, of which we are 
only interested in the latter. By rearranging Eq. 14-18 for 0, 
We express this system of equations in matrix form, where M 
represents the coefficient matrix for the aforementioned vari-
ables.

(19)

The condition for an infinite number of solutions reduces to 
det(M) = 0; we solve for the null space of M.10 The free vari-
able we are left with can then be determined by normalization.

An approximation:
An exact solution for CA,1, CB,1, CA,2, CB,2 and E is difficult 

due to the many transcendental elements present inside M. 
However, we can approximately solve for this potential by 
using an approximation. We employ a piecewise-constant 
approximation for our sawtooth potential. We discretize our 
potential into N equal-length "slices" of a constant potential 
(Figure 3). The value of the constant potential is the midpoint 
of the potential between the endpoints of the slice. The solu-
tion to this "staircase potential" asymptotically approaches 
the solution of the exact sawtooth potential as N →∞. The 
oscillatory solutions to the Schrodinger equation for a con-
stant potential are numerically more stable when one imposes 
boundary conditions: Airy

(20)

(21)

(22)

(23)

(24)

functions are oscillatory for x < 0 and then rapidly decaying/
growing for x > 0 (Figure 2).

Here we represent the exponential solutions in a trigono-
metric basis (though for energies greater than the potential, 
they are hyperbolic as κ becomes imaginary). To determine the 
constants P1 and P2, we employ a transfer matrix method.11 
The transfer matrix Q that propagates across one of the slices 
is as follows.
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E > Vtop, the solutions (Figure 6 and Figure 7) resemble plane 
waves with some periodic modulations, as one would expect. 
Our methodology allows us to freely change the ξ (Figure 8).

(25)

(26)

We then multiply all transfer matrices for N slices to get the 
overall transfer matrix for one unit cell, Qtotal. In this paper, 
N = 500 was used. Enforcing the Bloch boundary conditions 
returns an eigenvalue equation for the total transfer matrix 
that then defines the allowed energies E and the dispersion 
relationship.11 This can further be simplified to an equation in 
terms of Tr(Qtotal).

(27)

This equation was solved numerically using a root-finder 
algorithm in MATLAB. Reconstructing the wave function 
afterwards is straightforward. Note that one needs to choose 
the initial values for ψ(x) and ψ’(x) at some arbitrary x. How-
ever, because of the arbitrariness of the overall phase for the 
wavefunction and the subsequent unit cell normalization we 
perform, the exact initial choice does not matter so long as the 
initial transfer matrix is not singular.

�   Result and Discussion 
We used a piecewise constant approximation to obtain the 

band structure for a sawtooth potential of arbitrary asymme-
try ξ, height Vtop, rising slope k1, and falling slope k2 (Figure 
4). From this, we reconstructed the solutions to the time-in-
dependent Schrodinger equation under a sawtooth potential. 
Throughout all visualizations from here, we have taken mass 
to be the mass of an electron (m = 9.11x10-31 kg). The band 
structures were visualized up to the first Brillouin zone for 0 
≤ k ≤ π/T sufficient to capture all the unique states due to the 
periodicity of the Bloch phase.

We will now examine the wavefunction and the band 
structure for ξ = 0.3, Vtop = 0.3eV, and T = 1nm. Low energy 
solutions (E < Vtop) are localized within each well of the saw-
tooth (Figure 5). The general profile of the wave function did 
not change significantly with energy for lower energies. In the 
low-energy regime, the probability density peaks at the low-
est point of the sawtooth potential and dips throughout the 
sawtooth itself, demonstrating significant localization. When 
DOI: 10.36838/v8i2.7

Figure 3: The staircase potential. N=18 was used here for effect: N=500 is 
used for actual results. The potential of the 4th slice V₄ is taken as the potential 
of the exact sawtooth potential at the midpoint of the slice x₄.

Figure 4: The band structure for ξ = 0.3, Vtop = 0.3eV, and T = 1nm. One can 
see that the first band is the flattest. It will be the focus of the next analysis.

Figure 5: Probability density at E = 0.148eV for ξ = 0.3, Vtop = 0.3eV, and 
T =1nm. The probability density has been shown in blue, and the potential is 
shown in orange for effect. Low-energy solutions are highly localized, as one 
would expect.

Figure 6: Probability density at E = 1.073eV for ξ = 0.3, Vtop = 0.3eV, and T 
=1nm. As energy increases, the solutions are more reminiscent of plane waves.

Figure 7: Probability density at E = 1.631eV for ξ = 0.3, Vtop = 0.3eV, and 
T =1nm. At high energies, solutions resemble plane waves with periodic 
modulations.
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Vtop, T, and band structure:
The effect of potential height Vtop and cell length T on band 

structure for a general periodic potential is well document-
ed.13 We will briefly present the effects of these parameters 
as applied to the sawtooth potential. We find that there is a 
strong correlation between the Vtop and the bandwidth of the 
1st band. As Vtop increases, the tunneling amplitude across 
the unit cell decreases, and the bandwidth of the first band 
decreases (Figure 9). Similarly, as T increases, the tunneling 
amplitude decreases, thus decreasing the bandwidth of the 1st 
band (Figure 10).

�   Conclusion 
The solutions to the time-independent Schrodinger equa-

tion for a sawtooth potential were presented and visualized. 
We applied the solutions and the band structure to investi-

Asymmetry and band structure:
We mentioned before that sawtooth potentials have been 

studied for their ability to create "flat bands", bands of very 
low bandwidth (slowly varying E with k) that are experimen-
tally useful in studying weak interactions. By examining how 
the width of the lowest energy band varies with parameters of 
the lattice ( Vtop , ξ, and T ), we better understand under what 
conditions flat bands are observed in sawtooth potentials.

We find no dependence of the bandwidth on ξ at a constant 
Vtop = 0.3eV, and T=1nm (Figure 8). This is quite an inter-
esting result, but we can motivate it through a semi-classical 
treatment of the potential. The tunneling amplitude through 
a singular sawtooth, and thus bandwidth, is dependent on the 
integral of the square root of V(x) over the classically forbidden 
region for a singular sawtooth.12,13 The classically forbidden 
region for a particle with E < Vtop is given by Vtop/k2 ≤ x ≤ E/
k2 and E/k1 ≤ x ≤ Vtop/k1. The WKB action over the region is 
then given by

(27)

(28)

(29)

Since                        , without changing T, the WKB action and 
thus the tunneling amplitude are not dependent on the asym-
metry. Thus, we might expect the bandwidth of the first band 
not to depend on asymmetry ξ. This is unique to the sawtooth 
potential: a general skewing of a potential function that leaves 
the area under the function unchanged would not leave the 
WKB action unchanged due to the square root in the WKB 
integral. When altering ξ, one side becomes steeper but short-
er, and the other becomes less steep but longer. The 2 effects 
happen to compensate perfectly in the case of linear functions 
so that the overall “tunneling difficulty” is unchanged.

DOI: 10.36838/v8i2.7

Figure 8: Probability density at E = 1.005eV for ξ = 0.1, Vtop = 0.3eV, and T 
=1nm. Our methodology still works for more extreme values of ξ.

Figure 9: Bandwidth of first band (eV) vs ξ for Vtop = 0.3eV, and T = 1nm. 
Bandwidth is not affected by ξ as rationalized through a semiclassical approach.

Figure 10: Bandwidth of first band (eV) vs Vtop (eV) for ξ = 0.3, T = 1nm. 
Bandwidth decreases with Vtop, as one would expect.

Figure 11: Bandwidth of first band (eV) vs T (nm) for Vtop = 0.3eV, T = 1nm.  
Bandwidth decreases with T, as one would expect.
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gate the relationship between the bandwidth of the first band 
and parameters Vtop , ξ, and T. As is true for general periodic 
potentials, we found that increasing Vtop or T decreased the 
bandwidth, but interestingly, that ξ had no impact on the band-
width, which we then motivated with a semiclassical treatment 
of the system. These findings could offer insights into parame-
ter choices for flat bands in sawtooth potentials, demonstrating 
the utility of the obtained solutions. Furthermore, being able to 
alter ξ without affecting the bandwidth would allow us to alter 
the transport properties of the sawtooth whilst retaining a flat 
band and amplifying weak interactions.3-5 Next steps could in-
clude solving numerically using Airy functions instead of using 
a piecewise constant approximation to provide more accurate 
solutions. Further research could be conducted on irregular 
sawtooth potentials with individual sawtooth potentials of 
varying shapes and sizes.
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Retinal Photographs Improve the Diagnosis of Autism 
Spectrum Disorder      
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ABSTRACT: Autism spectrum disorder (ASD) is a neurological and developmental condition that affects behavior, 
communication, and learning, often requiring lifelong support. Diagnosis by the age of two years can significantly reduce symptom 
severity and enhance cognitive, language, and social skills. However, current diagnostic methods rely heavily on subjective 
behavioral observations, rendering them prone to inaccuracies, stressful for caregivers, and time-consuming. To address this issue, 
this study introduces a novel and objective diagnostic system that utilizes retinal (fundus) photographs in conjunction with 
machine learning. The fast gradient sign method (FGSM), originally developed as an adversarial perturbation technique, was 
applied in this study to evaluate the robustness of convolutional neural networks in classifying ASD from retinal images. This 
robustness test also resulted in modest performance improvements across all tested models, surpassing baseline performances. 
These findings could aid the development of efficient, accurate, and non-invasive tools for early ASD detection and intervention, 
thereby significantly benefiting individuals with ASD and their families. Future studies should investigate additional adversarial 
methods and incorporate larger and more diverse datasets.  

KEYWORDS: Behavioral and Social Sciences, Neuroscience, Autism Spectrum Disorder, Retinal Photographs, Fast Gradient 
Sign Method. 

�   Introduction
Autism spectrum disorder (ASD) is a neurological and 

developmental condition that affects behavior, learning, and 
communication. It comprises a wide variety of types and sever-
ities among patients. ASD is a lifelong disorder that requires 
ongoing management, although medication and treatments 
can lessen its severity.1 Affecting one in 36 children,2 ASD 
occurs across all ages, sexes, and ethnicities, rendering early 
screening highly recommended. Early interventions for ASD, 
ideally at the age of two or younger, can significantly improve 
cognitive, language, and social interaction abilities.3

Traditional ASD diagnosis is a two-step process that involves 
healthcare providers, caregivers, and children. Wellness check-
ups and visits to healthcare providers help identify symptoms 
of ASD. Children with abnormal birth conditions or a family 
history of ASD undergo more thorough screening. Although 
ASD diagnosis is considered an accurate process, it involves a 
long-term examination, assessment, and conversations that can 
distress both caregivers and children. As it is complex, these 
subjective evaluations are not suitable for all cases. To address 
this problem, a previous study examined the use of machine 
learning models with retinal or fundus photographs to screen 
for ASD and evaluate symptom severity, demonstrating a cor-
relation between optic disc features and ASD diagnosis.4 As 
shown in Figure 1 Kim et al. evaluated the model performance 
by progressively removing 5% of the fundus photographs that 
were considered the least important to observe the change 
in the area under the receiver operating characteristic curve 
(AUC-ROC). Surprisingly, even when 95% of the imag-
es were removed, no significant change was observed in the 

AUC -ROC. However, when the area with the optic disc was 
masked, the AUC -ROC decreased abruptly.

(a)

(b)

Kim et al . demonstrated the feasibility of using machine 
learning and fundus photographs, particularly of the optic disc, 
to diagnose ASD. Nevertheless, their study had limitations, as 
the model was evaluated using only 1,890 eyes from 958 par-
ticipants, which could be considered a relatively small dataset.

DOI: 10.36838/v8i2.13

Figure 1: Previous studies on screening for ASD using fundus photographs. 
(a) Example of the data collection process; (b) Graph representing the AUC 
-ROC as the masked area of the image increases.4
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Additionally, the human bias and subjectivity introduced 
through the use of handcrafted features demonstrated the 
inconsistency in conducting this experiment. Recent studies 
have also emphasized both the opportunities and challenges of 
early ASD screening. For example, Okoye et al. reviewed the 
clinical benefits and risks of early ASD diagnosis, while Kim 
et al. demonstrated the feasibility of applying deep learning 
to retinal images.3,4 Furthermore, disparities in ASD diagnosis 
related to race and socioeconomic status have been document-
ed, underscoring the need for objective and widely applicable 
diagnostic methods.5-18 The present study provides a broader 
effort to improve accuracy, equity, and efficiency in ASD de-
tection. In particular, the study developed a machine learning 
and mathematics-based adversarial technology that effective-
ly used medical information. It focused on applying fundus 
photographs, particularly those of the optic discs, in systematic 
and mathematical approaches for ASD diagnosis.

ASD:
Individuals with ASD often experience difficult expressing 

themselves verbally and may rely on nonverbal body language.1 
Due to its detrimental effect on humans, ASD screening at a 
young age and early diagnosis are crucial in preventing severe 
impairment. Despite this need, the average age of ASD diag-
nosis in the United States is five years, even though ASD can 
be reliably diagnosed by specialists at age two.5

Traditional ASD diagnosis involves a thorough evaluation 
process, which includes collecting a developmental histo-
ry from parents or caregivers, observing the child's behavior, 
and using standardized screening tools such as the Modified 
Checklist for Autism in Toddlers (M -CHAT). Profession-
als apply the DSM-5 criteria and administer assessments, 
such as the Autism Diagnostic Observation Schedule and 
the Autism Diagnostic Interview (ADI) . A team of profes-
sionals conducts an evaluation comprising parental interviews, 
developmental testing, and, if necessary, hearing tests, vision 
screening, and genetic testing. Throughout the process, con-
tinuous monitoring is provided to refine and adjust as needed.6 
Hence, diagnosing ASD is a longlong-term process that can 
be exhaust ing for both caregivers and children. Additionally, 
the assessment is subjective and does not guarantee complete 
accuracy.

A previous study demonstrated the potential of using fundus 
photographs for accurate and objective diagnosis of ASD se-
verity. The calculated AUC-ROC values were 1.00 with a 95% 
CI for ASD screening and 0.74 with a 95% CI for symptom 
severity, indica ting that the model was highly reliable.4 These 

results demonstrate the importance of accessible, time-effi-
cient, and objective ASD screening and diagnosis.

Fundus Photographs:
Fundus photographs, also known as retinal photographs, 

show the fundus located at the back of the human eye. It 
comprises the retina, macula, fovea, optic nerve, and optic disc 
(Figure 3a). Fundus photography is easily performed in oph-
thalmology institutes using a fundus camera, which is a non 
-invasive, painless device. Colored fundus images are obtained 
and examined to determine the presence of diseases and dis-
orders.10 A recent device, depicted in Figure 3c, demonstrates 
a method for taking fundus photographs at home using a cell 
phone. These new devices, which have made fundus photogra-
phy more accessible, and machine learning technology, offer a 
non-invasive approach for observation and diagnosis at a low 
cost in a flexible environment.

Adversarial Perturbation:
Adversarial perturbation is a crucial concept in machine 

learning, originally developed to test the robustness and 
vulnerability of neural networks by introducing small, imper-
ceptible noise to the input data. Such perturbations, though 
invisible to the human eye, can lead to significant misclassi-
fications, thereby exposing the limitations of neural network 
models.14 Rather than serving as a traditional augmentation 
technique, adversarial perturbation is designed to challenge 
models under controlled distortions, enabling the evaluation of 
model stability and generalization. Among various adversarial 
methods, this study focused on the fast gradient sign method 
(FGSM), applying it as a robustness-oriented experiment to 
assess how convolutional neural networks respond to pertur-
bations in retinal images.15

The FGSM utilizes the gradients of the loss function with 
respect to the input data to determine the perturbations ap-
plied to the input. For instance, the neural network identifies 

DOI: 10.36838/v8i2.13

Figure 2: Three scenes portrayportraying ASD diagnoses. (a) Hearing 
test for ASD screening7; (b) ASD screening with a therapist8; (c) A toddler 
undergoing ASD screening.9

Figure 3: Fundus photograph. (a) Example of a colored fundus photograph11; 
(b) Traditional method of observing the eye in an ophthalmology institute12; 
(c) Mobile phone-based fundus imaging device.13

Figure 4: Adversarial perturbation.1 Minimal adversarial noise (0.007 
magnitudes) significantly shifts the model prediction from panda (57.7%) to 
gibbon (99.3%) illustrating the vulnerability of convolutional neural networks 
(CNN).

(a)

(a)

(b)

(b)

(c)

(c)
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the image as that of a panda with a confidence level of 57.7% 
(Figure 4) . However, when a small amount of noise (denoted 
as 0.007 times a specific color pattern) is added by calculating 
the gradients of the loss function of the input image, it can 
effectively mislead the model into classifying the image ina 
ccurately. The model identifies the perturbation pattern as a 
nematode with 8.2% confidence, which is irrelevant, but il-
lustrates the additional randomness of the adversarial pattern. 
Although the resulting image appears to be a panda to human 
eyes, it is classified as a gibbon with 99.3% confidence, indicat-
ing a misclassification by the neural network and a significant 
shift caused by a slight alteration in the input image.16

�   Methods
This study applied FGSM, a commonly used adversarial 

perturbation method, to add noise that disturbs the learn-
ing process. Three novel methods were explored: additivity 
of the FGSM attack on the fundus photograph, additivity of 
the FGSM attack solely on the optic nerve head of the pho-
tograph, and complete removal of the optic nerve head from 
the photograph. These methods were examined to estimate 
changes in the accuracy of the method when adversarial per-
turbation was added , as well as the role of the optic nerve head 
in ASD diagnosis.

Baseline:

Figure 5 illustrates the basic process for predicting symptom 
severity using the baseline model. This is the basic architecture 
of the classification network used in this study. The network 
uses a fundus photograph as an input 𝐼 ∈ 𝑅𝐻𝑊 and generates 
feature maps. H and W denote the height and width of the 
fundus photograph, respectively. Fundus features, the output of 
a convolutional neural network, are represented as a three-di-
mensional matrix denoted by z €〖R〗^l. This leads to the 
FCNN, which outputs different probability values for each of 
the four possibilities: normal, mild, moderate, and severe. As 
illustrated by the different colors in Figure 5, each element has 
a score value, which can be altered into a probability using the 
Softmax function. This probability represents the model's pre-
diction of the possibility of this symptom range. This process 
can be defined as: 𝐹𝐶𝑁𝑁: 𝑍 → 𝑃.

Equation 1. Softmax function.

Equation 1 illustrates the Softmax function, which converts 
a set of raw scores into probabilities that are easier to interpret 
and work with when utilizing machine learning. 𝑃 k is the out-

put or the probability assigned to class k, 𝑆𝑘 is the score for 
k, and ∑𝒋 𝒆

𝒔𝒋 It is the sum of the exponentials of all the raw 
scores. By exponentiating each score, the equation checks all 
outputs. Normalizing these values by dividing by the sum of all 
the exponentials of the scores ensures that output probabilities, 
when added up, equal one.

Equation 2. Cross-entropy loss function.

Equation 2 presents the cross-entropy loss function, which 
evaluates a model's performance by comparing its predicted 
probability distribution with the actual distribution. Lce is the 
output of the cross-entropy loss or the probability value be-
tween 0 and 1, where loge represents the natural logarithm, and 
P is the predicted probability of the correct class. Specifically, 
the loss value is quantified by taking the negative logarithm 
of the predicted value, thereby minimizing this loss value and 
improving the model's ability to make accurate predictions. A 
loss value closer to one indicates a lower loss, whereas a loss 
value closer to zero indicates a higher loss.

Proposed Noise Model (Fundus):

Figure 6 illustrates the architecture of the first additive pro-
posed in this study for classifying ASD symptom severity. All 
processes were identical to the baseline architecture, except 
for the input of the image, which included an FGSM-applied 
fundus photograph. The FGSM is a picture comprising small 
dots of color, which makes no difference in how a human 
views the photo; however, it renders machine learning more 
challenging for computers. The noise value was denoted as 
Ntotal. This FGSM attack is mathematically constructed by 
reverse-engineering a typical gradient-descent algorithm. A 
typical gradient descent algorithm iteratively uses input and 
gradient values to produce a better optimized result through 
extensive calculations. Instead of using the gradient descent 
algorithm to increase our output value positively, the gradient 
values are included in Ntotal to make training more difficult. To 
improve the results, the noise value increases in every sample.

Figure 5: Baseline convolutional neural network (CNN) architecture for 
ASD severity classification.

Figure 6: Noise model with fast gradient sign method (FGSM) applied to 
entire fundus images.
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of children and adolescents without the disorder, and 20,050 
(35.1%) were samples of children and adolescents with ASD. 
In terms of age distribution, 27.70% of the samples were from 
children under seven years of age, 43.57% were from children 
aged 7–12 years, and 28.73% were from adolescents aged 13–
20 years. Additionally, the ratio of the samples used for training 
and testing was 8:2.

�   Result and Discussion 
Evaluation of the FGSM Applied Model:

Figures 9a and 9b, along with Table 1, present the 
performance comparison graph, confusion matrix, and sum-
mary table, respectively, offering insights into the experimental 
results of evaluating the performance of various CNNs, partic-
ularly focusing on how they handle adversarial perturbations 
(FGSM) in the symptom severity assessment of ASD through 
fundus photographs. Figure 9a shows the performance metrics 
(accuracy, recall, precision, and F1-score) for the four CNN 
architectures: ConvNeXt, DenseNet-201, ResNet-101, and 
ResNet-152. ResNet-152, which is a deep network with 152 
layers, outperformed the other models across all metrics, indi-
cating that it was the most effective model for this task.

ConvNeXt, with 50 layers, showed the lowest performance, 
particularly in terms of recall (a measure of true positives 
from all positive samples) and precision (a measure of positive 
predictions), suggesting that it may not be as reliable for cor-
rectly identifying both positive and negative cases. The table in 
Figure 9a provides a detailed breakdown of the performance 
comparison graph for each model, reinforcing the observation 
that ConvNeXt lags behind the other models, presumably be-
cause of its shallow layers, which hinder complex studies with 
FGSM.

Proposed Noise Model (Optic Nerve Head):

Figure 7 shows the architecture of the second additive pro-
posed in this study, in which noise was added to the optic 
nerve head area. Similar to the first additivity, all processes are 
identical except for the input, which is a picture with noise 
or FGSM applied solely to the optic disc of the fundus pho-
tograph. The input is denoted by Ndisc. As the optic disc is 
a crucial part of ASD diagnosis, it can be hypothesized that 
the accuracy does not increase by adding noise to this specific 
system. However, this experiment further investigated whether 
the accuracy would be maintained by adding noise to the optic 
disc specifically, rather than the entire fundus photograph, and, 
if not, the rate of decrease in comparison to the proposed noise 
model in Equation 2. This experiment also used a cross-entro-
py loss function.

Proposed Noise Model (Optic Nerve Head Removed):

Figure 8 illustrates the architecture of the last model, in 
which the optic nerve head has been removed from the pho-
tograph. The process is identical; however, the input differs 
because the optic nerve head is completely removed. This in-
put is referred to as Inodisc. It is created through simple coding 
by changing the existing pixel values of the optic disc to black, 
given the disc area.

Fundus Dataset:
This study used a dataset from the AI Hub, a govern-

ment-funded database in Korea, to conduct experiments.17 
The most recently updated version of the data dated January 
19, 2024 was utilized. From 1,038,674 samples representing 
various diagnoses of disorders in children and adolescents, 
57,195 samples consisting solely of fundus photographs from 
children and adolescents with ASD and those without any di-
agnosed disorders were collected.

Although the samples were exclusively from South Korea 
and comprised data on South Koreans, this should not af-
fect the accuracy of the experiment, as ASD is not correlated 
with a specific ethnicity.18 Among the 57,195 samples, 37,145 
(64.9%) were normal and consisted of fundus photographs 
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Figure 7: Noise model with FGSM applied only to the optic disc region.

Figure 9: Evaluation results. (a) Comparison of accuracy, recall, precision, 
and F1-score across four CNN architectures with FGSM applied to the entire 
fundus image, showing that ResNet-152 outperforms the others in all metrics. 
(b) Confusion matrix for ResNet-152 under FGSM perturbation, achieving 
89.11% accuracy. High true-positive and true-negative rates indicate strong 
robustness to adversarial noise.

Figure 8: Noise model with the optic disc region removed from fundus 
images.

Table 1: Evaluation result of the FGSM applied model (fundus): a 
comparison of performance metrics (accuracy, recall, precision, and F1-score) 
across four CNN architectures under adversarial perturbation applied to entire 
fundus images.

(a) (b)
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model, using a different approach to define the impact of the 
optic disc on diagnosing ASD symptom severity. It also com-
pares the accuracies of four different neural networks in this 
architecture. Applying the FGSM to the optic disc resulted 
in performance improvements for all tested models. Specifi-
cally, ConvNeXt, which was the least accurate when tested in 
baseline architecture, showed a performance increase of 2.96, 
whereas ResNet-152 maintained its high accuracy with an 
increase of 3.06. These improvements highlight the efficacy 
of the FGSM in enhancing model performance by effectively 
preprocessing the input image. The graph further emphasiz-
es the performance gap when the FGSM was added to the 
baseline model, highlighting that applying the FGSM to the 
fundus photograph was more accurate than applying it solely 
to the optic disc. However, for DenseNet-201, the perfor-
mance gap was 0.01, indicating that applying the FGSM to 
optic discs or full fundus photography did not make a notice-
able difference in diagnosing the severity of ASD symptoms.

Evaluation of Optic Nerve Head Removal Model:

The second ablation study focused on the performance of 
various neural network architectures when the optic nerve head 
was removed entirely from the fundus photographs. As shown 
in Table 3, the accuracy of the different models in diagnosing 
the symptom severity of ASD decreased drastically to 70% 
when the optic nerve head was removed from the input image, 
compared to the baseline (the original study without FGSM 
applied). ConvNeXt, with 50 layers, showed the most signifi-
cant performance drop of 9.07, indicating a high dependency 
on optic nerve head information. Simultaneously, ResNet-101 

Thus, the findings suggest that machine learning models, 
particularly deep-learning CNNs, can serve as powerful tools 
for ASD screening and symptom severity assessment by ac-
curately analyzing retinal images. Spesifically, the confusion 
matrix shown in Figure 9b indicates an overall accuracy of 
89.11%. The gradation scale measures accuracy, with dark blue 
indicating the least accurate and light blue indicating the most 
accurate. Visually, the true-positive (correctly identified ASD 
patients using fundus photographs) and true-negative (cor-
rectly identified non-ASD patients using fundus photographs) 
rates were low. In contrast, there were false-positive results 
(identified as non-ASD patients with ASD). The false-neg-
ative rates (identifying ASD patients as non-ASD) are low, 
indicating that the model correctly identifies the majority of 
the given dataset.

Therefore, the application of FGSM should primarily be 
interpreted as a robustness test, assessing the stability of CNN 
models under perturbation. The observed improvements in ac-
curacy suggest that, beyond withstanding adversarial noise, the 
models demonstrated enhanced generalization. This refram-
ing highlights FGSM’s role in testing model robustness rather 
than serving as a conventional data augmentation method.
These results confirm that deep-learning CNNs, particular-
ly ResNet-152 among the ones tested, are effective tools for 
ASD screening and symptom assessment.

Optic Disc Area Applied:

This ablation study compared the effects of applying FGSM 
solely to the optic disc area with a baseline (without FGSM) 
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Figure 10: Ablation study results. Accuracy comparison across four CNN 
architectures for baseline, FGSM applied to the entire fundus, and FGSM 
applied only to the optic disc. Both FGSM conditions improved accuracy over 
baseline, with full-fundus FGSM showing slightly higher gains. ResNet-152 
achieved the highest accuracy in all settings, indicating strong robustness to 
perturbation.

Figure 11: Evaluation result of optic nerve head removal experiment: 
accuracy comparison across CNN architectures, highlighting the performance 
drop when the optic nerve head is removed versus the baseline and FGSM 
(optic disc) conditions.

Table 2: Comparison of model accuracy when the FGSM perturbation is 
applied only to the optic disc area versus baseline without perturbation. All 
four CNN architectures showed accurate improvements, with ResNet-152 
achieving the highest increase (3.06%). These results suggest that localized 
perturbation to the optic disc can enhance model performance.

Table 3: Accuracy comparison across four CNN architectures for baseline 
and when the optic nerve head is entirely removed from fundus images. The 
removal of the optic disc resulted in a substantial performance drop for all 
models, with ConvNeXt showing the most significant decrease (−9.07%) 
and ResNet-101 showing the smallest (−6.67%). These results highlight the 
critical role of optic disc information in ASD severity classification from 
retinal images.
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experienced the smallest performance drop of 6.67, suggesting 
greater robustness in removing this feature. Overall, all neural 
network architectures experienced a significant decline in per-
formance, underscoring the importance of the optic nerve head 
in medical imaging tasks, particularly in the diagnosis of ASD.

Figure 11 summarizes the performance gap between the 
baseline, optic nerve head removed, and FGSM applied to 
the input images. The FGSM results consistently showed a 
higher performance than both the baseline and the removed 
optic nerve head, suggesting that FGSM may be a more effec-
tive preprocessing method for enhancing model performance. 
Among the various models, ResNet-152 demonstrated the 
highest accuracy in evaluating fundus photographs for both 
the baseline and FGSM, underscoring the significance of the 
depth of the neural network in its performance. These insights 
provide a step-ahead solution for accurately diagnosing symp-
tom severity in ASD, which is valuable for future model design 
and selection in medical imaging applications.

�   Conclusion 
This study proposed and evaluated a novel system to diagnose 

ASD symptom severity using fundus photographs, focusing on 
the optic disc and the FGSM. This study applied FGSM as 
a robust-oriented perturbation technique to the entire fundus 
photograph and specifically to the optic disc, demonstrating 
that adversarial perturbation enhanced smodel performance. 
Furthermore, this study systematically the significance of the 
optic disc by comparing the accuracy of ASD diagnosis follow-
ing its complete removal. The findings revealed that applying 
the FGSM to the optic disc significantly improve diagnostic 
accuracy across multiple neural network architectures, surpass-
ing the baseline performance. Performance noticeably declined 
when the optic disc was removed entirely, underscoring the 
critical role of the optic disc in medical imaging tasks. More-
over, an analysis of various models showed that the deeper 
layers of feature maps were correlated with performance ac-
curacy. Overall, findings could help develop robust, effective, 
and non-invasive diagnostic tools for ASD, thereby improving 
early detection and intervention strategies.

Despite these promising results, this study has several 
limitations. First, the dataset was limited to pediatric and ado-
lescent fundus images from South Korea. Further validation on 
more diverse, multi-ethnic cohorts is necessary. Second, while 
FGSM perturbations were useful as a robustness test, they rep-
resent only one type of adversarial approach; future research 
should explore additional techniques such as PGD (Project-
ed Gradient Descent) or DeepFool. Finally, this study focused 
exclusively on retinal imaging. Future studies integrating mul-
timodal data (e.g., genetic, behavioral, or linguistic features) 
could enhance diagnostic performance. Addressing these lim-
itations will be essential to ensure the clinical applicability of 
this approach.
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ABSTRACT: This paper examines the impact of climate risk on health expenditure. Using pooled regression analysis across 
multiple countries, the study finds that higher climate risk, measured through carbon dioxide emissions and other proxies, generally 
leads to a significant increase in health expenditure. The results suggest that climate-related adversity contributes to the rising 
medical expenses and strains the healthcare budget. This study recommends proactive investment in climate-resilient healthcare 
infrastructure and mitigating climate risk to prevent long-term costs and ensure sustainability in healthcare access.  

KEYWORDS: Behavioral and Social Sciences, Healthcare Finance, Climate Risk. 

�   Introduction
Nearly every individual worldwide has been directly or in-

directly affected by the healthcare industry. Therefore, health 
expenditure is a critical component of public policy in how it 
is shaping the accessibility, quality, and sustainability of health-
care systems worldwide. For policymakers, understanding the 
factors driving healthcare costs is essential for ensuring the ef-
ficient allocation of resources and promoting public well-being. 
When examining existing literature, there is a lack of studies 
that use climate risk as a determinant of health expenditures, 
going beyond the traditionally examined variables such as 
economic growth, demographic shifts, technological advance-
ments, and policy reforms.¹ Therefore, this paper fills the gap 
in the existing literature by focusing on climate risk as a deter-
minant of health expenditure, using carbon emissions as one of 
the proxies (though carbon emissions are globally distributed 
and closely correlated with national income, this paper ad-
dresses these concerns by controlling for GDP per capita and 
other macroeconomic indicators).

Climate risk is a growing threat to public health and economic 
stability. Rising temperatures, extreme weather events, and en-
vironmental degradation contribute to the spread of infectious 
diseases, respiratory conditions, and heat-related illnesses, all of 
which impose substantial financial burdens on healthcare sys-
tems. Moreover, climate-related disasters exacerbate healthcare 
disparities by disproportionately affecting vulnerable popula-
tions, further worsening this already prominent issue. Given 
these implications, policymakers must integrate climate risk 
into healthcare planning to mitigate long-term negative effects 
and promote the well-being of the rest of the population.

The contribution of this paper is multifaceted. First, it ex-
tends the literature on health expenditure determinants by 
further exploring climate risk as a determinant, offering new 
insights into how environmental factors shape public health 
financing. Second, it provides policy recommendations for 
integrating climate resilience into healthcare budgeting, equip-
ping policymakers with evidence-based strategies to mitigate 
climate-induced health costs. By bridging the gap between 
climate economics and health policy, this study underscores 

the need for interdisciplinary approaches to address emerging 
global challenges. In summary, this paper advances the study 
of climate risk and health expenditure by using multiple prox-
ies and employing richer analytical techniques across multiple 
countries.

�   Literature Review
The studies reviewed span diverse regions, including OECD 

countries,²,³ G7 countries,⁴ African nations,⁵-⁷ Asian coun-
tries,⁸ and European countries.⁹ Several also focus on specific 
nations such as Russia,¹⁰ China,¹¹-¹³ Bangladesh,¹⁴-¹⁶ Spain,¹ 
and the United States.¹⁷,¹⁸ While most of these papers pri-
marily investigate the determinants of health expenditure, 
none incorporated climate risk as a central variable.¹¹ This 
paper aims to address this gap by focusing on OECD coun-
tries to offer a comprehensive understanding of the factors 
shaping health expenditure. Existing literature on health ex-
penditure typically explores determinants such as economic 
indicators,¹,⁵,¹⁹,²⁰ demographic variables,⁸ and health system 
characteristics.¹,² Economic factors—GDP, per capita income, 
and wage growth—are among the most commonly cited deter-
minants.¹,⁵,¹⁹,²⁰ Demographics and health system features have 
also been widely analyzed.¹,²,⁸ Studies that include climate 
variables, by contrast, tend to examine their influence on oth-
er indicators like education or household consumption rather 
than directly linking them to health expenditure.¹¹,¹⁴

This pattern is reflected in the works of Gao et al.,¹¹ Islam et 
al.,¹⁴ and Leppänen et al.¹⁰ Gao et al.¹¹ assess the effect of cli-
mate risk on regional education spending in China, uncovering 
spatial dependencies and disparities in response across provinc-
es. Islam et al.¹⁴ explore how repeated climatic shocks influence 
household expenditures in Bangladesh, leading to significant 
reductions in food and non-food consumption. Leppänen et 
al.¹⁰ evaluate how temperature fluctuations affect regional 
government spending in Russia, identifying reduced costs in 
colder regions and higher expenditures in warm areas. Though 
none of these studies directly address health expenditure, their 
insights into climate risk’s broader socioeconomic implications 
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highlight the relevance of further investigating health-related 
impacts in conjunction with climate risk.

Methodologically, the studies’ approaches vary widely. Panel 
data analysis is used by Islam et al. and Dritsaki and Dritsaki 
to address unobserved heterogeneity across time and space.⁴,¹⁴ 
Regression models are widely applied, including in studies by 
Bae et al.,¹⁵ Chen et al.,¹² and Ampon-Wireko et al.²¹ Hartwig 
and Sturm utilize Extreme Bounds Analysis (EBA) to test the 
robustness of economic determinants.²⁰ Gao et al. apply spatial 
econometric models to account for geographic dependencies.¹¹ 
Quantile regression, as used by Wang and Chen et al.,¹²,¹⁹ pro-
vides insight into distributional effects across different levels of 
health expenditure. O’Neill et al.²² take a distinct approach by 
using the Shared Socioeconomic Pathway Middle of the Road 
scenario (SSP2) to explore the link between educational attain-
ment and climate resilience. Chaabouni and Saidi implement 
simultaneous equation models and GMM to examine causal 
interactions between CO₂ emissions, economic growth, and 
health spending.²³ The methodological diversity across studies 
offers a multifaceted perspective, revealing both strengths and 
limitations in assessing these complex relationships.

Despite differences in scope and method, the literature con-
sistently identifies economic growth as a primary driver of 
health expenditure, with GDP and income levels emerging as 
robust predictors. However, the elasticity of this relationship 
differs from region to region. For example, in African nations, 
a 10% increase in GDP is associated with a 1% rise in health 
spending,⁵ whereas studies from OECD countries suggest 
more elastic responses.² Demographic factors—especially ag-
ing—present mixed findings. For instance, while some suggest 
older populations elevate healthcare costs,⁸ others emphasize 
the role of proximity to death and medical technology.² Ad-
ditionally, many studies point out the importance of structural 
features such as governance models, insurance coverage, and 
fiscal autonomy in shaping national health expenditure.¹,²⁰ 
What remains notably absent in this expansive literature is a 
direct exploration of how climate risk influences health ex-
penditure.

Overall, the literature underscores the complex interaction 
between economic, demographic, and institutional factors in 
shaping health expenditure. However, the absence of studies 
directly connecting climate risk to health expenditure reveals 
a critical gap. This paper seeks to fill that gap by examining 
climate risk as a determinant of health expenditure within 
OECD countries, offering new insights into how environ-
mental factors intersect with health system sustainability.

�   Methods
Model:

Yi =β0 + β1X1i + β2X2i + βnXni + εi

Yi is the dependent variable for observation i, which refers 
to current health expenditure. β0 is a constant term repre-
senting the expected value of a dependent variable when all 
independent variables are zero. β1 to βn are the coefficients for 
independent and control variables, which include climate risk 
as an independent variable and life expectancy at birth, infla-

tion, GDP growth, government expenditure on education, real 
effective exchange rate index, age dependency ratio, out-of-
pocket expenditure, and population as control variables. While 
keeping all other variables constant, each coefficient chooses 
how much the dependent variable changes when the corre-
sponding independent variable changes by one unit. εi is the 
error term, which represents the difference between the actual 
value and the predicted value from the model.

�   Result and Discussion 
Data:
Appendix 1 presents health expenditure, climate risk, and 

various economic indicators sourced from the World Bank 
World Development Indicators and Our World and Data.²⁴,²⁵ 
The data sample covers the period from 1974 to 2022. The 
variable includes current health expenditure as a percent of 
GDP, climate risk as carbon dioxide emission and ND-GAIN, 
life expectancy at birth, inflation as an annual percentage of 
consumer prices, GDP growth, government expenditure on 
education as a percentage of total GDP, real effective exchange 
rate index, age dependency ratio as a percentage of work-
ing-age population, out-of-pocket expenditure as a percentage 
of current health expenditure, and population. Following exist-
ing literature, this paper estimates a pooled regression analysis 
to investigate the relationship between health expenditure and 
climate risk.

Findings:
Table 1 provides descriptive statistics for current health ex-

penditure, climate risk, and other key indicators used in the 
analysis. Current health expenditure has 854 observations with 
a mean of 8.405 and a standard deviation of 2.207, ranging 
from a minimum of 3.855 to a maximum of 18.756. Climate 
risk, as annual total emissions of carbon dioxide, has 1862 ob-
servations with a mean of 325.19 and a standard deviation of 
858.094, ranging from a minimum of 1.543 to a maximum of 
6132.183. Inflation as an annual percentage of consumer pric-
es has 1802 observations with a mean of 12.489 and a standard 
deviation of 55.082, ranging from a minimum of -4.448 to a 
maximum of 1281.443. GDP growth as an annual percentage 
has 1781 observations with a mean of 2.666 and a standard 
deviation of 3.618, ranging from a minimum of -32.119 to a 
maximum of 24.475. Government expenditure on education 
as a percentage of GDP has 1308 observations with a mean 
of 4.985 and a standard deviation of 1.229, ranging from a 
minimum of 0 to a maximum of 8.614. The real effective ex-
change rate index has 1446 observations with a mean of 99.37 
and a standard deviation of 16.64, ranging from a minimum of 
43.112 to a maximum of 194.383. The age dependency ratio as 
a percentage of the working-age population has 1900 observa-
tions with a mean of 52.981 and a standard deviation of 7.994, 
ranging from a minimum of 36.479 to a maximum of 99.671. 
Out-of-pocket expenditure as a percentage of current health 
expenditure has 842 observations with a mean of 20.744 and a 
standard deviation of 9.096, ranging from a minimum of 7.138 
to a maximum of 55.664. The population in terms of people in 
a country has 1862 observations, with a mean of 30973870 and 
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a standard deviation of 50209359, ranging from a minimum of 
215291 to a maximum of 338000000.

Figure 1 presents a positive correlation between climate 
risk and health expenditure across countries such as Australia 
(AUS), Chile (CHL), Colombia (COL), Costa Rica (CRI), 
Hungary (HUN), Luxembourg (LUX), Latvia (LVA), and 
New Zealand (NZL). This means that as climate risk increas-
es in these countries, current health expenditure also increases. 
Possible explanations for the data range from extreme cli-
mate-related challenges to a lack of healthcare infrastructure 
or a mix of both. Negative Correlation is seen across coun-
tries such as Austria (AUT), Belgium (BEL), Canada (CAN), 
Czech Republic (CZE), Denmark (DNK), Germany (DEU), 
Estonia (EST), Finland (FIN), France (FRA), Ireland (IRL), 
Iceland (ISL), Israel (ISR), Italy (ITA), Japan ( JPN), South 
Korea (KOR), Mexico (MEX), Norway (NOR), Poland 
(POL), Portugal (PRT), Slovakia (SVK), Slovenia (SVN), 
Sweden (SWE), Turkey (TUR), Great Britain (GBR), and 
the United States (USA). Possible explanations for the data 
range from well-developed healthcare systems built to han-
dle health challenges attributed to climate risk to established 
climate adaptation strategies that mitigate the health impact 
of climate change. In general, more developed nations with 
higher GDPs, such as Germany (DEU), Canada (CAN), and 
the United States (USA), are expected to show a negative cor-
relation. Smaller or more vulnerable countries, such as New 
Zealand (NZL) and Costa Rica (CRI), are expected to show a 
positive correlation–emphasizing their disproportional effects.

(a)

(b)

(c)

(d)

(e)

Table 1: Numerical statistics for all variables examined in this research paper, 
including the number of observations, mean, standard deviation, minimum, 
and maximum values. The extensive data set reduces the source of errors in 
findings.

Figure 1: The scatter plot illustrates the relationship between current health 
expenditure and climate risk for 38 individual OECD countries: a) AUS, AUT, 
BEL, CAN, CHL, COL, CRI, CZE, DNK; b) DEU, EST, FIN, FRA, GRC, 
HUN, IRL, ISL, ISR; c) ITA, JPN, KOR, LTU, LUX, LVA, MEX, NLD, NZL; 
d) CHE, ESP, NOR, POL, PRT, SVK, SVN, SWE, TUR; e) GBR, USA. It finds 
a dynamic of relationships between different countries.
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rate index as a proxy of international trade, the age dependency 
ratio as a proxy of social and economic factors, out-of-pocket 
expenditure as a proxy of health system efficiency, and pop-
ulation as a proxy of country size. In model 1, climate risk is 
positively associated with current health expenditure after con-
trolling for the effect of inflation, GDP growth, government 
expenditure on education, and the real effect of the exchange 
rate, with a coefficient of 0.0014. The result, statistically sig-
nificant at the 1% level, indicates a higher positive correlation 
between climate risk and current health expenditure. In addi-
tion to model 1, model 2 controls for the age dependency ratio. 
The result is consistent with model 1; climate risk remains 
positively associated with current health expenditure, which is 
still statistically significant at 1%. Beyond model 2, model 3 
and model 4 add out-of-pocket expenditure of health expendi-
ture and population as additional control variables, respectively. 
The results are consistent with the previous models, emphasiz-
ing the positive relationship between climate risk and current 
health expenditure at a 1% level.

Robustness was further established by using the ND-
GAIN index as an alternative proxy of climate risk in OECD 
countries (Appendix 2 and Appendix 3). Results remained 
consistent with those reported in the main specification, indi-
cating a positive relationship between health care expenditure 
and climate risk. Moreover, to cross-check the validity of our 
findings, additional measures were conducted: re-estimating 

Table 2 presents the results of four regression models. The 
dependent variable is the current health expenditure as a per-
centage of GDP (He), and the independent variable is CO2 
as a proxy of climate risk. Each column represents different 
models with different control variables such as Inf, a proxy of 
economic stability; GDP growth, a proxy of economic devel-
opment; and Government expenditure on education, a proxy 
of human capital development. In model 1, climate risk is 
positively associated with current health expenditure, with a 
coefficient of 0.0013–equivalent to an increase of approxi-
mately $0.40 per capita in OECD countries.

The result at the 1% level statistically emphasizes a high 
positive correlation between climate risk and current health 
expenditure, which suggests that higher climate risk leads to 
higher health expenditure. In model 2, after controlling for the 
effect of inflation, climate risk is still positively associated with 
current health expenditure at a 1% level. However, in several 
models, inflation shows a negative effect at the 1% level, in-
dicating a negative correlation between inflation and health 
expenditure. In model 3, in addition to inflation, the effect of 
GDP growth on the effect of health expenditure is controlled. 
The result indicates a constant positive and statistically signif-
icant effect of climate risk on health expenditure. In this case, 
GDP growth negatively correlates with health expenditure 
at a 1% level. Finally, in model 4, with the additional control 
variable of government expenditure on education, the model 
continues to highlight the robust contribution of climate risk 
to health expenditure. Government expenditure on education 
also positively and significantly affects current health expendi-
ture, with a p-value below 0.01.

Table 3 presents the results of four additional regression 
models where the dependent variable is still current health ex-
penditure (% of GDP) and the independent variable is CO₂. 
Additional control variables include the real effective exchange 
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Table 2: Four regression models analyzing current health expenditure show 
a strong positive correlation with climate risk. It provided evidence that a 
change in health expenditure is directly correlated with climate risk.

Table 3: An additional 4 regression models were added to Table 2, analyzing 
current health expenditure and showing a strong positive correlation with 
climate risk. Table 3 highlights the paper’s findings by demonstrating how 
climate risk is the factor affecting current health expenditure while controlling 
for 7 other factors.
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�   Appendix the models excluding the U.S. and other outliers, applying log 
transformations to CO₂ emissions, and introducing lag struc-
tures to capture delayed effects. Across these specifications, the 
results remain consistent with those previously reported.

Lastly, it is also important to note that our primary objective 
was not to interpret the coefficients of each control variable 
individually, but rather to assess whether the effect of CO₂ 
emissions on health expenditure remains robust once different 
sets of controls are introduced.

�   Conclusion 
This paper examines the impact of climate risk on health 

expenditure, highlighting the significant strain it places on 
healthcare systems and emphasizing the need for sustainable 
and resilient reforms. Among the 38 OECD countries, eight 
exhibit a significant direct relationship between rising climate 
risk, carbon emissions, and health expenditure. The overall 
relationship between climate risk and healthcare spending is 
positive across all OECD nations, which points out the ex-
tent of impact directed by these eight countries, underscoring 
the urgency of addressing climate-related health costs. The 
findings are further strengthened, evidenced by controlling 
for many variables. The paper urges policymakers to invest in 
healthcare infrastructure that can withstand extreme weather 
events, implement policies to reduce climate-induced illness-
es, and integrate climate risk considerations into healthcare 
budgeting. Future research should explore the long-term eco-
nomic implications of climate-related health expenditures, 
including their effects on government debt, insurance systems, 
and private healthcare spending. Additionally, further studies 
should assess the effectiveness of climate adaptation policies 
in mitigating healthcare costs and examine country-specific 
variations in climate health dynamics. A deeper understanding 
of these relationships will help develop more sustainable and 
adaptive healthcare financing strategies in response to increas-
ing climate risk.
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Appendix 1.

Appendix 2: Robustness check regression models analyzing current health 
expenditure reveal a strong positive association with climate risk (ND-GAIN 
index), providing evidence that changes in health expenditure are directly 
linked to climate risk. 
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Appendix 3: Robustness check with 4 additional regression models on 
current health expenditure shows a strong positive correlation with climate risk 
(ND-GAIN index), providing evidence that variations in health expenditure 
are directly associated with climate risk.
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ABSTRACT: The research described in this paper is a part of the design and development of a compact and high-torque 
hydraulic motor for robotic arms. Traditional motors are too bulky to be installed on robotic arms. This paper presents new 
designs of hydraulic motors based on cycloidal curves. It presents the mathematically detailed generation of both epicycloidal and 
hypocycloidal curves, including the standard, shortened, and modified cycloids, for cycloidal gears and corresponding pin gears. 
The innovative design of hydraulic epicycloidal and hypocycloidal motors (also known as orbital motors) was described, including 
designs of gears and the oil distribution system. The comparison with traditional orbital motors is discussed, and the advantages 
of the new design, including compact size and high precision, are highlighted. A hydraulic motor for a subsea robotic arm was 
designed as a real industrial design case. Compact size, high output torque, and smooth spinning at low speeds were needed. The 
method presented was used to make an orbital motor with seven teeth on the inner gear. The designed motor was installed on a 
subsea robotic arm and has been operating in a subsea environment for over a year. This design case completely proves that the 
theory and design method proposed here are effective.  

KEYWORDS: Engineering Mechanics, Mechanical Engineering, Robotic Arm, Cycloidal Gear, Hydraulic Motor, Robotics. 

�   Introduction
The cycloids, the curves traced by a point on a rolling cir-

cle, have captivated mathematicians since the Renaissance. 
Although their properties were hinted at in antiquity, serious 
study began in the 17th century. Galileo Galilei (1599) is often 
credited with naming the cycloids and attempting to calculate 
the area under one arch, though his results were approximate.1 
The curve’s true mathematical exploration flourished during 
the "century of genius": Blaise Pascal (1658) solved key prob-
lems related to its area and centroid, while Christiaan Huygens 
(1659) discovered its property, using it to design pendulum 
clocks with improved accuracy. The cycloids became a bat-
tleground for calculus pioneers—Johann Bernoulli, Jakob 
Bernoulli, Gottfried Leibniz, and Isaac Newton—who tack-
led the Brachistochrone problem (1697), proving the cycloids’ 
optimality as the "curve of fastest descent." The cycloids’ ap-
plications in physics, engineering, and mathematics cemented 
their legacy as a cornerstone of classical mechanics and calculus. 
The rich history reflects both the beauty of pure mathematics 
and its profound utility.2

Hydraulic manipulators are popularly used in subsea ap-
plications. Due to strict limitations on size and weight, joint 
actuators are required to be compact and powerful. Many 
companies in this area encountered the same issue: hydraulic 
low-speed-high-torque (LSHT) motor for the wrist joints of 
their robotic arms were overly bulky and asymmetrical, caus-
ing operational inconvenience, visual obstruction, and limiting 
their usage scenarios. The motivation of this research is to use 
cycloids to find a better design of hydraulic motors for wrist 
joints of robotic arms.

In cycloids’ application, the cycloidal pinion gear transmis-
sion system (Cycloidal Drive Systems)3 utilizes the geometric 

properties of epicycloid and hypocycloid, achieving high-preci-
sion power transmission through precise meshing mechanisms. 
In the field of hydraulic motors and reducers, the cycloidal 
pinion gear transmission system is widely used due to its high 
efficiency and flexibility. For example, in single-stage reduc-
ers,4,5 their output efficiency can reach over 98%, significantly 
reducing energy consumption and enhancing production effi-
ciency. This paper explores the theory of cycloids and cycloidal 
transmission, which would be used in the innovation of hy-
draulic motor design.

The core of cycloidal pinion transmission is the great role 
of mathematical modeling of cycloidal tooth shape in gear 
meshing (mesh). Characteristics of cycloidal transmission are 
as follows.6,7

1) Compact and Lightweight Design
The rotor (pin gear) and stator (cycloidal gear) utilize cy-

cloidal profiles. The rotor performs planetary motion via an 
eccentric shaft, eliminating the need for multi-stage trans-
missions, drastically reducing size. Its compact layout allows 
lighter weight compared to gear or piston motors of equivalent 
power, making them ideal for space-constrained systems (e.g., 
AGVs, robotic joints 8).

2) Structural symmetry
To meet the bidirectional rotation requirements of hydrau-

lic motors, the cycloidal gear and pin gear are adopted with a 
symmetrical structure. Reversing fluid flow direction enables 
easy forward/reverse switching without additional mecha-
nisms. Through the precise cooperation between the eccentric 
cycloidal gear and the pin gear, the stable output of the drive 
is ensured. Speed is adjustable from near-zero to hundreds of 
rpm and adaptable to diverse operational needs.
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3) Low speed and high torque characteristics
The geometric properties of cycloidal gears enable 

significant torque generation even at low speeds (high torque-
to-volume ratio), ideal for applications requiring heavy-load, 
low-speed operation (e.g., cranes, excavator slewing mech-
anisms). Continuous meshing of cycloidal teeth minimizes 
output pulsations, ensuring stable operation even at extremely 
low speeds (e.g., 1-2 rpm) without "crawling" effects.

4) High Mechanical Efficiency and Durability
Multiple contact points (typically 6-8) during meshing 

ensure even pressure distribution, reducing localized wear. 
Rolling friction dominance further enhances energy efficiency. 
Critical components (e.g., rotor, stator) use hardened steel or 
composites for wear resistance. Hydraulic oil provides direct 
lubrication, minimizing the frequency of maintenance needed.

Although the geometric problem of the cycloidal gear is 
based on the parametric equation of a circle (positive and neg-
ative cosine trigonometric functions), its correct mathematical 
derivation becomes a great difficulty and challenge due to its 
dynamic coordinate transformation. In the second part of this 
paper, the mathematical derivation of cycloids is provided with 
details in standard, shortened, and modified versions, which 
leads to a whole theory to generate cycloid curves for gear de-
sign. The third part describes the way to design a cycloidal 
motor (also known as an orbital motor), followed by a design 
case study of an orbital motor based on a hypocycloid. Then, 
the test results of the designed motor are presented and dis-
cussed.

�   Mathematical Modeling of Cycloids
Basic Cycloids:
Firstly, the mathematical cycloidal model needs to be es-

tablished. The Epicycloidal and Hypocycloidal curves are 
mathematically described in the following two parts.

1) Epicycloids
As shown in Figure 1, let the big circle (shown in the quar-

ter) be the base one with radius R, and the small circle is the 
rolling one with radius r. The parametric equations (i.e., the 
coordinates of a point) for the base circle can be written as:

Where 𝜃 is the angle between the line connecting the point 
to the origin and the positive x-axis, the coordinates of the 
rolling circle’s center are:

When the rolling circle rolls on the base circle by an angle 
𝜃, it rotates around its center by an angle. Because the rolling 
has no slipping, the arc lengths traced on the two circles are 
equal, i.e.,

Here, z is an integer, which determines the number of pet-
als of the cycloid, which is the number of teeth in a pin gear. 
Therefore, the coordinates of the reference point on the rolling 
circle are:

Where,

Replacing x_r, y_r, and r by Eqns (2) and (3),

Also, the arc BD is the same as arc DE, so

Finally, the expression of a standard epicycloid can be de-
rived

2) Hypocycloids
As shown below, let the dashed line represent the base circle 

with radius R, and the blue circle represent the rolling circle 
with radius r. The parametric equations (i.e., coordinates of a 
point) for the base circle can be expressed as Eqn (1):

The coordinates of the rolling circle’s center are:

When the rolling circle has rolled along the base circle by 
an angle θ, it rotates around its center by an angle. Since the 
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Figure 1: The geometric drawing of an epicycloidal curve. (a) The definition 
of a standard epicycloidal curve. (b) An enlarged drawing to describe the 
mathematical derivation.

(a)

(a)

(b)

(b)
Figure 2: The geometric drawing of a hypocycloidal curve. (a) The definition 
of a standard hypocycloidal curve. (b) An enlarged drawing to describe the 
mathematical derivation.
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rolling has no slipping, the arc lengths traced on both circles 
are equal, i.e., R and r have the same relation shown in Eqn(3),

Here, z is an integer that determines the number of lobes 
(petals) of the hypocycloid, corresponding to the number of 
teeth in the pin gear.

Thus, the coordinates of a reference point on the rolling cir-
cle are:

Where,

Since the rolling circle moves on the base circle without 
sliding, the lengths of the arc FE and arc BE are the same, 
Eqn (12) is derived

After substituting Eqs (9, 11, 12) into Eqn (10), Eqn (13) 
can be obtained.

This simplifies a standard hypocycloid to be expressed as:

Revision and Modif ication:
The standard cycloid has a serious flaw--it contains math-

ematically discontinuous points (non-differ-entiable points). 
To create a pin gear suitable for transmission, it’s necessary to 
apply a displacement (offset) to create space for the rollers on 
the pin teeth to operate.

The method of displacement involves extending or shrink-
ing the curve along its normal direction by a specific distance. 
Specifically, by calculating the differentials {dx/dθ, dy/dθ} at 
a given point, the proportional components in the x and y di-
rections can be determined. The displacement is then applied 
according to the ratio of these components over the total dis-
placement distance, as follows:

However, because the standard cycloid has non-differen-
tiable (discontinuous) points, it is impossible to calculate the 
displacement at these locations (see Figure 3).

Thus, the standard cycloidal curves need to be revised. By 
replacing the in the subtracted term with 𝜂 ∙ 𝑟, where 𝜂 is a 
percentage less than 100% (i.e., using a point inside the rolling 
circle instead of on its circumference), a shortened epicycloid 
can be generated. In conclusion, the equations of the short-
ened epicycloids and hypocycloids can be derived as Eqs (16) 
and (17)

Next, the shortened cycloid in red in the graph is scaled 
equidistantly to form the green modified cycloids. This pro-
cess uses proportional scaling: for a segment on the cycloid, its 
x- and y-direction components are scaled according to their 
proportional ratios given by Eqns (18) and (19).

�   Hydraulic Orbital Motor Design
The author used the mathematical program in Octave to 

generate the cycloidal gear and pin gear’s shape, and CAD 
software to make a 3D model of the motor. Before giving the 
details on how to design two types of motors in the following 

(a)

(a)

(b)

(b)

Figure 3: Modification of standard cycloidal curves: (a) Standard epicycloidal 
curves, and (b) Standard hypocycloidal curves.

Figure 4: Modification of shortened cycloidal curves: (a) Shortened 
epicycloidal curves, and (b) Shortened hypocycloidal curves.
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Hypocycloidal Gear and Pin Gear Design:
Similar to the epicycloidal gear, the hypocycloidal gear de-

sign is based on Eqn (19). However, it is the outer gear, i.e., the 
float stator. The equation can be used to generate a hypocycloid 
with four parameters: radius of rolling circle r, integer ratio of 
base circle to rolling circle z (i.e., the number of petals), short-
ening coefficient 𝜂, and displacement distance l. The curve, 
which is shown as the green curve in Figure 6(a), forms the 
contact surface of a cycloidal gear.

The pin gear is formed by several pins, which are tangent to 
the hypocycloid from inside. It is eccentric to the curve, and 
the eccentric offset is the shortened radius to form the curve 
0102 = 𝜂 ∙ 𝑟. Differently, the pin gear in a hypocycloid-based 
orbital motor is a rotor. There are z+1 circular teeth shown as 
the blue circles in Figure 6(a) located on a circle eccentric to 
the origin, which is shown as the red circle. These cylinders are 
just tangent to the epicycloid. There are two methods to design 
a pin gear after determining the hypocycloid: mathematical 
and engineering methods.

Mathematical Method. The small red and green circles are 
the center of the red circle and the green curve, respectively. 
The red circle is

and the i-th pin on the pin gear can be expressed as

Engineering Method. 
Similarly, in CAD software, place cylinders equispacedly 

with a radius tangent to the hypocycloid from the inner side, as 
shown in Figure 6(b).

Oil Distribution Design.
It can be seen from Figures 5 and 6 that a pair of rotor and 

float stator of both epicycloid and hypocy-cloid-based orbital 
motors creates cavities, each of which is formed by two pins, 
a segment of curve on the cycloid, and a segment of curve on 
the pin gear. The only difference is that the cycloidal curve 
segment of the hypocycloid base orbital motor is outside, while 
that of the epicycloid base orbital motor is inside.

When the rotors of both motors spin, half (if the number of 
cavities is even) or nearly half (if the number of cavities is odd) 
cavities tend to be enlarged, and the others are the contrary. For 
example, when the rotor of the epicycloid-based orbital motor 

two parts, three concepts need to be defined: rotor, stator, and 
float stator.

The rotor is the inner gear, which can spin along the central 
axis.

A stator is a part that cannot spin and is normally fixed to 
the housing.

The float stator is the outer gear that is not spinning but 
movable to adjust the contact position with the rotor so that 
mechanical transmission can be achieved.

Epicycloidal Gear and Pin Gear Design:
The epicycloidal gear is an inner gear, i.e., rotor. The design 

is based on Eqn (18). The equation can be used to generate an 
epicycloidal curve with four parameters: radius of rolling circle 
r, integer ratio of base circle to rolling circle z (i.e., the number 
of petals), shorten coefficient 𝜂 , and displacement distance l. 
The curve, which is shown as the green curve in Figure 5(a), 
forms the contact surface of a cycloidal gear. For an epicycloi-
dal hydraulic motor, the cycloidal gear is the inner gear, while 
the pin gear is the outer gear, which can be seen in Figure 5(b).

The pin gear is the outer gear, i.e., the float stator, and is 
formed by several pins, which are tangent to the epicycloidal 
curve. Also, it is eccentric to the curve, and the eccentric offset 
is the shortened radius to form the curve 0102 = 𝜂 ∙ 𝑟. There-
fore, there are z+1 circular teeth shown as the blue circles in 
Figure 5(a) located on a circle eccentric to the origin, which is 
shown as the red circle. These cylinders are just tangent to the 
epicycloid. There are two methods to design the pin gear after 
determining the epicycloidal curve: mathematical and engi-
neering methods.

Mathematical Method. The small red and green circles are 
the center of the red circle and the green curve, respectively. 
The red circle is

The i-th pin on the pin gear can be expressed as

Engineering Method. In CAD software, place cylinders 
equispaced with a radius of l tangent to the epicycloid from 
outside, which is shown in Figure 5(b).
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(a)

(a)

(b)

(b)

Figure 5: Epicycloid-based orbital motor design. (a) Gear curves generation. 
(b) Use the generated curve to design a motor in 3D CAD software.

Figure 6: Hypocycloid-based orbital motor design. (a) Gear curves 
generation. (b) Use the generated curve to design a motor in 3D CAD 
software.
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Comparing the oil distribution systems of both motors, it 
can be seen that the epicycloid-based orbital motor is more 
difficult to design. An oiling hole shall always be between two 
pins. However, the pin gear of the epicycloid base orbital mo-
tor is a floating part, which slides in the housing. Therefore, 
oiling holes should be sized and located to guarantee that it 
is always between two pins, even when the pin gear is sliding, 
which is a difficulty that does not exist in a hypocycloid-based 
orbital motor.

�   Design Case
After analyzing the mathematical model of two cycloidal 

curves and discussing the design of oil distribution systems, 
a motor can be easily designed and manufactured. Firstly, for 
a subsea manipulator, a hypocycloid-based orbital motor was 
determined to be designed and used. The limited size of such 
manipulators requires the diameter of our motor to be less 
than 110mm. After a brief sketch, a diameter of around 50mm 
for our base circle is determined. The design starts with the 
sketch and then iterates according to the design result. The 
specifications are listed in Table 2.

Assume the base circle radius is R = 25mm. The number 
of inner gear teeth is z = 7, and therefore one of the out-
er gear teeth is z+1 = 8. The radius of the rolling circle is 
r = R/z =  3.57mm. The author selects the eccentric distance 
rs = 2.5mm, and thus the shortening coefficient is 𝜂 = rs/r = 0.7. 
To use standard bearing rollers, l = 5mm is determined. Figure 
1 shows the design and machined parts.

The motor is assembled and tested on a dynamometer. 
The motor is installed on the dynamometer, and the spline 
shaft is connected to a magnetic adjustable load. The motor 
is powered by a pressure-controlled hydraulic power unit and 
controlled by a servo valve. The input pressure, spinning speed, 
and flow are all monitored. The test results are achieved and 
shown in Table 3. According to the design specification, the 
theoretical output torque is

shown in Figure 5 spins clockwise, the cavities with blue marks 
get smaller. The volume of a cavity turns to decreases when it 
crosses the upper half of the vertical bisector. Conversely, the 
cavity’s volume increases when it crosses the lower half of the 
vertical bisector. Therefore, the oil distribution is easily imple-
mented by the following theory.

Oil Distribution Theory: After deciding the direction to 
spin, the oil distribution system always fills the cavities, which 
tend to be larger with high-pressure oil, and allows the ones 
that tend to be smaller to output oil back to the low-pressure 
tank.

The oil distribution system consists of two parts: the oiling 
plate and the distributing plate. The oiling plate is the one that 
contacts both gears and fills oil into the cavities. The distrib-
uting plate is the one that contacts and rotates relatively to the 
oiling plate. Since there is a relative rotation between these two 
plates, the cavities would either be filled with oil or output oil 
according to the relative angle.

Figure 7 shows the oil distribution systems of two types of 
motors. It can be found that the number of oiling holes is equal 
to the number of teeth of the pin gears. The number of dis-
tributing holes is twice the number of cycloidal gears. Table 1 
shows a summary of the design issues of both motors.
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(a)

(e)

(c)

(g)

(b)

(f )

(d)

(h)
Figure 7: The oil distribution systems of epicycloid and hypocycloid base 
orbital motors. The first row is 3D models of an epicycloid-based orbital 
motor, while the second row is those of a hypocy-cloid-based one. (a) and (e) 
are epicycloid and hypocycloid-based orbital motors. (b) and (f ) are the oil 
distribution systems of both motors. (c) and (g) are the oiling plates. (d) and 
(h) are the distributing plates.

Table 1: Summary of the structure of epicycloid and hypocycloid-based 
orbital motors.

Table 2: Specification parameters of the designed hypocycloid-based orbital 
motor.
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The test results show that the efficiency of the motor is

The performance of the low-speed high-torque (LSHT) 
motor is good. The special structure makes each cavity change 
the status of filling and discharging by z*(z+1) times, which is 
equivalent to a z*(z+1):1 reducer. It can run smoothly when the 
speed is 3 rpm, which is very useful for extremely low-speed 
applications such as robotic joints.

�   Discussion 
Traditional orbital motors normally use an inner epicycloidal 

gear, a pin gear, and a spline coupler. The innovative application 
of a floating stator replacing a spline coupler makes the pre-
sented motors superior to traditional orbital motors. The main 
advantages are as follows:

1. The motor length in the axial direction is dramatically de-
creased. In a traditional motor, the outer gear and housing are 
the same part, which is fixed. As presented in the mathematical 
part, the inner gear needs to spin eccentrically if the outer gear 
is fixed. The traditional one needs to use a coupler with splines 
at each end, shown in Figure 9, which requires extra length 
(even more than double the length) in the axial direction.

2. Since one end of the coupler needs to spin with sliding 
movement in a traditional motor, the spline cannot be too 
tight, which means that the backlash is big, and the accuracy is 
not high enough for precise servo control.

On the other hand, the only drawback of the presented 
epicycloid base orbital motor is slightly larger in the radial di-

rection compared to the traditional orbital motor. However, the 
presented hypocycloid base orbital motor can also help reduce 
that size. The orbital motor designed and presented in this pa-
per has been used in the subsea manipulator shown in Figure 
8(c) due to its compact size and large torque output. The sub-
sea manipulator has been working at a depth of 4500 meters 
shown in Figure 10.

�   Conclusion 
This paper presents mathematically detailed generation 

of both epicycloidal and hypocycloidal curves, including the 
standard, shortened, and modified cycloids, for designing cy-
cloidal gears and corresponding pin gears. It provides not 
only the mathematical formulas but also the process to design 
gears. Moreover, the innovative design of hydraulic epicycloid 
and hypocycloid-based motors is described. Especially, the oil 
distribution system is analyzed and compared to traditional 
orbital motors. The critical contribution in this paper is mo-
tor design with a hypocycloid, which is rarely published. The 
advantages of the presented design are obvious. It can achieve a 
more compact size and more precise transmission.

A real industrial design case was also presented in this pa-
per. A hydraulic motor was required for a subsea robotic arm. 
Compact size, high output torque, and smooth spinning at low 
speeds were needed. The method presented in this paper was 
used to make a hypocycloid base orbital motor with seven teeth 
on the inner gear, 2.5mm eccentric distance, and a 20mm gear 
thickness. The maximum output torque is reached at a pressure 
of 21 MPa. When the machining precision was guaranteed, it 
could smoothly spin at the speed of 1.5rpm. The designed mo-
tor was installed on a subsea robotic arm and has been working 
in a subsea environment for more than a year. This design case 
completely proves that the theory and design method proposed 
here are effective.

Innovatively combining the two cycloidal tooth profiles 
mentioned above would form a novel dual-cycloidal system 
and will be the future research. This design will integrate 
both hypocycloid and epicycloid transmission principles. It is 
believed that a more compact size and larger torque will be 
achieved from the new method.
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(a)

(a)

(b)

(b)

(c)
Figure 8: The design process. (a) the design in CAD software, (b) the 
machined and assembled gears, and (c) the subsea manipulator, the wrist of 
which is equipped with the hypocycloid-based orbital motor.

Figure 10: Operation at 4500msw.

Figure 9: Traditional epicycloid-based orbital motor manufactured by 
Danfoss Power Solutions (US) Company.9 (a) the crossing-section view, (b) 
the explosive view of coupler transmission with oil distribution plate.

Table 3: Test results of the designed hypocycloid-based orbital motor.
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ABSTRACT: Human-centered AI has entered the field of queries for PdM prediction to change mechanical maintenance 
from a reactive-based approach to a more failure-predictive and intervention-oriented method. The study extends the state of the 
art by proposing an edge-deployed, hybrid, explainable system for PdM to counteract inefficiencies and unplanned downtimes 
that commonly occur in traditional maintenance. We proposed a five-layer architecture with sensor fusion, ensemble ML models 
(Random Forest, XGBoost), neuromorphic spiking and liquid neural networks, and GPT-3.5-level fine-tuned LLMs for diagnostic 
explanations. Realistic sensor noises were simulated by the synthetic dataset (~15,000 samples). The system is benchmarked on 
edge platforms (Arduino Nano 33 BLE Sense, Raspberry Pi 4, Intel Loihi) and further fine-tuned with Bayesian hyperparameter 
optimization techniques based on technician feedback. In total, it reduced unplanned downtime by 72% and achieved an accuracy 
of over 97% for the hydraulic presses, CNC mills, and robotic arms. They also showed inference latencies below 5 ms, consuming 
less than 50 mW of power. The technicians evaluated the clarity, actionability, and trustworthiness of the LLM explanations, 
assigning scores of 4.6/5, 4.4/5, and 4.2/5, respectively. The human-in-loop adjustments reduced false negatives by 4%. In brief, 
prescriptive real-time maintenance can be carried out using edge AI, with energy efficiency and explainable outputs, via a hybrid 
framework, ensuring both technical acceptability and strong operator acceptance in high-stakes environments.  

KEYWORDS: Predictive Maintenance (PdM), Edge AI, Explainable AI, Spiking Neural Networks, Large Language Model, 
Sensor Fusion, Human-in-the-Loop, Neuromorphic Computing. 

�   Introduction
Integration of Artificial Intelligence in predictive mainte-

nance systems constitutes a breakthrough in mechathesight and 
functionality.1 In the mechanical apparatus industry, Industry 
4.0 has showcased that there are weaknesses in conventional 
maintenance approaches, and unforeseen equipment break-
downs have cost manufacturers globally $1.4 trillion annually.2 
Such situations of dormancy not only inflate operational costs 
but also compromise security and supply chain integrity. On 
this front, AI-driven predictive maintenance (PdM) has be-
come an advanced process that predicts equipment breakdowns 
and allows data-driven scheduling of maintenance operations.

Modern predictive maintenance (PdM) systems leverage 
high-resolution, multi-modal sensor data, including vibra-
tion, temperature, current consumption, and ultrasonic sounds, 
supplemented by advanced artificial intelligence architec-
tures. These architectures include ensemble methods, such 
as Gradient Boosting and Random Forests, and deep learn-
ing networks.3 LLMs improve PdM systems by analyzing 
unstructured data—i.e., maintenance records and operator 
comments—thus making predictive analytics that are accurate 
and, more recently, large language models (LLMs) used to con-
textualize and explain outlier patterns.4,5

Edge AI usage is all the more common in time-sensitive in-
dustrial environments to enable real-time analytics on-site and 
maintain privacy by reducing reliance on cloud connectivity.6 
For power grids, rail networks, and factories, AI agents based 

at the edge (such as Avangrid's assistant autopilot) can trigger 
maintenance processes independently and at high speeds.

Despite this, the development of AI-based predictive main-
tenance (PdM) still faces numerous challenges. These include 
heterogeneous sensor environments, data integrity concerns, 
regulatory compliance, and resistance from technicians due to 
differences in workforce capabilities.7 Strategic approaches in-
clude the use of robust data pipelines, flexible AI architectures, 
and co-design with domain experts to improve acceptability 
and credibility.3,8

This research positions itself at the nexus of these ad-
vancements. By combining sensor fusion, machine learning 
ensembles, LLM-driven reasoning, and edge AI deployment, 
we seek to advance PdM from reactive to prescriptive main-
tenance. We contextualize our framework using recent 
industrial benchmarks, compare AI architectures, including 
TranDRL-style transformers and LLM augmented systems, 
and validate using real-world inspired datasets.

�   Advancements, ROI, and Challenges
1. Traditional maintenance methods, in particular, reactive 

and preventive maintenance, are increasingly becoming unsus-
tainable because they have high ownership costs. Combinations 
of frequent inspections and deferred reactive repairs all worsen 
inefficiencies, leading to more than 20% downtime compared 
to smart systems. These approaches show weaknesses in their 
ability to monitor intra-system changes in real-time, often re-
sulting in sub-optimal decision-making and high costs.
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2. The emergence of artificial intelligence-aided predic-
tive maintenance (PdM), enabled by heterogeneous sensor 
arrays and machine learning tools, has delivered high return 
on investment (ROI). A global survey in 2025 reported that 
manufacturing businesses deploying AI-enabled PdM systems 
saw the frequency of unplanned downtime reduced by 37%, 
expenditure on maintenance dropped by 28%, and equipment 
lifespan increased by 22%, with investment recovery achieved 
in a maximum of 14 months.3 Other industrial evaluations 
record improvements in predictive accuracy of 20% to 30%, 
along with downtimes reduced by as much as 45%, thus her-
alding the revolutionary impact of intelligent systems.

3. The importance of Edge AI has significantly grown be-
cause of its ability to process information at the edge, which 
reduces latency and compliance risks. Modern frameworks 
take advantage of power-efficient architectures like Liquid 
Neural Networks to support continuous inference over diverse 
operating conditions while keeping communication with cen-
tral servers within reasonable bounds.

4. Explainable AI (XAI) and large language models (LLMs) 
are now critical for PdM systems. XAI methodologies provide 
transparency, while LLMs enable natural-language explana-
tions and interactive diagnostics, addressing technician trust 
issues and aiding domain adoption. For instance, an LLM-
based compressor-monitoring system reported 92.3% recall 
and operational cost reductions of 18% in 2025 trials.6

5. Hybrid architectures that bring together sensor fusion, 
LLM-based explanation, and edge deployment are being tested 
in critical infrastructure spaces. Companies like Duke Energy 
and Rhizome use artificial intelligence to forecast equipment 
failure and climate-related stressors, leading to improvements 
in grid stability and a decrease in outages of up to 72%.8 These 
platforms merge computer vision, 5G data, and prescriptive 
guidance from LLMs to act as smart decision frameworks to 
optimize operator interventions.

6. The accelerated pace of innovation notwithstanding, 
some of the following issues remain to be addressed: incon-
sistencies in the quality of data, integration complexities, a 
talent vacuum, and large up-front investments. Thus, changes 
are preferred for implementation as an organizational change 
process, supported by change management and trial runs in 
controlled environments to nurture confidence and guarantee 
return on investment.

�   Methodology
1. Framework Overview:
This paper proposes a five-layer predictive maintenance 

(PdM) architecture that is edge computing-compatible, high-
lighting the importance of real-time capability, interpretability, 
and power efficiency. The architecture consists of five different 
layers: (1) Multi-sensor Data Acquisition, (2) Feature En-
gineering, (3) Hybrid Modeling, (4) Edge AI Deployment, 
and (5) LLM-Guided Interpretability. Each of these layers 
has been carefully optimized to support instant predictions, 
provide actionable information, and detect failures without 
exhausting energy, but also remain explainable to technicians. 
Liquid Neural Networks were chosen for their advantages in 

temporal continuity and robustness to modulation. Unlike tra-
ditional cloud-based PdM systems that are incompatible with 
edge deployments, this architecture is compatible with em-
bedded device implementations leveraging neuromorphic and 
quantized models backed by post-hoc large language models 
(LLMs) fine-tuned for maintenance-specific tasks.

2. Data Collection and Feature Engineering:
To simulate realistic environments, a synthetic dataset of 

more than 15,000 multi-channel time-series samples was pre-
pared, covering three types of machinery: hydraulic presses, 
CNC mills, and robotic arms. All three types were instrument-
ed with sensors measuring vibrations, temperature, pressure, 
electrical current, and acoustic emissions. Sensor drift, dropped 
data packets, and variability inherent in realistic cases were 
introduced to purposefully corrupt the dataset, including con-
tamination with both Poisson and Gaussian noise. Z-score 
normalization served to standardize, and a sliding window 
segmenting technique (5 seconds, 50% overlap) served to pre-
serve temporal correlation. Extracted features were statistical 
(root mean square, kurtosis), spectral (fast Fourier transform 
peaks, spectral entropy), and time domain (peak intervals, slope 
variance). The synthetic dataset is composed of over 15,000 
multi-channel time-series samples generated from statistical 
simulation models based on genuine vibration and tempera-
ture sensor profiles from publicly available industrial datasets. 
Statistical distributions were tested against known baselines 
from the real world to ensure variability that is realistic.

3. Hybrid Model Architecture:
Random Forest and XGBoost were considered more apt be-

cause they are the most robust on smaller datasets and provide 
an excellent baseline. They included Spiking Neural Networks 
and Liquid Neural Networks for their efficient capture of 
temporal dynamics, thus facilitating low-power edge infer-
ence suitable for monitoring. A stacked ensemble approach 
was adopted, utilizing Random Forest (RF), XGBoost, Spik-
ing Neural Networks (SNNs), and Liquid Neural Networks 
(LNNs). RF and XGBoost served as base models. SNNs were 
chosen due to their potential to support real-time spike en-
coding and low energy consumption, which are key assets in 
neuromorphic systems like Intel Loihi. LNNs, based on dy-
namics relevant to differential equations, offered advantages of 
temporal continuity and robustness to noisy data. Training of 
models was conducted via stratified 80/20 splits, and they were 
tested using cross-validation methods. Hyperparameter search 
was carried out via Bayesian search over 50 iterations. Mod-
els were implemented in PyTorch, TensorFlow, and Nengo to 
support cross-hardware comparison. Bayesian hyperparameter 
optimization (a statistical method for finding the best model 
settings based on probability) was applied based on technician 
feedback.

4. Edge Deployment Infrastructure:
The deployment layer was tested on Arduino Nano 33 BLE 

Sense, Raspberry Pi 4, and Loihi-based edge devices. RF/
XGBoost models were quantized via ONNX; SNN and LNN 
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were optimized using runtime compilation. On average, SNNs 
executed in 5ms with <0.05W consumption, while LNNs 
achieved 3ms latency and sub-50mW draw. This confirmed 
the feasibility of condition monitoring. Model inferences were 
triggered event-wise, reducing computational load and extend-
ing battery life. Edge benchmarking was performed using the 
Edge Impulse and Intel NxSDK toolkits. Our results aligned 
closely with benchmarked results in the Results section, con-
firming deployment viability.

5. LLM-Guided Explainability and Human-in-Loop Feed-
back:

To ensure transparency and user comprehension, we in-
corporated a fine-tuned GPT-3.5-level LLM trained on 
structured maintenance logs, manuals, and failure reports. 
Post-prediction summaries (e.g., vibration spike at 5Hz) were 
transformed into technician-friendly diagnostics. Evaluated by 
30 domain experts on a 5-point Likert scale, the results about 
explainability came up with clarity (4.6), actionability (4.4), 
and trust (4.2). Cohen's kappa of 0.78 showed good inter-rater 
agreement. Importantly, technician-guided adjustments based 
on LLM outputs reduced FNR by 4%, validating the utility of 
natural-language interaction.

6. Integration of Findings:
All elements were tightly interwoven and assessed based on 

criteria defined in the Results section. Downtime reduction of 
75% or more, accuracy rates close to 97% or more for models, 
and edge efficiency preservation below 50mW are properties 
that show a direct correspondence with previously identified 
hybrid modeling methods and edge deployment approaches. 
In addition, auxiliary ablation experiments support unique 
properties—the spectral properties and features associat-
ed with the explainability of large language models (LLMs). 
Thus, our approach also doubles as both a technical basis and a 
reproducible template for the scalable implementation of pre-
dictive maintenance based on AI-driven mechanisms.

�   Results 
1. Impacts on operations and downtime minimization:
The system for predictive maintenance was able to effect 

profitable operational changes across all sorts of equipment 
tested: hydraulic presses, CNC mills, and robotic arms. Re-
al-time multi-sensor data integrated with hybrid AI models 
accounted for a 72% reduction in unplanned downtime on 
average. Downtime was quantified by comparing baseline 
traditional maintenance schedules against AI-driven condi-
tion-based interventions over a simulated 6-month period. 
Table 1 provides a summary of the comparative downtime 
metrics under traditional maintenance and AI-predictive 
maintenance, thus highlighting the major improvements no-
ticed across respective types of machinery.

Operating procedures have also been refined to yield sub-
stantial savings in costs associated with reduced incidences of 
inactivity, faster fixation of equipment breakdowns, and more 
efficient maintenance methods. For all machinery categories, 
the mean downtime per particular failure has dropped from 
43.3 hours to 12 hours, which yields about $85,000 per critical 
failure savings.

2. Model Performance Metrics:
The hybrid architecture utilizing Random Forest (RF), XG-

Boost, Spiking Neural Networks (SNNs), and Liquid Neural 
Networks (LNNs) was evaluated on a 15,000-instance dataset 
with 80/20 training/testing splits. Table 2 presents the classifi-
cation performance averaged over 5-fold cross-validation runs:

Table 2 comprises the metrics of accuracy, precision, recall, 
F1-score, and ROC-AUC for each model, and henceforth 
demonstrates that neuromorphic neural networks outperform 
those of classical nature. Neuromorphic models (SNN and 
LNN) outperformed classical machine learning baselines by 
approximately 2-5% in key metrics, confirming their robust-
ness in noisy, temporally complex industrial data.

3. Edge Inference Delay and Energy Efficiency:
Delay Models were further deployed on widely used edge 

computing infrastructures, later benchmarked for inference 
latency and energy efficiency, considering their suitability for 
real-time operations and execution efficiency. Table 3 com-
pares and contrasts the latency and power consumption of the 
hybrid models on various edge devices, thereby illustrating the 
efficiency gain on a real-time deployment level afforded by the 
neuromorphic model.

Table 1: Comparison of Downtime Under Baseline vs. AI-Driven Predictive 
Maintenance Conditions. AI-based PdM has reduced the downtime for each 
machine by over 70%, which makes for significant reliability and operational 
availability improvements.

Table 2: Classification Performance of Hybrid AI Models (5-Fold CV 
Average). Neuromorphic models (SNN and LNN) achieved the highest 
accuracy and ROC-AUC values, thereby surpassing the traditional ones in 
precision and recall.
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mans and machines brought about a 4% reduction in cases of 
false negatives, demonstrating the potential of explainable AI 
for high-stakes industries.

6. Scalability and Deployment Readiness:
Evaluations performed on multiple edge platforms showed 

the scalability of the design. Event-driven inference methods 
and model quantization went on to shelter the computing 
overhead by 35%; this made them eligible for deployment on 
a large industrial scale. Besides, the modular approach allowed 
any extra sensor modalities or new AI models to be integrated 
via over-the-air updates, with latency and power consumption 
specifications met at all times.

�   Discussion & Conclusion 
The adoption of AI-powered predictive maintenance (PdM) 

systems—especially those designed for edge deployment—is a 
premier breakthrough in mechanical system monitoring. The 
results of our model comparisons confirm that the integration 
of neuromorphic networks (LNNs and SNNs) with explain-
able AI (XAI) interfaces far exceeds traditional predictive 
approaches on every metric that was evaluated: accuracy, la-
tency, interpretability, and power efficiency. Practical scalability 
and implementability were demonstrated through prolonged 
operation on embedded hardware like the Raspberry Pi 4 and 
Intel Loihi. To be more specific, the sub-5ms inference laten-
cy and <50mW power consumption of neuromorphic models 
demonstrate their viability in 24/7 condition monitoring use 
cases, key for industries reliant on non-stop workflows like 
aerospace, energy, and automotive manufacturing.

Moreover, the language model-enabled human-machine 
interface was also shown to be a strong enabler of operator 
reliance, clarity, and implementability. Its capacity to produce 
accurate, context-dependent explanations has played a vital 
role in eradicating false negatives and accelerating subsequent 
steps. The fact that ablation analysis was incorporated also 
validated the value of spectral features and natural-language 
insights—two factors that play direct roles in model accura-
cy and technician usability. Importantly, ensembles of hybrid 
models such as SNN + RF or LNN + XGBoost offered com-
pelling options when real-time requirements changed across 
environments. Such modular flexibility guarantees the system's 
scalability to other potential future applications, for example, 
remote diagnostics for power grids or wearable monitoring 
for industrial safety equipment. These findings collectively 
emphasize that effective PdM systems cannot only correctly 
forecast anomalies but also support human understanding, en-
ergy efficiency, and deployment feasibility. This paper provides 
a compelling case for investment in these kinds of integrative 
approaches to migrate from reactive maintenance structures.

This study put forth a cutting-edge PdM architecture that 
integrates multi-sensor fusion, new hybrid machine learning 
models, edge deployment optimization, and explainable diag-
nostics via fine-tuned LLMs in a holistic manner. The results, 
with an accuracy of over 97% and an average 72% downtime 
reduction, exhibit a breakthrough improvement in predictive 
maintenance performance. By demonstrating how neuromor-

The neuromorphic architectures recorded sub-5ms in-
ference latencies and consumed less than 50mW of power. 
This was a hint toward the implementation of continuous, 
always-on edge monitoring. Consequently, they can power 
low-consumption or energy-harvesting IoT deployments at 
negligible operational expenditures.

4. Ablation Analysis: How Different Modules and Features 
Function:

To assess feature importance and architectural contributions, 
ablation experiments were conducted by selectively removing 
feature groups and modules:

•	 Removal of spectral features, such as FFT peaks and 
spectral entropy, caused a 4.2% average drop in accuracy. 
At the same time, the alteration caused a 3.8% increase 
in false negatives, thus highlighting their substantial 
role in the initial detection of anomalies.

•	 Its removal dropped technician understanding scores 
by 18% on a 5-point Likert scale, while also increas-
ing false negatives by 4.5%. This result highlights the 
importance of natural language interpretability in 
ensuring maintenance decisions are made based on in-
formed judgment.

•	 Disabling neuromorphic model components (SNN, 
LNN) and relying solely on classical models reduced 
predictive accuracy by 5%, underscoring the advantage 
of temporal dynamic modeling.

5. Human in the Loop Evaluation:
A group of 30 experienced maintenance technicians tested 

the performance of a highly calibrated Large Language Model 
specifically designed to explain diagnostic methods. The main 
metrics based on their answers include:

Table 4 presents feedback from technicians on the outputs 
produced by the LLM in terms of real-world maintenance 
considerations-whether it's trustworthy, clear, and actionable. 
The experts exhibited a rise in confidence level for their main-
tenance suggestions, coupled with a significant improvement 
in responsiveness to failure alerts. The cooperation among hu-
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Table 3: Inference Latency and Power Efficiency on Edge Devices. Spiking 
and liquid neural networks preserve ultra-low power consumption values 
(<50mW) and latency below 5ms, rendering continuous low-latency real-time 
monitoring via embedded systems possible.

Table 4: Human in the Loop Evaluation. The technicians gave high scores 
to clarity, trust, and actionability, in turn confirming the success of LLM 
explainability in actual maintenance processes.
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phic inference, quantized deployment, and technician-aligned 
explainability can be used together in real-time, we show 
the feasibility of AI deployment at the edge in high-stakes 
industrial environments. Next steps can involve scaling the 
architecture to other industrial verticals, adding new sensor 
modalities, and automating feedback loops between LLMs 
and technicians to distill prediction logic dynamically. Lastly, 
this blueprint is a plan for the PdM systems of tomorrow that 
will be accurate, power-efficient, interpretable, and produc-
tion-ready.

Although the proposed system has been able to achieve high 
accuracy and a drastic reduction of downtime, further com-
putational resources may be needed when scaled to extremely 
large industrial facilities. Neuromorphic devices, being ener-
gy-efficient, have somewhat limited commercial availability as 
well as a higher initial cost. It all depends on how well tech-
nicians train the interpretation of LLM outputs. Moreover, 
synthetic datasets may not capture all extraordinary anomalies 
found in the real world.

Future work entails large-scale deployment trials, the 
benchmarking of more neuromorphic hardware, integration 
of new sensor modalities (thermal imaging and ultrasonic 
mapping), and the realization of automated feedback loops 
between LLM outputs and technician responses. This study 
proposes a deployable, AI-driven PdM methodology merging 
neuromorphic models with LLM-aided explainability. Three 
long-standing challenges are addressed: (1) enabling accurate 
deployment on the edge, (2) earning technician trust through 
interpretable outputs, and (3) putting in place hybrid models 
that sit halfway between classical and neuromorphic AI. The 
contributions nurture both academic and practical disciplines 
of PdM in an industrial setting.

�   References
1. Abbas, A. “Industrial AI: Predictive Maintenance in 2024.” Jour-

nal of Machine Intelligence and Applications 6, no. 1 (2024): 
12–22. Accessed July 13, 2025. https://www.jmia.org/articles/pre-
dictive-maintenance-2024.

2. Business Insider. “Global Cost of Unplanned Downtime Now 
Exceeds $1.4 Trillion.” Business Insider, March 2025. Accessed 
July 13, 2025. https://www.businessinsider.com/unplanned-down-
time-cost-2025.

3. Algomox. “AI for Maintenance—From Pattern Detection to Pre-
scription.” Algomox, Mayo 2025. Accessed July 13, 2025. https://
www.algomox.com/blog/ai-in-predictive-maintenance-2025/.

4. Preprints.org. “Real-Time AI at the Edge: Industrial Applications.” 
Preprints.org (2025): 1–10. Accessed July 13, 2025. https://www.
preprints.org/manuscript/202504.0010/v1.

5. ResearchGate. “Transformer-Based Deep Reinforcement Learn-
ing for PdM.” ResearchGate, January 2025. Accessed July 13, 2025. 
https://www.researchgate.net/publication/376542987.

6. Young Scientists Journal. “Explaining Maintenance Predictions 
Using LLMs: Case Studies.” Young Scientists Journal 20, no. 2 
(February 2025). Accessed July 13, 2025. https://ysjournal.com/
llm-explainability-maintenance/.

7. FT Energy Tech Review. “Technician Responses to Explainable 
Maintenance Alerts.” FT Energy Tech Review, December 2024. 
Accessed July 13, 2025. https://www.ft.com/content/techni-
cian-ai-alerts-2024.

DOI: 10.36838/v8i2.34

ijhighschoolresearch.org



© 2026 Terra Science and Education	 39	

On Noether's Theorem and Applications in Classical 
Mechanics and Quantum Field Theory      

Hasin A. Shaykat        
The Kew Forest School, 119-17 Union Tpke, Forest Hills, NY 11375; shaykathasin@gmail.com 
Mentor: Surjeet Rajendran 
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�   Introduction
The universe we observe works under many complex laws, 

from the conservation of energy and momentum to more com-
plex theories such as general relativity and the standard model 
of particle physics. However, as complex as these laws might 
seem, they are rooted in a more fundamental concept of sym-
metry. Symmetries in physics are transformations that leave 
certain properties of a system unchanged.1,2

After Sir Isaac Newton formulated his Principia Mathe-
matica, people worldwide began to study physics within the 
framework of Newtonian mechanics. This approach looked at 
nature in terms of forces and acceleration, which are mathe-
matically described as vectors—abstract mathematical entities 
representing both magnitude and direction. Newton described 
kinematics and dynamics in terms of quantities that we now 
represent as vectors and laid the groundwork for what later 
became vector calculus.3,4 While Newton's classical physics 
framework was influential, it overcomplicated certain systems, 
such as the double pendulum, which involves 5 vectors. Joseph 
Louis Lagrange proposed a different method for these types 
of systems.5

Lagrange came up with Lagrangian mechanics and found 
that nature always follows a path of least action. The actions 
are the integral of a quantity called the Lagrangian. There 
was no method to analyze which action was the least without 
computing all the integrals.6,7 So, Lagrange, along with many 
other mathematicians, especially Leonhard Euler, developed 
the calculus of variations and derived the Euler-Lagrange 
equation.8,9 A mathematician, Emmy Noether, expanded on 
the Euler-Lagrange equation and formulated Noether’s the-
orem. The theorem states that for every continuous symmetry 
of a physical system, there exists a conserved quantity.10,11 For 
example, a perfect sphere is continuously symmetric under ro-
tational translation. If you suspected a symmetry in a system, 
you could use Noether’s procedure and derive a conservation 

law. The three most common symmetries applied to Noether’s 
theorem are:

1. Translational Symmetry in Space: Leads to the conser-
vation of momentum.

2. Rotational Symmetry in Space: Leads to the conserva-
tion of angular momentum, as shown in Figure 1.

3. Translational Symmetry in Time: Leads to the conser-
vation of energy.12

The reason for analyzing Conservation laws is that they are 
among the most important tools in physics. They are extremely 
fundamental and allow for a more efficient method to solve 
complex physics problems.13

The question this paper addresses is to what extent No-
ether’s theorem can be applied. As the paper will demonstrate, 
the principles of symmetry and conservation laws have ap-
plications across classical and modern physics. The theorem 
provides a unified framework that describes the behavior of 
many physical systems, from the conservation of momentum, 
angular momentum, and energy to even more complicated sys-
tems with gauge symmetry, complex scalar fields, and scalar 
quantum electrodynamics (QED).

Mathematical Prerequisites:
Before diving into the derivation, some mathematical pre-

requisites are needed. Some mathematics behind Lagrangian 
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Figure 1: A sphere’s rotational symmetry leads to angular momentum 
conservation via Noether’s theorem.
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mechanics, Hamiltonian mechanics, and Noether’s procedure 
is needed to fully understand the derivation.

Calculus of variations: The calculus of variations is a branch 
of mathematics that analyzes extrema. In regular calculus, ex-
treme points are found by taking the derivative and setting it 
equal to 0. However, with the calculus of variations, instead of 
analyzing functions, we analyze functionals, which are func-
tions of functions. To find the extreme functionals, we need to 
solve a differential equation and can’t simply set the derivative 
equal to 0. Euler and Lagrange found out that the differential 
equation allows us to find extreme points. For physics purpos-
es, it shows the path of least action.

So, we are trying to find a function that y(x) makes a given 
functional J[y] stationary. This function refers to the action in 
physics. The action is given by:

(1.1)

Where y = y(x) is the function to be found, 	 and F is 
a given function of x, y, and y'

Derivation of Euler-Lagrange Equation (Figure 2)
Perturbation: Consider a small perturbation of the function 

y(x) a small parameter ϵ and a function that η(x) vanishes at 
the boundaries and b

(1.2)

Functional Variation: The functional J[y] becomes:

(1.3)

	 First Variation: Expanding J[y + ϵη] in the Taylor se-
ries and keeping terms up to the first order in:

(1.4)

(1.5)

Integration by Parts: Integrate the term involving η' parts, 
assuming

η(a) = η(b) = 0                             (1.6)

(1.7)

(1.8)

Stationarity Condition: For δJ to be zero for all η(x) the in-
tegrand must be zero:

(1.9)

With this, we have understood the math of calculus of vari-
ations. This is the groundwork for the theory of Lagrangian 
mechanics. In Lagrangian mechanics, instead of forces, we an-
alyze energy. The Lagrangian is equal to K−P, where K is the 
kinetic energy and P is the potential energy. While it doesn’t 
have a simple physical interpretation and doesn’t correspond 
directly to a measurable quantity like energy or momentum, 
it plays a central role in determining the dynamics of a sys-
tem. What Lagrange found out was that nature always follows 
a path of least action, always trying to minimize something, 
which is the action. The action is:

(1.10)

�   Methods: Noether’s procedure
To see the full extent how Noether’s theorem can be applied, 

we must first analyze Noether’s procedure
1. Identifying the action S and the Lagrangian L.
2. Determining the symmetry transformation  qi → qi + ϵηi
3. Calculating the variation of the action under this trans-

formation.
4. Using the Euler-Lagrange equation to simplify the ex-

pression.
5. Integrating by parts to isolate the boundary terms.
6. Identifying the conserved quantity Q.
Q here represents the conserved quantity associated with a 

given symmetry. Depending on the symmetry, Q may repre-
sent energy, linear momentum, angular momentum, or another 
conserved charge. Noether showed that if the Lagrangian re-
mains unchanged under a continuous transformation, this 
invariance leads directly to the conservation of some physical 
quantity.

The paper will look at different systems and try to apply 
Noether’s procedure to each case to obtain the Noether current 
for each.

For some of the simpler, classical systems, we will justify 
how the Lagrangian and the action are derived. However, for 
more complex systems later in the paper, especially dealing 
with quantum field theory, the justification will not be provid-
ed and referenced to existing papers.

�   Results: Noether’s theorem applied to
Systems 
2.1: Energy Conservation due to Noether’s theorem:
Consider a general system L. This system could be anything 

from a simple pendulum to a complex multi-particle system. 
The system is defined by a set of generalized coordinates qi 
and their corresponding q̇i velocities. We assume that L has no 
explicit dependence on time. The dynamics of the system are 
governed by a Lagrangian L(q,q̇)
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Figure 2: Visualization of the variation of a function y(x) perturbed by ϵη(x), 
which vanishes at the endpoints (x₁, y₁) and (x₀, y₀). This illustrates the idea 
of varying a path to find the one that minimizes the action in the calculus of 
variations.
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Since L depends on the evolving functions qi(t) and qi̇(t), the 
total derivative with respect to time can be computed in two 
ways. The first is the chain rule:

(2.1)

The second way is viewing L as a function of time through 
q(t), q̇(t). This derivative is simply dL / dt

These two perspectives must agree. The point to notice is 
that there isn’t a ∂L/∂t term, because L has no explicit time 
dependence.

To reconcile the two expressions, we replace ∂L/∂qi using 
the Euler-Lagrange equation:

(2.2)

Substituting this into (2.1) gives:

(2.3)

We can now reorganize (2.3), noticing that:

(2.4)

Therefore,

(2.5)

Rearranging, we find:

(2.6)

Equation (2.6) shows that the quantity:

(2.7)

Is conserved in time. This quantity is called the Hamiltoni-
an of the system.

In the usual mechanical case where L = T – V, with kinetic 
and Potential energy, we find explicitly:

(2.8)

So that

(2.9)

Thus, the Hamiltonian corresponds to the total energy of 
the system: the sum of the kinetic and potential energy.

The conservation of energy is directly linked to the invari-
ance of the system under time translations. If the Lagrangian 
doesn’t change with time, then the total energy stays constant. 
This shows the fundamental principle that the outcome of 
a process doesn’t depend on when it takes place because the 
laws of physics are time invariant. Energy can’t be created or 
destroyed. It can only change form between Kinetic and Po-
tential.

2.2: Conservation of momentum:

Consider this system of 2 springs: The Lagrangian of this 
system (Figure 3) is:

(2.10)

Now we apply Space translation to this system: x2' → x2' + c
Now with this translation, we can calculate the Lagrangian 

again:

(2.11)

The derivative of a constant is just 0, and the c’s in the po-
tential energy cancel out, leaving the original Lagrangian. L=L' 
So, we have symmetry.

Now to apply Noether’s procedure:
Let x1̄(t) and x2̄(t) be the true paths of the masses. Then 

consider a tiny time-dependent variation.
(2.12)

(2.13)

Note that ε1 = ε2 = 0 since the variant is done equally for 
both. The action without the variation is:

(2.14)

The action with the variation should have 3 terms: the orig-
inal action, the variational action, and some variation of second 
order:

(2.15)

(2.16)

(2.17)

The ε̇² is too small of a variation, so we can ignore it. More-
over, notice that we can separate this integral into the original 
action and the ε̇² terms.

(2.18)

The only integral within the vertical bars is the variational 
action, and the one we care about. Then, by the principle of 
least action, δS = 0 and the endpoints ε1(t) = ε2(t)

(2.19)

Next, integration by parts is applied:

(2.20)

Figure 3: Visualization of a two-mass spring system undergoing a uniform 
spatial translation by a constant x₁ and x₂, which are equal.
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The only integral within the vertical bars is the variational 
action, and the one we care about. Then by the principle of 
least action, δS = 0 and the end points ε1 = ε2 = 0

(2.28)

After integration by parts:

(2.29)

Notice the first term cancels out because of the boundary 
conditions. Therefore:

(2.30)

The only way this integral is 0, is if the integrand is 0.

(2.31)

It is convenient to define the angular momentum as 
J = mr²θ   ̇. Then the equation becomes:

(2.32)

We have shown that the change in the angular momentum 
of the Earth and the Sun stays constant. Showing conservation 
of angular momentum.

2.4: Conservation of mass-energy:
For the derivation of the mass energy equivalence equation, 

we are going to assume it's a relativistic free particle. By free 
particle, it means that there is no P.E., or that there can be no 
force on the particle, thereby the momentum remains constant. 
The particle is only moving through a vacuum. Moreover, by 
relativity, the only main assumption we are making is the pos-
tulates of Special relativity.

1st postulate: Laws of physics are the same and can be stated 
in their simplest form in all inertial frames of reference

2nd postulate: speed of light c is a constant, independent of 
the relative motion of the source.

Mathematically, all this will do is put a gamma term (γ) in 
the equations.

(2.33)

Philosophical Assumptions: When dealing with free parti-
cles in physics, understanding the concept of travel through 
space and the importance of the Lagrangian is crucial. The 
Lagrangian explains all the physics about a system in a phil-
osophical manner. It has all the physical properties relevant 
to understanding a system. This includes its motion and the 
factors influencing that motion. In physics, only specific prop-
erties, such as mass, acceleration, and velocity, significantly 
impact a system's motion or its interactions. Other proper-
ties, like color or luster, are not as important. Essentially, the 
Lagrangian can be thought of as the energy analogy to the 
equation F=ma.

Remember, ε(t1) = ε(t2) = 0.So, the first term cancels out. 
Therefore:

(2.21)

The only way this integral is 0 is if the integrand is 0.

(2.22)

We have shown that the change in momentum of the 2 
masses stays constant and thereby shows conservation of mo-
mentum.

2.3: Conservation of Angular Momentum:
Consider the system shown in Figure 4. Let the sun be m₁ 

and the Earth be m₂. We make the approximation m₁ >> m₂  
so the Sun can be treated as fixed at the origin. Therefore, the 
Lagrangian of this system should be:

(2.23)

There are 2 parameters that we can change in this problem. 
r or θ. If we change r, the P.E changes, and so does the La-
grangian. So, to have symmetry, only can θ change. θ' → θ + 
c. Where c is constant. Since  θ '̇= θ   ̇and r is unchanged, the 
Lagrangian doesn’t change. L=L'

Consider a tiny time-dependent rotational variation. θ → θ 
+ ε(t).The action after the variations gets separated by 3 terms. 
The original action, the variational action, and some variation 
of the second order.

(2.24)

(2.25)

(2.26)

The ε² is too small of a variation, so we can ignore it. More-
over, notice that we can separate this integral into the original 
action and the terms.

(2.27)
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Figure 4: Visualization of the Earth-Sun system, where the Earth (mass m2) 
orbits the Sun (mass m1) in an elliptical path, with the Sun assumed fixed.
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Lastly, we need to make one assumption. The Lagrang-
ian must be Lorentz invariant. The obvious invariance is the 
length of the world line. Since it’s a free particle, we can just 
let the action be:

(2.40)

Here, α is some constant. This just means the action is pro-
portional to the length of the world line. The length of the 
world line is also equal to the proper time interval. Then we 
can substitute the proper time equation derived earlier.

(2.41)

To get the value of γ , we can keep in mind that in the 
non-relativistic limit (v<<c), the canonical momentum defined 
by dL/dq̇ reduces to the classical expression mv.

(2.42)

For the variations to match, α = – mc² so now the relativistic 
Lagrangian is:

(2.43)

Derivation: Now we can apply Noether’s theorem to the La-
grangian.

Spacetime Translation Symmetry:
Time Translation Symmetry: The Lagrangian (L) does not 

depend explicitly on time (t), implying conservation of energy. 
For time translational symmetry, Noether’s theorem states that 
the conserved quantity is the total energy. E = ∂L/∂t. This ex-
pression can be justified, but needs more discussion.

Space Translation Symmetry: The Lagrangian (L) does 
not depend explicitly on position (r), implying conservation 
of momentum. For space translation symmetry, the conserved 
quantity is the momentum P. P = ∂L/∂r ̇

Calculating P first.

(2.44)

The Hamiltonian, which is H = pẋ - L becomes:

(2.45)

Remember that the Hamiltonian (H) just shows the total 
energy of the system. Therefore:

(2.46)

For a particle that isn't moving (v = 0), the equation gets 
reduced to

(2.47)

In special relativity, a particle isn’t only travelling through 
space and time, but instead through space-time. The path the 
particle takes through spacetime is called the world line, as 
shown in Figure 5.

The world line of a particle is given by its spacetime coor-
dinates: (ct, x(t), y(t), z(t). There is ct, instead of just t, because 
spacetime is a four-dimensional continuum where time and 
space coordinates are combined into a single entity called the 
spacetime interval.

(2.34)

If we instead consider a small arc length ds, the length be-
comes:

(2.35)

We need to introduce a concept called proper time. Prop-
er time is the time interval measured by a clock moving with 
constant velocity from one event to another. An observer in 
motion relative to a clock will always observe it running slow-
er than a clock at rest in their own frame. Proper time (τ) is 
specifically the time read by a clock present at both events, 
with both events occurring at the same place in the clock's 
rest frame.

Proper time is related to the space-time interval (s) between 
two time-like events by the equation:

(2.36)

From the arc length equation, plug into the proper time 
equation.

(2.37)

We can define a velocity for dx, dy, and dz, to get:

(2.38)

Simplifying further, and using the Lorentz factor, we get the 
equation:

(2.39)
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Figure 5: Visualization of a world line of a relativistic free particle traveling 
through spacetime. This illustrates the motion of a particle not just through 
space, but through four-dimensional spacetime, where the arc length of the 
world line corresponds to the proper time experienced by the particle.
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3: Noether’s Theorem Applied in Reverse:
In the previous systems, we applied the Noether theorem to 

particles. Now, will apply Noether’s theorem to fields, specifi-
cally the electromagnetic field. The transition from examining 
symmetries of particles to the field is a big shift. We can’t just 
consider fields as just functions of time, but as functions of 
both space and time. To do that, we need to introduce the 
mathematical concept of tensors.

To better understand the difference between Lagrangian 
mechanics in classical vs field theory, is to think of an analogy 
of a car traveling along a road. The Lagrangian allows us to de-
scribe the car’s motion by incorporating its speed and position 
on the road. This is how we treat particles. But with fields, we 
instead think of multiple cars along the road, and each segment 
of the road can have unique characteristics and dynamics, and 
this is where the idea of Lagrangian density becomes import-
ant because they are functions of both space and time.

Think of each segment of the road as representing a point in 
space and time.

(Φ) could represent the number of cars or their speed at each 
point on the road. Aka. Traffic flow.

(∂μ Φ) represents how the number of cars or their speed 
changes from one point on the road to another. Aka. Changes 
in the traffic.

So, the Lagrangian density describes the traffic dynamics 
over the entire road. It shows how each segment of the road 
interacts with its neighbors in space and time.

Another shift we will be considering, finding the true use-
fulness of Noether’s theorem, is to instead examine how the 
existence of conservation laws leads to conserved quantities. 
We will be analyzing the conservation of electric charge and 
how it gives rise to a symmetry, specifically gauge symmetry.

Electromagnetic Field: The electromagnetic field is de-
scribed by 4 equations, namely the Maxwell equations.

Another way to describe this is to use the Electromagnetic 
Tensor. Which gives us the benefit of being invariant of the 
coordinate system we use. The Electromagnetic Tensor is de-
fined as:

(3.1)

Some understanding of the notation here is necessary before 
proceeding.

• Aμ represents the components of the electromagnetic po-
tential,

• ∂μ denotes the partial derivative with respect to the space-
time coordinate, xμ

• μ, v are indices running from 0 to 3, corresponding to the 
spacetime dimensions (time and spatial dimensions).

Conservation of charge: In any closed system, the sum of all 
positive and negative charges remains unchanged.

Consider Figure 6. The total charge inside is found by inte-
grating the charge density over the volume:

(3.2)

The change in Q over time is due to the flow of charge 
across the boundary surface B of V. Now, we introduce another 
variable, current density ( J). This is a vector representing the 
amount of charge per unit area per unit time flowing across S.

Consider a patch on B at point r with are dA The current 
through this patch is given by the component of J perpendic-
ular to the surface, where n is the unit vector normal to the 
surface: J . n

Current through the patch = J . ndA
Integrating this over the entire surface, we get,

(3.3)

Now we can state the conservation of charge mathematically. 
(I) measures the amount of charge per unit time leaving the 
box (or entering it, if [I] came out negative). Local conserva-
tion of charge is the statement that if charge (I) per unit time 
flows out through the boundary, then the amount of charge Q 
inside the volume of the box goes down at that same rate:

(3.4)

The minus sign reflects our convention that I > 0 means out-
ward flow. To convert the surface integral in (3.3) into a volume 
integral, we need to apply Gauss’s theorem.

(3.5)

Substituting (3.5) into (3.4) and using 		  , we get:

(3.5)

To encompass all of space, so that the boundary is going to 
infinity, the current density ( J) should go to zero in any physi-
cally reasonable setup, since there’s nowhere left for the current 
to flow out to. Then the right-hand side vanishes, and this 
equation says that the total charge in all of space is constant.

DOI: 10.36838/v8i2.39

Figure 5: Volume V in space with charge density representing the charge per 
unit volume at point r and time t.
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Since this equation holds for any arbitrary volume (V), the 
integrands must be equal pointwise, leading to the continuity 
equation:

(3.6)

The continuity equation in four-dimensional spacetime is:

(3.7)

This depicts conservation of charge. Now we will go back 
to the electromagnetic field tensor, which is a key concept in 
relativistic electromagnetism. It compactly encapsulates the 
electric and magnetic fields.

(3.8)

Where A 
μ

 is the four-potential, which includes the scalar Φ 
potential and the vector potential A

(3.9)

Now, to derive conservation of charge from the symmetry, 
we need the Lagrangian.

The Lagrangian density for the free electromagnetic field is 
given by:

(3.10)

The coupling of the electromagnetic field to charged par-
ticles is introduced through the current density J 

μ and the 
four-potential A μ. The coupling term in the Lagrangian den-
sity is:

(3.11)

The total Lagrangian density L is the sum of the electro-
magnetic field Lagrangian and the interaction term.

(3.12)

Now we perform a symmetrical operation that leaves the 
Lagrangian invariant. Such an operation or transformation is 
called the Gauge transformation.

(3.13)

α is some spacetime scalar function. Let's now see how the 
Electromagnetic Tensor changes.

(3.14)

Substituting the transformed potential Aμ' :
(3.15)

Since the mixed partial derivatives are symmetric,

(3.16)

These terms cancel out, leaving us with:
(3.17)

So, the field tensor is invariant under the gauge transforma-
tion. So, the Lagrangian density should also be invariant. L =L'.

Noether’s Procedure:
Now let's perform Noether’s procedure with the gauge 

transformation. Since the Electromagnetic Tensor was 
invariant under Gauge transformation, the field term

So, its variation in the action does not change. Let's look at 
the coupling terms.

Applying a variation, we get:

(3.18)

	   is just the original action of the Lagrangian, which is
		    We now perform Integration by parts.

(3.19)

α (t₁) = α (t₂) = 0. From the conservation of charge, we have:

(3.20)

Because of the current conservation (∂μ J
μ), this vanishes and 

δS = 0. Showing the Gauge symmetry. But there are some im-
portant implications. We assumed that conservation of charge 
had to exist for there to be Gauge symmetry. We didn’t get any 
conserved quantity. This is because we had a redundancy of 
information. This means that all components of a field tensor 
or set of equations are not independent. Some can be derived 
from others due to symmetries or constraints. This redundancy 
ensures that physical principles, like the conservation of elec-
tric charge, are naturally satisfied and can’t be derived directly 
from Noether’s theorem.

4: Noether’s theorem to QFT:
Symmetries and Noether’s theorem can also be applied to 

quantum fields. In quantum field theory, every type of particle 
is associated with a corresponding quantum field. For example, 
the electromagnetic field is associated with photons, while the 
electron field is associated with electrons. The specific field we 
will be looking at is the complex scalar field.

4.1: Complex scalar f ield:
Unlike the electromagnetic field tensor, which describes 

both the electric and magnetic fields, a complex scalar field is a 
type of quantum field characterized by values that are complex 
numbers (numbers that have both real and imaginary parts) at 
each point in space and time. An example of a complex scalar 
field is the Higgs Field. The Lagrangian density of a complex 
scalar field:

(4.1)
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We now perform a global U (1) phase transformation.
Φ → Φ' = eiß Φ, Φ* → Φ*' = eiß Φ*'

This changes the phase of the field across all spacetime 
points. In the transformation ß, is a constant function and eiß 

is a complex number that changes the phase of Φ(x) and Φ*(x).  
To see the Lagrangian is symmetric under this transformation, 
first let's look at the kinetic energy term:

(4.2)

(4.3)

The product of these two terms becomes:

(4.4)

This is because the phase factors e-iß and eiß  α cancel each 
other out, leaving the kinetic term unchanged. To see why this 
is, we’ll analyze Euler's formula.

(4.5)

Multiplying them together, we get.

and since
(4.6)

Now let's analyze the mass term.
(4.7)

Since the 2 phases cancel out, we get back the original Φ 
terms. The mass will stay constant, and therefore the mass term 
is also invariant, meaning the whole Lagrangian is invariant. 
L =L'.

Noether’s procedure:

(4.8)

Where 					          (4.9)

Now let's solve each term by term of the variation in the 
Lagrangian.

(4.10)

			    We can expand eiß using Taylor’s 
expansion.

We can neglect the higher-order terms and be left with

Also notice that
Lastly, we have,			     Now let's sub-

stitute these values into the variational Lagrangian.

(4.11)

We can now perform integration by parts on the first inte-
gral and plug in the endpoints.

(4.12)

We can do the same for the second integral. Perform inte-
gration by parts and plug in endpoints.

(4.13)

Combining these two integrals together, we have,

(4.14)

By the principle of least action

(4.15)

So, the conserved current is Jμ = i [∂ 
μΦΦ* ‒ ∂ 

μΦ*Φ]. This 
depicts the conservation of charge in QED.

What if ß was instead a function of space and time.
 ß → α (x, t)

Φ → Φ' = eiα(x,t)Φ and Φ* → Φ*' = e-iα(x,t)Φ*. Like before, let's 
analyze the K.E. term first.

				              We get this expres-
sion if we use Taylor’s Expansion. We could do the same for 
∂μΦ*.

(4.16)

Therefore,
Expanding, we get.

(4.17)

This shows that L ≠ L'  because of the additional: ∂μα terms. 
They don’t vanish.

When the phase transformation was a function of space and 
time, the Lagrangian of the complex scalar wasn’t invariant. 
This is called the local U (1) phase transformation. This trans-
formation led to a symmetry that was internal. The phase of 
the complex scalar field can be locally altered (meaning it can 
be changed at each point independently) without affecting the 
overall physics. The specific conserved quantity of a complex 
scalar field depends on the context of the field and the physical 
theory being discussed. In some theories, complex scalar fields 
can represent particles with conserved quantum numbers like 
baryon number or lepton number. In other theoretical mod-
els, such as quantum electrodynamics (QED), a complex scalar 
field can represent particles with electric charge. It can also be 
applied to the Standard Model of particle physics, where the 
Higgs field is a complex scalar field.15

This invariance under the local phase changes is important 
in constructing theories like the Standard Model of particle 
physics. This also leads to the Higgs field and spontaneous 
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symmetry breaking. The Higgs field has a symmetric poten-
tial, and the field value at each point is zero, which represents 
a high-energy, unstable state. When the field transitions to a 
lower-energy state where it has a non-zero magnitude every-
where in space, the specific direction of the field in the complex 
plane breaks the symmetry. Particles interacting with the Higgs 
field will then gain mass. The interaction depends on the field's 
magnitude, which is now non-zero and uniform across space.16

We will look at the complex scalar field in the context of 
QED.

4.2: Scalar QED:
Let’s now apply Noether’s theorem to scalar QED, which 

extends the principles of QED as it deals with spin-1/2 parti-
cles like electrons to scalar fields. Scalar QED is an extension 
of classical electrodynamics and quantum field theory. It de-
scribes the interaction between scalar fields (fields that are 
represented by scalar particles, which have spin zero) and the 
electromagnetic field.17 The Lagrangian of the scalar QED is:

(4.18)

The mass term and the electromagnetic tensor have already 
been introduced before. The only new thing is the covariant 
derivative, incorporating the interaction with the gauge field 
Aμ. 18

(4.19)

Let's apply the local U (1) phase transformation:

			         We can then use the product 
rule to obtain:

To make sure the covariant derivative is invariant, the gauge 
field Aμ must transform in the way obtained in the double pa-
rentheses. 

This makes sure that			     So now we can 
combine the two terms and get:

(4.20)

The same applies to the mass term.

What about			         Remember the trans-
formation we obtained to make the covariant derivative 
invariant:

(4.21)

Since				      and every term of the 
scalar QED is invariant, the whole scalar QED is invariant 
under the local U (1) phase transformation. Let’s now get No-
ether’s current for this. The transformations are

(4.22)

The variation in the Lagrangian is:
(4.23)

Integrating the derivative-variation terms by parts at the 
density level and collecting total derivatives, this separates the 
pieces that are proportional to the equations of motion from a 
total divergence:

(4.24)

Now to specialize the variations to the infinitesimal local 
U(1) phase:

(4.25)

(For small α we use e ±iα ≈ iα . )

Because the Lagrangian is gauge invariant, δS = 0 for these 
variations. Next, we take the global subset of the symmetry by 
setting α constant, so δAv = 0. Substituting (4.24) into (4.23) 
and using δAv = 0. gives:

(4.26)

The two parenthetical factors multiplying iαΦ and (-iαΦ*) 
are exactly the left-hand sides of the Euler-Lagrange equations 
for Φ and Φ* . When the fields satisfy their equations of motion, 
those factors will vanish. Dropping that term and removing the 
overall constant α leads to the local continuity equation:

(4.27)

Therefore, the conserved Noether current is:

(4.28)

Finally, using the known expressions for the derivative terms 
in scalar QED,

(4.29)

To write the current in the familiar form,

(4.30)

�   Discussion 
Noether’s theorem is one of the most useful tools for theo-

retical physics. It has applications wherever there is continuous 
symmetry in any physical system. Whether the system is lo-
cal or isolated, the conservation laws that are derived from the 
symmetry and valid exactly and can be easily applied to simpli-
fy problems in both classical and quantum physics.

The importance of Noether’s theorem extends even further 
when we consider different frames of reference. The laws of 
physics must be invariant in different frames. This requires the 
introduction of extra structure to maintain that invariance. For 
example, in non-inertial frames, fictitious forces like centrifugal 
or Coriolis forces are introduced to make sure that Newton's 
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laws are valid in these systems. Similarly, in particle physics, 
gauge fields are introduced to maintain invariance under lo-
cal symmetries. Specifically, invariance under local phase shifts 
in the quantum field of the electron involves introducing the 
electromagnetic field, which naturally couples to the electric 
charge.

This principle of extra fields arising to maintain local sym-
metries gives us valuable insight into reality. They hint at the 
existence of fundamental interactions like electromagnetism, 
and the reason there is conservation of electric charge and 
the existence of light. This principle is also at the bedrock of 
particle physics. Quarks within protons and neutrons follow 
a symmetry based on the number three, while discrete sym-
metries such as charge conjugation (C), parity (P), and time 
reversal (T) give us valuable insight into understanding parti-
cles and anti-particles.

We must, however, be careful not to overextend the theorem 
into areas it can’t. To point to its biggest limitation, the theorem 
breaks down when there are only discrete symmetries or no 
symmetry at all. An example of this is where spacetime itself is 
dynamical. In that case, the underlying symmetries don’t hold 
globally. We see this with the expansion of the universe, which 
breaks perfect time-translation symmetry. As a result, energy 
isn’t conserved at the cosmic level. This is evidence when we 
look at the redshift of light, where photons lose energy as their 
wavelengths stretch with the expanding universe. Similarly, the 
universe also doesn’t have perfect spatial symmetry because of 
the unequal distribution of stars, planets, and other structures. 
This implies that we can’t apply conservation of momentum 
globally.

Research around this subject is constantly being done to find 
out if there are more fundamental symmetries. One popular 
domain of research is Supersymmetry, which suggests that 
there might be a deep symmetry between matter particles and 
force-carrying particles, pointing to a unified framework for 
the forces of our universe. Whether or not these symmetries 
hold in nature is still under research, but symmetries and No-
ether’s theorem are at the forefront of shaping modern physics.

�   Conclusion 
As we have shown, Noether’s theorem is applicable across 

many systems in physics. Even in cases such as the gauge 
symmetry, where there is a redundancy of information, the 
conserved quantity had to be necessarily true for the Lagrang-
ian to be invariant.

There were many limitations to this paper. As mentioned in 
the methods, there was a limitation in deriving the Lagrang-
ian of the complex systems. Moreover, many specific cases and 
extensions of Noether’s theorem have not been considered. 
Noether’s theorem assumes that any symmetry under consider-
ation must be continuous. Even though no conserved quantity 
is derived from such discrete symmetries, they often impose 
selection rules in quantum systems, which limit possible tran-
sitions or interactions. There are many examples, such as Parity 
Symmetry, Time Reversal Symmetry, and Charge Conjugation 
Symmetry.

While Noether’s theorem and its applications have been well 
established, there is still much ongoing research concerning 
its implications and reach. As discussed, there is still ongoing 
research about spontaneous symmetry breaking. Research con-
tinues into how symmetries can be spontaneously broken in 
various physical systems, which leads to phenomena such as 
the Higgs mechanism. There can also be extensions in the for-
malism of discrete symmetries, which do not lead to conserved 
quantities but can have many physical implications. Of course, 
there are important considerations that need to be made, such 
as to what extent Noether’s theorem can be applied outside of 
physics, but that is a question for further research.
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ABSTRACT: China's electric vehicle (EV) industry has experienced rapid growth in recent years, becoming a significant driver 
of economic and technological advancements. Lifecycle management of EV batteries is now a pressing issue due to environmental 
concerns. This paper investigates this problem, focusing on the dual strategy of recycling and cascade utilization. Using extensive 
real-world data, models are estimated to predict EV batteries’ performance and lifespan under practical conditions. These capacity 
degradation models are then applied to forecast the future growth of EV and non-electric vehicle (non-EV) battery volumes and 
the capacity structure of the battery population. Furthermore, a mathematical model is formulated to describe the flow of batteries 
in the EV and non-EV population, capturing EV battery transitions through cascade utilization to non-EV uses and to recycling. 
An optimization problem is then proposed to maximize social utility and to guide decisions on cascade utilization. 

KEYWORDS: Environmental Engineering, Recycling and Waste Management, Electric Vehicle Batteries, Management 
Science. 

�   Introduction
Over the past five years, Electric Vehicles (EVs) have seen 

rapid growth globally. In 2024, EV sales exceeded 17 million, 
accounting for over 20% of all vehicle sales. The European 
Union, the United States, and China remain the three major 
markets, and Asia and Latin America are important emerging 
markets that see rapid growth in EV sales.1

The forecast for 2025 shows that EV sales are expected to 
grow further to exceed 20 million worldwide. The driving force 
for such growth varies in different markets. For example, in 
China, it is policy incentives, such as a trade-in scheme where 
higher rebate is offered for the purchase of an EV purchase 
than that the purchase of a conventional vehicle, as well as 
infrastructure development, and domestic manufacturing ca-
pacity, that will push share of EV sales up to 60%; in Europe, 
it is the emission reduction target that will drive up the shares 
of zero-emission EVs to 25%; and in the United States, sales 
are projected to raise slightly to 11% due to change in policy 
direction.2

Driven mostly by the increase in EV sales, in 2024, battery 
production that satisfies both EV demand and storage applica-
tions reached the 1TWh milestone. China remains the largest 
source of demand at 60% of global demand, European Union 
and the United States at 13%.2

Recognizing these international differences, this paper fo-
cuses on the Chinese context, examining optimal recycling and 
cascade utilization strategies tailored to its unique market con-
ditions and policy environment.

Beyond economic benefits, the widespread adoption of EVs 
also brings substantial environmental advantages. Electrifica-
tion of transportation is seen as a pivotal strategy to reduce 
dependence on petroleum-based fuels and to mitigate urban 
air pollution.3 EVs, with zero tailpipe emissions, contribute to 

improved air quality and reduced greenhouse gas emissions 
when powered by low-carbon energy sources.

However, the rapid expansion of the EV market also brings 
new challenges, particularly in the management of retired 
batteries. With the rapid development of EVs, the number 
of retired batteries is expected to surge in the coming years. 
According to Wu et al.,4 the volume of retired power batteries 
is projected to rise from 112,000 tonnes in 2020 to 708,000 
tonnes by 2030. The substantial increase in retired batteries 
underscores the urgent need for efficient reuse and recycling 
strategies. Improper disposal of batteries can lead to severe en-
vironmental and safety risks. For instance, leaked heavy metals 
from improperly disposed batteries can contaminate water and 
soil, and pose threats to ecosystems and human health through 
bioaccumulation in the food chain.5 Additionally, improper 
dismantling of EV batteries could pose significant safety con-
cerns, such as fire or explosion.6

Typically, there are two main strategies for handling retired 
EV batteries: recycling and cascade utilization. Recycling in-
volves dismantling batteries to reclaim valuable materials such 
as lithium, cobalt, and nickel, which can be used to manufacture 
new batteries. In other words, recycling aims to convert pow-
er batteries into various raw materials with minimal pollution. 
Cascade utilization, on the other hand, repurposes batteries for 
secondary applications after their initial use as EV batteries. 
This strategy extends the lifecycle of EV batteries and miti-
gates the environmental impact of battery disposal. Cascade 
utilization includes applications in energy storage systems,7 
backup for base stations,8 grid support services,9 and renewable 
energy integration,10 etc. According to the report by the China 
Electricity Council,11 from 2019 to 2022, storage demand grew 
from 466 MWh to 5,498 MWh for renewable energy stations, 
from 523 MWh to 1,812 MWh for the power network, and 
from 119 MWh to 758 MWh for commercial demand. The 
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rapid growth demonstrates the potential need for cascade-uti-
lized EV batteries.

While recycling is a straightforward solution, it fails to fully 
harness the capacity of EV batteries. From the perspective of 
social welfare, cascade utilization is a superior strategy as it 
enables maximal utilization of battery capacities. However, the 
proper planning, management, and operations of cascade utili-
zation remain challenging.

In this paper, we analyze and explore issues related to the life 
cycle management of EV batteries, including: when to recycle 
and when to cascade utilize? How to balance the two strate-
gies? How to develop them in the long term?

We first investigate the capacity degradation pattern for 
individual batteries to lay the foundation for our study. The 
modeling utilizes two publicly available datasets to provide 
insights into the typical lifespan and performance decline of 
EV batteries. The analysis is then extended from individual 
batteries to the entire battery population, depicting its ca-
pacity distribution at any point in time. A cascade utilization 
flow model is introduced to capture the transition of batteries 
from EV to non-Electric Vehicle (non-EV) markets, and their 
eventual flow to recyclers. Based on the current state of the EV 
and the cascade utilization market, we project future growth 
in battery volumes. It shows that the number of retired EV 
batteries will be enormous, with only a small fraction absorbed 
by the current cascade utilization market, thus highlighting a 
significant underutilization of this potential strategy.

In summary, this paper provides a quantitative analysis of 
the economic and policy factors influencing the cascade utili-
zation of EV batteries. Through detailed modeling of battery 
degradation patterns, market projections, and the effects of 
government subsidies, this paper aims to inform and guide 
policymakers and industry stakeholders in making strategic 
decisions that enhance the sustainability and economic viabil-
ity of EV battery lifecycle management.

�   Literature Review
The related literature mainly consists of research in two ar-

eas: the pattern of battery capacity degradation and multi-party 
relationships related to the recycling of batteries.

Capacity Degradation of Batteries:
Battery capacity degradation is a significant concern for the 

sustainability and performance of EVs. Different approaches 
have been used in modeling battery degradation. The first is by 
simulating the underlying physical degradation mechanisms. 
Edge et al. provide a comprehensive overview of lithium-ion 
battery degradation mechanisms.12 They discuss the cou-
pling between different degradation processes and propose a 
semi-empirical model that integrates physical and chemical 
degradation mechanisms. This model aims to predict capac-
ity fade and enhance battery management systems. Luo et al. 
present a detailed study on capacity degradation and aging 
mechanisms in lithium-ion batteries under various operating 
conditions.13 Their empirical model considers factors such as 
the solid electrolyte interphase (SEI) growth, lithium plating, 

and particle cracking to predict battery lifespan under differ-
ent depths of discharge and temperatures.

Another approach is to employ data-driven methods to 
model the degradation process of batteries. Zhang et al. built 
an accurate battery forecasting system based on electrochemi-
cal impedance spectroscopy.14 A Gaussian process model takes 
the entire collected spectrum as input and automatically de-
termines which spectral features better predict degradation. 
Huang et al. propose a novel charging encoder that alternates 
between a Temporal Convolutional Network and a Bidirection-
al Gated Recurrent Unit to capture local temporal information 
and long-term dependencies related to the state of capacity 
(SOC) and the state of health (SOH) during charging.15 The 
proposed framework enables a unified joint estimation of the 
two variables, substantially enhancing efficiency.

Recycling of EV Batteries:
As the battery recycling and cascade utilization market 

expands, more research efforts start to focus on the deci-
sion-making relationship between the various parties in this 
context.

Some of them focus on the strategy analysis of different 
roles in the supply chain, including pricing, contracts, and ben-
efit distribution. Gu et al. propose a closed-loop supply chain 
model in which EV batteries can be reused, such as for ener-
gy storage, before being recycled.16 They analyze the optimal 
pricing strategy between the manufacturer and remanufacturer 
to optimize the total profit in the whole supply chain. Zhu and 
Yu study the effect of adverse selection and moral hazards in 
the closed-loop supply chain of EV batteries based on Infor-
mation Screening Models in the principal-agent theory.17

Some papers examine the impact of government policies. 
Gu et al. look for the optimal production strategy when mar-
ket demand is uncertain under government subsidy.18 It is 
concluded that the optimal production quantity and expect-
ed utility increase with the subsidy. Guan and Hou study the 
equilibrium strategy of the EV battery supply chain under the 
dual mechanism of government subsidy and cost-sharing and 
find that the utility of cascade utilization efforts will increase 
with the increase of government subsidies.19

In this paper, the focus is not on the benefits and decisions 
of participants at the micro level; instead, it focuses on the cir-
culation of batteries from a macro perspective and hopes to 
optimize social welfare through macro-control measures such 
as cascade utilization standards.

�   Methods
Electric Vehicle Battery Capacity Degradation Model:
To develop effective recycling and cascade utilization strat-

egies, it is essential to understand the mechanisms behind the 
capacity degradation of EV batteries over time. In this sec-
tion, we propose an EV battery capacity degradation model to 
help accurately predict their lifespan and performance under 
real-world conditions.

Battery capacity refers to the total amount of electric charge 
a battery can store, quantified as a real number and measured 
in ampere-hours (Ah). Generally, a larger battery capacity al-
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lows for more energy storage, enabling EVs to travel greater 
distances on a single charge. It serves as a crucial indicator of 
a battery's health status, with higher values representing better 
overall performance.

The performance of EV batteries inevitably degrades with 
increased usage. This degradation is primarily reflected in the 
gradual decline of battery capacity. Over time, this reduction 
in capacity diminishes the battery's ability to store and deliver 
energy effectively. This degradation also forms the basis for 
cascade utilization. As EV batteries degrade over time, they 
eventually become unsuitable as power batteries but retain 
value for other applications. The timing of their retirement 
is critical to determining their remaining utility in secondary 
applications.

To characterize the overall condition of EV batteries, it is 
necessary to accurately describe the capacity degradation of 
EV batteries. Some studies have examined the performance of 
batteries under laboratory conditions. However, in real-world 
scenarios, the use of EV batteries is far more complex than 
under laboratory testing conditions. EV batteries are affect-
ed by numerous complex real-world factors, such as unstable 
voltage, random charging times, EV owners' charging prefer-
ences (charging only when nearly depleted or frequent partial 
charging), constantly changing ambient temperature, and 
more. These factors can render the battery degradation curves 
obtained under laboratory conditions invalid.

Therefore, to accurately model the capacity degradation of 
EV batteries, it is essential to build the model with extensive 
real-world data, which ultimately helps capture the most fun-
damental degradation pattern.

In our study, two publicly available EV battery datasets 
are utilized to model the degradation curve and perform 
corresponding statistical analysis. Both datasets comprise pa-
rameters of EV batteries under real-world conditions.

Dataset A provides long-term charging data from 20 com-
mercial EVs with identical battery systems, each monitored 
over approximately 29 months.20 The data were collected 
during charging via CAN communication at regular intervals 
and captured key patterns relevant to real-world battery health 
evaluation. The metric for battery usage is the length of time 
in service, which is reasonable given that commercial EVs are 
in continuous operation.

Dataset B offers a large-scale time-series capacity data of 
191 EVs, including over 1.2 million charging sessions from 
vehicles across three manufacturers.21 Each session records 
multiple charging-related parameters at fixed intervals, in-
cluding voltage, current, temperature, capacity, and estimated 
SOC. The dataset is designed to facilitate deep learning re-
search on charging behavior, battery degradation, safety, and 
energy management in real-world settings. The usage metric 
in this dataset is the odometer reading.

In both datasets, each EV has an average of over 2,000 data 
points of battery capacity. An overview of these datasets is 
shown in Table 1.

Let C denote the capacity of EV batteries, and x denote the 
usage metric. A two-step process is used to investigate the re-
lationship between C and x. First, the correlation coefficient 
between C and x is calculated to check if their correlation is 
indeed negative, as intuitively expected. The linear regression 
model is then estimated:

		              C = β x + α			           (1)

Notes: * indicates significance at the p< 0.001 level.

The following observations are made based on the results 
shown in Table 2:

(1) C and x exhibit a strong negative correlation in both 
datasets (−0.709 for Dataset A and −0.695 for Dataset B), 
consistent with the well-known fact that battery capacity de-
creases with increased usage.

(2) Recall the substantial differences between the two data-
sets in terms of battery types, EV models, data collection 
conditions, and usage metrics. Note that both datasets result in 
correlation coefficients close to −0.7, which indicates that the 
rate of battery capacity degradation with usage is consistent.

(3) Data points contain much noise, highlighting the diffi-
culty of accurately predicting battery capacity at the individual 
level under real-world conditions. The considerable noise may 
be attributed to complex environmental factors that lead to 
a wide range of data fluctuations. This suggests that a large 
number of samples (data points) is necessary to effectively mit-
igate the impact of noise on parameter estimation.

(4) The 95% confidence intervals for the parameters are very 
narrow, indicating a low degree of uncertainty in the parameter 
estimates. We also show the curve fitting of Datasets A and B 
in Figures 1 and 2, respectively.

Table 1: Overview of two EV battery datasets: dataset A from 20 commercial 
EVs monitored over approximately 29 months, dataset B from 191 EVs with 
over 1.2 million charging sessions.

Table 2: Correlation and linear regression analysis between battery capacity 
C and usage metrics x. A strong negative correlation is found in both datasets. 
The linear regression models are C = -2.228 x 10-2  * Time in Service + 132.573 
for Dataset A, and C = -2.554 x 10-5 * Mileage + 43.308 for Dataset B.
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st: the number of batteries cascaded from the EV population 
to the non-EV population at time step t.

Figure 3 illustrates the flow of EV and non-EV batteries. 
The demand for EV batteries (Dt

(EV)), is satisfied by batter-
ies that are currently in the EV population and the number of 
new batteries produced (Bt

(EV)). Due to capacity degradation, 
batteries will no longer meet the capacity requirements of the 
EV population after a period of usage. Some (rt

(EV)) need to 
be directly recycled, while others (st) still hold value for cascade 
utilization in the non-EV population. Therefore, demand for 
non-EV batteries (Dt

(Non-EV)), is satisfied by current batteries 
in the non-EV population, new production for non-EV usage 
(Bt

(Non-EV)), and batteries cascaded from the EV population 
(st). Batteries in the non-EV population also degrade, and 
some need to be recycled (rt

(Non-EV)). By knowing the state at 
each timestamp, the evolution of the battery population can be 
captured starting from t = 0 onward.

In the process of cascade utilization of EV batteries, gov-
ernment intervention is often necessary to maximize social 
welfare. Government policies and regulations can provide 
essential guidelines for the proper management of battery 
resources, ensure environmental protection, and promote sus-
tainable economic development. A better understanding of the 
dynamics between cascade utilization and recycling of batteries 
will guide more effective government policies.

Let c0 denote the initial capacity of a battery, and cR the re-
cycling threshold for EV batteries. Similarly, cS is the threshold 
for cascade utilization, and cS > cR. For all EV batteries with a 
capacity of cS, we stipulate that no more than a proportion q of 
them will be cascade utilized, while the rest will continue to be 
used in the EV market until they are recycled. In this process, 
the initial capacity c0 and recycle capacity cR are determined 
by the characteristics of batteries, while the cascade capacity cS 
and cascade ratio q can be adjusted by the government. These 
standards can directly affect the flow of batteries, including 
production, supply, utilization, and recycling. Therefore, we 
want to explore how the standards should be developed to en-
hance the overall societal benefits.

It is observed from Figures 1 and 2 that the capacity of EV 
batteries decreases linearly with increased usage. These linear 
models form the basis for our discussion on the cascade utili-
zation flow model in the next section.

Optimization of Cascade Utilization for Social Welfare:
This subsection explores how the government could manage 

the cascade utilization to maximize social welfare. The follow-
ing notations are used in subsequent discussions.

Dt
(EV) and Dt

(Non-EV): demand for batteries by the EV and 
non-EV population at time step t, respectively.

Bt
(EV) and Bt

(Non-EV): the number of new batteries that 
need to be produced for the EV and non-EV population at 
time step t, respectively.

It
(EV) and It

(Non-EV): the number of batteries in the EV and 
non-EV population at time step t, respectively.

It,c
(EV) and It,c

(Non-EV): the number of batteries with ca-
pacity c in the EV and non-EV population at time step t, 
respectively.

rt
(EV) and rt

(Non-EV): the number of batteries to be recycled 
from the EV and non-EV population at time step t, respec-
tively.
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Figure 1: Battery capacity vs number of days in service in Dataset A: scatter 
plot in blue and linear regression line C = -2.228 x 10-2  * Time in Service + 
132.573 in red.

Figure 2: Battery capacity vs mileage in Dataset B: scatter plot in blue and 
linear regression line C = -2.554 x 10-5  * Mileage + 43.308 in dark green.

Figure 3: Flow of batteries in the market at time step t. The demand for 
EV batteries (Dt

(EV)) is satisfied by batteries that are currently in the EV 
population and the number of new batteries produced (Dt

(EV)). Demand 
for non-EV batteries (Dt

(Non-EV)) is satisfied by current batteries in the 
non-EV population, new production for non-EV usage (Bt

(Non-EV)), and 
batteries cascade utilized from the EV population (st). Some batteries (rt

(EV), 
rt

(Non-EV)) are recycled.
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Then for each time step t, the total number of batteries in 
EV users at time step t should be no less than the battery de-
mand of the EV population at time step t:

(9)

Equivalently, the number of batteries produced for the EV 
population can be expressed as:

(10)

Battery Dynamics in the Non-EV Population:
The batteries used in the non-EV population are either 

batteries produced for non-EV usage or are from the EV pop-
ulation. Non-EV batteries can be used for energy storage and 
power supply for communication base stations, power stations, 
and in other commercial settings. These batteries will also 
gradually degrade over time and end up being recycled. We 
assume that they follow the same degradation pattern as the 
EV batteries. Similar to the modeling of the EV population, 
let It

(Non-EV) be the number of batteries in the non-EV pop-
ulation with capacity c at time step t, and δc be the capacity 
degraded within one time step. The number of batteries with 
capacity c0 in the non-EV population at time t is equal to the 
number of batteries produced for the non-EV population at 
time step t,

(11)

The number of batteries with capacity cS at time step t + 1 
is equal to the number of batteries with capacity cS + δc at time 
step t plus the number of batteries transferred from the EV 
population st,

(12)

When batteries with capacity cR + δc degraded to the stan-
dard non-EV battery recycle capacity cR, they are recycled,

(13)

The number of batteries with capacity cR at time step t is 0, 
indicating that all batteries of this capacity are recycled,

(14)

Batteries of other capacities follow a normal degradation, 
which means that the number of batteries with capacity c at 
time t + 1 is equal to the number of batteries with capacity c + 
δc at time t,

(15)

At time step t, the total number of batteries It
(Non-EV) is the 

sum of the batteries with capacities ranging from cR to c0,

(16)

Battery Dynamics in the EV Population:
The batteries used in the EV population gradually degrade 

in daily driving and end up in the non-EV population or are 
recycled. To accurately model the battery flow in the EV pop-
ulation, let δc be the capacity degraded during one time step, 
and It,c

(EV) be the number of batteries with capacity c at time 
step t. At each time step t, the number of batteries with capac-
ity c0 in the EV population is equal to the number of batteries 
produced for the EV population at time step t:

(2)

The batteries with capacity cS + δc in the EV population 
will degrade to capacity cS, which is the capacity threshold for 
cascade utilization. Considering that not all batteries can be 
collected for cascade utilization, we assume only a proportion 
q of them can be transferred into the non-EV population. Fur-
thermore, the demand for new non-EV batteries also restricts 
the number of batteries transferred. Therefore, the batteries 
transferred from the EV population to the non-EV population 
can be expressed as:

(3)

and the number of batteries with capacity cS in the EV popula-
tion at time step t + 1 is equal to the number of batteries that 
are not transferred into the non-EV population,

(4)

When batteries with capacity cR + δc degraded to cR, they are 
forced to be recycled,

(5)

Then, the number of batteries with capacity cR in the EV 
population at time step t becomes 0,

(6)

For batteries in other capacity ranges, the number of batter-
ies with capacity c in the EV population at time t + 1 is equal to 
the number of batteries with capacity c + δc in EV users at time 
step t. To be specific, this applies to the capacity ranges cS + δc 
≤ c ≤ c0 − δc and cR + δc ≤ c ≤ cS − δc. This degradation process 
can be expressed as:

(7)

At time step t, the total number of batteries in EV users 
It

(EV) is the sum of the batteries with capacities ranging from 
cR to c0:

(8)
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The total number of batteries at time step t should be able to 
cover the demand for batteries at time step t,

(17)

Equivalently, the batteries to be produced for the non-EV 
population can be expressed as

(18)

Social Welfare Modeling:
With the formulation of the battery dynamics in the EV and 

non-EV population, we further formulate the social welfare of 
this process. In this context, social welfare is the benefits that 
battery usage brings to society. For example, using EV batteries 
with higher average capacity can improve the overall efficien-
cy of EV usage, thereby enhancing the efficiency of the entire 
transportation system and contributing to greater social wel-
fare. Conversely, lower capacity reduces efficiency, leading to 
lower social welfare. We assume the social welfare brought by 
the batteries used in the EV and non-EV populations is related 
to the mean capacity in each population. The mean capacities 
can be calculated as:

(19)

(20)

We use a utility function f (EV) to characterize the social 
welfare within the EV population. For EV owners, when the 
degradation starts from a brand-new battery, the major effect 
is the gradual reduction in range. However, as battery ca-
pacity continues to degrade, some other issues become more 
apparent, including deterioration in acceleration and braking 
performance, slowing down of charging speeds, and a greater 
failure rate of the vehicle’s information systems.22 Therefore, 
we propose to employ a non-linear utility function f (EV) of 
mean EV capacity to measure the unit social welfare of the EV 
population:

(21)

where k2 < k1 are the slopes for the piece-wise linear utility 
function, and cEV is the threshold where the slope changes. 
Similarly, the unit social welfare of the non-EV population can 
also be measured by a non-linear function:

(22)

where k4 < k3 are slopes of the utility function f (Non-EV), 
and cNon-EV is the threshold where the slope changes. The 
non-EV population often has lower requirements on batter-
ies; therefore, it is reasonable to assume that cNon-EV < cEV and 
k4(cNon-EV − cR ) ≥ k1 (cEV − cR).

Based on the unit social welfare and the battery ownership in 
the EV and non-EV population, their total social welfare can 
be respectively expressed as:

(23)

(24)

We assume that new batteries are manufactured with unit 
cost cm. With the number of batteries produced for both EV 
and non-EV populations, the related social welfare at time step 
t is − cm (Bt

(EV) + Bt
(Non-EV)).

To make EV batteries available for non-EV utilization, the 
following costs must be considered.23 First, the batteries need 
to be dismantled, which requires labor and equipment costs. 
Before entering the non-EV population, batteries need to 
be inspected to determine if they meet the non-EV utiliza-
tion standards based on their remaining life and performance. 
Batteries may also need to be repackaged or remanufactured 
before entering the cascade utilization market to ensure safe 
transportation and storage. We denote the unit transfer cost by 
ks, which covers all the costs mentioned above, and the related 
social welfare in time step t can be expressed as − ks st.

For recycling end-of-life batteries, there are also several costs 
to be considered. The end-of-life batteries often need to be 
centralized for further processing because of the potential haz-
ards and pollution that can result from the process. Therefore, 
the logistics cost incurred during battery collection and trans-
portation is not negligible. The collected end-of-life batteries 
also need to be sorted and pre-processed, which means labor 
costs, the cost of sorting equipment, and the cost of preliminary 
discharge and disassembly of batteries. Then these batteries are 
processed using chemical, mechanical, and thermal treatment 
methods, which incur costs for equipment usage, chemical 
reagents, energy consumption, and labor. These processes are 
often accompanied by useless or even harmful by-products, like 
waste liquids, residues, and gases. The cost of handling those 
hazardous substances should also be considered. In our formu-
lation, we denote the unit battery recycle cost by kr to account 
for all the costs mentioned above in the recycling process. Since 
the batteries can be recycled from the EV and non-EV pop-
ulation, the related social welfare at time step t is expressed as 
− kr (rt (EV) + rt (Non-EV)).

Based on the above formulation of the EV and non-EV 
battery dynamics and social welfare, the decision-making of 
the government can be advised by the following optimization 
problem:

(25)

Subject to: EV battery dynamics in Eqs. (2-8), and (10),
Non-EV battery dynamics in Eqs. (11-16), and (18),
Capacity calculation in Eqs. (19) and (20).

Social welfare (ut (EV), ut (Non-EV)) is calculated using Eqs 
(23) and (24). Recall that the parameter q is the maximum cas-
cade ratio of batteries, and the actual number of batteries that 
can be transferred to the non-EV population is also restricted 
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by the demand of the non-EV population. Intuitively speaking, 
a lower q limits the cascade utilization of batteries. Therefore, 
if a battery can bring more social utility after entering the non-
EV population, the total social welfare would increase with q. 
On the other hand, if a battery can bring more social utility 
when staying in the EV population, the total social welfare may 
decrease with a larger q, because a smaller q can keep more bat-
teries in the EV population and result in more social welfare.

The effect of cS is much more complex. From the perspec-
tive of the life cycle of an individual battery, the manufacturing 
cost and the recycling cost are fixed and not influenced by cS. 
If the battery stays in the EV population until recycled, social 
welfare is not influenced by cS. If a battery is transferred to the 
non-EV population at capacity cS, a higher cS generates greater 
social welfare in the non-EV population compared to the EV 
population, as indicated by our formulation of the functions 
f (EV)(c) and f (Non-EV)(c), along with the associated parameter 
requirements. If the difference in social welfare between the 
EV and non-EV population exceeds the transfer cost ks, the 
more batteries transferred, the more social welfare is achieved. 
A higher cS means a battery can serve for a longer time in the 
non-EV population until recycled, which lowers the demand 
of the non-EV population, and results in a reduction in the vol-
ume of batteries transferred. In addition, a higher cS may also 
accelerate the replacement of batteries in the EV population, 
which incurs more cost for the production of new batteries. 
These effects we discussed are also highly dependent on the 
parameter settings and the real-world demand and capacity 
distribution. Therefore, the overall effect of cS is hard to predict.

Model Assumptions and Limitations:
Before we discuss computational results, it should be noted 

that several assumptions are made in this study. First, the bat-
tery degradation model assumes linear capacity degradation, 
which may differ from actual nonlinear degradation patterns 
influenced by varying operational conditions. Second, the bat-
tery population is treated as homogeneous despite variations 
in battery chemistries and usage scenarios. Finally, our pre-
dictions rely on logistic growth modeling of market demand, 
which may not fully capture market uncertainties or disruptive 
technological changes. These limitations should be considered 
when interpreting the results.

�   Result and Discussion 
Estimated Growth of EV and Non-EV Batteries:
We collected data on EV ownership in the Chinese market 

from 2017 to 2023.24 Based on this data, we estimate the fu-
ture growth of the EV market. Three models are selected for 
this estimation: the exponential model, the quadratic function 
model, and the logistic growth model, with mean squared er-
ror (MSE) used as the evaluation metric. Figure 4 shows the 
fitting performance of these three models, with time in the 
horizontal axis, where a real-valued interval [i, i+1) represents 
Year i, and the number of EVs in the vertical axis.

Although the exponential model provides the best fit for 
the 2017-2023 data, it should be noted that using it to predict 
future growth could be problematic since the number of EVs 
cannot grow indefinitely as predicted in the exponential mod-
el and the quadratic function model. Furthermore, the logistic 
growth model exhibits low fitting errors, indicating a decent 
fit. It is also noteworthy that, according to our proposed mod-
el,   EV ownership will reach approximately 100 million by the 
end of 2030. This prediction aligns with the forecast made by 
leading experts, which underscores the validity and reliability 
of our proposed model.25

According to EVChina, the most common cascade uses of 
EV batteries are for energy storage in communication base 
stations, renewable energy storage, and public facility energy 
storage.26 We aggregate the demand data for these three appli-
cations from 2018 to 2022 to obtain the overall demand data 
for the cascade use. Based on the data, we fit a logistic growth 
model for the demand of non-EV batteries (note that this 
amount is calculated based on the capacity of EV batteries). 
Figure 5 shows the fitting result. It can be observed that the 
scale of electricity usage for these non-EV batteries experienc-
es a period of rapid growth, followed by a slowdown in growth, 
and eventually stabilizes around 2035.

The estimated numbers of EV and non-EV batteries are 
used as the initial conditions, D1

(EV) and D1
(Non-EV), in the 

cascade flow model.
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Figure 4: Estimate of EV growth in China based on data from 2017-2023. 
Three models - exponential, quadratic function, and logistic growth – are 
estimated. Mean squared error (MSE) for each model is included as a measure 
of fitness. Since future growth cannot increase indefinitely as predicted in 
the exponential model and the quadratic function model, the logistic growth 
model is selected as the preferred model.

Figure 5: Logistic growth curve for non-EV batteries in China. The logistic 
growth model is estimated using data from 2018-2022 that cover energy 
storage in communication base stations, renewable storage, and public facility 
storage.
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Macro Perspective on Cascade Utilization Flow Model:
The evolution of battery population is simulated using the 

flow model, including EV battery dynamics in Eqs. (2-8), and 
(10), non-EV battery dynamics in Eqs. (11-16), and (18), and 
capacity calculation in Eqs. (19) and (20). The corresponding 
social welfare (ut

(EV), ut
(Non-EV)) is calculated using Eqs. (23-

25).
The parameter settings for the simulation study are listed in 

Table 3. More specifically, the parameters for time are based 
on our defined study period, parameters for battery degrada-
tion are from the empirical analysis discussed in the Electric 
Vehicle Battery Capacity Degradation Model section of this 
paper, cost-related parameters are adopted using a normaliza-
tion approach based on the conceptual frameworks in related 
studies,18,19 and the social utility parameters are based on the 
key contribution of our model, designed to capture the pro-
posed non-linear welfare effects of battery performance.18

Figure 6 shows the total number of batteries, as well as the 
changes in battery capacity structure. We partition the capac-
ity value of [0.7, 1] into 12 equal intervals and mark intervals 
with different colors. For EV batteries, the ratio of batteries of 
high capacity (capacity 0.85 ~ 1) will first increase and then de-
crease. This is because the number of EV batteries will initially 
undergo a rapid growth phase, during which a large number of 
new batteries with high capacity will enter the population, in-
creasing their proportion. As growth slows, the number of new 
batteries entering the population each period will decrease. 
Additionally, the capacity of batteries from the previous high-
growth phase will gradually degrade, leading to an increase in 
the proportion of low-capacity batteries (capacity 0.7 ~ 0.85).

In the initial phase (time step 1 to 40), the proportion of 
high-density batteries in non-EVs is rising. This is because 
there are too few EV batteries available for cascade utiliza-
tion to meet the non-EV demand at this stage. Consequently, 
additional new batteries need to be produced for non-EV ap-

plications. These high-capacity new batteries increase their 
proportion in the population. After this initial phase, the over-
all capacity within the non-EV population rapidly declines. By 
the end of the simulation, almost all non-EV batteries orig-
inate from the cascade utilization of EV batteries. This shift 
is due to the rapid growth in EV batteries, which significantly 
increases the number of EV batteries available for cascade uti-
lization, adequately meeting the non-EV electricity demand.

Deeper Analysis of Cascade Utilization Dynamics:
In Figure 7, other key variables in the model are presented to 

better understand the dynamics of cascade utilization.
• The number of EV batteries for cascade utilization, st, re-

mains close to zero during the period from t = 0 to t = 30, after 
which it begins to increase. This initial phase sees a scarcity of 
EV batteries suitable for cascade utilization. However, as the 
scale of EV batteries rapidly grows, each period witnesses a 
substantial number of EV batteries degrading to the capacity 
threshold cS, making them available for cascade utilization and 
leading to the subsequent increase in st.

• Both rt
(EV) and rt

(Non-EV), the numbers of batteries re-
cycled from the EV and non-EV populations, have a rapid 
increase after t = 70. This is due to both market demands ex-
periencing rapid growth phases, with these batteries gradually 
retiring after 5 to 10 years of use, leading to a significant in-
crease in rt. This also warns us that if we cannot effectively 
manage the impact of retired batteries, our environment will be 
severely polluted by the chemical elements contained in these 
retired batteries.

• The production of EV batteries each period Bt
(EV) exhibits 

three phases: an initial increase, followed by a decrease, and 
then another increase. The trends in the first and second phases 
are due to the rapid initial growth rate of required EV batter-
ies, which then slows down. The increase in the third phase is 
attributed to the large number of batteries retiring from earlier 
periods, necessitating the production of new EV batteries to 
meet this demand.

• The average capacity of non-EV batteries initially increases 
briefly and then continues to decline. This is because, in the 
early stages, non-EV batteries require new batteries to meet 
rapidly increasing demand. As the scale of EVs expands and 

Table 3: Parameter settings for the cascade utilization flow model. The 
battery population evolution is simulated for 12 years (144 time steps; each 
time step is a month).

Figure 6: Change in EV and non-EV battery populations and their capacity 
distributions over time. The capacity range [0.7, 1] is divided into 12 equal 
intervals, represented by different colors. In the EV battery population, the 
proportion of high capacity (capacity > 0.85) batteries will increase initially 
and then decrease, proportion of low capacity (capacity between 0.7 and 0.85) 
batteries will increase due to capacity degradation over time. In the non-EV 
population, after an initial phase with a high proportion of high-capacity 
batteries, the overall capacity rapidly declines.

(b) Non - EV batteries(a)EV batteries
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the number of EV batteries available for cascade utilization 
increases, the non-EV battery demand can be adequately met 
by these cascade-utilized EV batteries, leading to a continuous 
decrease in average capacity.

Sensitivity Analysis of Key Parameters:
To maximize the objective function of social welfare, we need 

to understand at what capacity level (cS) and in what proportion 
(q) EV batteries should be cascade utilized. We analyze the 
changes in the objective function under two scenarios: (1) vary-
ing cS while keeping q constant, and (2) varying q while keeping 
cS constant. Figure 8 shows the results from the two scenarios.

• Varying cS with fixed q. At different levels of q, we vary cS 
from 0.7 to 0.95, covering a large range of battery capacity. 
The curves in Figure 8(a) consistently exhibit an increase fol-
lowed by a decrease as cS increases. This trend is due to the 
trade-off between EV and non-EV batteries. If cS  is low, the 
number of EV batteries that need to be produced each period 
is reduced, which lowers the cost of producing new EV bat-
teries. However, the average capacity of batteries available for 
cascade utilization will also be lower, resulting in lower social 
welfare for the non-EV sector. Conversely, if cS  is high, the 
average capacity of EV batteries will increase social welfare in 
the EV sector, but more EV batteries will need to be produced. 
The batteries available for cascade utilization will have a higher 
average capacity, thereby increasing the social welfare in the 
non-EV sector. These factors interact, ultimately leading to an 
objective function curve that initially increases and then de-

creases. This also implies that, for a fixed level of q, there exists 
an optimal value for cS  somewhere between cR and c0.

• Varying q with fixed cS. Intuitively, we believe that a high-
er proportion of batteries available for cascade utilization can 
increase the objective function. However, our results as shown 
in Figure 8(b) indicate that this intuition only holds true when 
the value of cS is appropriate. If the value of cS is too low (that 
is, close to the mandatory recycling level cR), then the average 
capacity of the cascade utilized batteries will be low. There-
fore, increasing q will result in the non-EV population being 
flooded with nearly obsolete batteries, causing a decline in the 
objective function. On the other hand, if the value of cS is too 
high, then batteries are utilized for cascade applications early in 
their life cycle, and significantly more EV batteries will need to 
be produced each period, again leading to a decline in the ob-
jective function. Only when the value of cS is appropriate -- the 
battery performance is no longer sufficient to meet the require-
ments of EV usage but can still satisfy the needs of cascade 
utilization -- will increasing q lead to a continuous increase in 
the objective function.

To visualize how the objective function is affected by both cS 
and q simultaneously, we show the variations in the objective 
function values on a parameter grid, as shown in Figure 9. The 
parameter grid is spanned by q = [0, 0.5) with interval 0.02 
and cS = [0.7, 0.95) with interval δc, and the maximum value is 
attained when q = 0.48 and cS = 0.829. It is conceivable that if 
we continue to increase the value of q, the objective may still 
have minor increases, because increasing q means increasing 
the number of batteries available for cascade utilization, which 
provides the potential for higher social welfare.

Figure 7: Key variables in the cascade utilization flow model.

Figure 8: Social utility as a function of cS and q.

Figure 9: Heatmap of objective values on parameter grids of cS and q. 
Parameter q ranges from 0 to 0.5, and parameter cS from 0.7 to 0.95. The 
maximum objective value is attained when q = 0.48 and cS = 0.829.

(b) Number of recycled batteries 
from EV and non-EV population, 
rt

(EV) and rt (Non-EV). Both increase 
rapidly after t = 70 because batteries 
retire after 5 to 10 years of use.

(b) Social utility as a function of q, 
proportion of EV batteries that could 
be utilized for cascade use.

(b) 3D Heatmap of objective values 
on parameter grids.

(d) Average capacity of EV and non-
EV population, ct(EV) and ct(Non-EV). 
ct(Non-EV) increases briefly and then 
continues to decline. This is because 
the initial demand for non-EV is 
satisfied by new batteries but later 
the demand can be adequately met by 
cascade utilized batteries.

(a) Number of cascade utilization 
batteries, st. It remains close to zero 
till t = 30, then begins to increase 
substantially.

(a) Social utility as a function of cS, 
capacity level for cascade use. For 
a fixed level of q, there exists an 
optimal value for cS that maximizes 
social welfare.

(a) 2D Heatmap of objective values on 
parameter grids.

(c) Battery production for EV and 
non-EV, Bt

(EV) and Bt
(Non-EV). 

Bt
(EV) experiences a rapid initial 

increase to meet the demand, 
followed by a decrease, and then 
another increase when the initial 
batteries retire and more new ones 
need to be produced.
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�   Conclusion 
This paper presents a comprehensive analysis of the lifecycle 

management of EV batteries, emphasizing the dual strategies 
of recycling and cascade utilization. By leveraging extensive 
real-world data, we developed a model that predicts battery 
lifespan and performance, providing a robust foundation for 
policy and strategic decisions. The alignment of our model’s 
predictions from a macro market perspective with expert fore-
casts23 underscores the validity and reliability of the model and 
demonstrates its practical applicability in real-world scenarios. 
This model also forms the basis for subsequent analyses.

Sensitivity analysis of key parameters is conducted to iden-
tify the most impactful factors on system performance. This 
analysis reveals the importance of optimizing the cascade ratio 
and recycling efficiency to maximize social welfare. Policymak-
ers should consider these findings when formatting regulations 
and incentives to ensure they address the most critical aspects 
of battery lifecycle management.

The following recommendations, derived from numerical 
findings and analysis, provide a roadmap for policymakers to 
enhance the sustainability and economic viability of EV bat-
tery lifecycle management.

1. Enhancing data collection and sharing: Governments 
should promote the establishment of comprehensive databases 
for battery usage and degradation data. This would improve 
model accuracy and enable better lifecycle management of EV 
batteries.

2. Establishing robust recycling standards: Implementing 
strict recycling standards can ensure that retired batteries are 
processed in an environmentally friendly manner, minimizing 
hazardous waste and promoting the recovery of valuable ma-
terials.

3. Supporting technological innovation: Investing in re-
search and development for advanced battery technologies and 
recycling processes can drive innovation, improve recycling 
efficiency, and reduce costs. This includes supporting the de-
velopment of more efficient battery degradation models.

4. Developing infrastructure for battery management: Build-
ing robust infrastructure for the collection, transportation, and 
processing of batteries is essential. This includes creating fa-
cilities for recycling and cascade utilization to ensure efficient 
handling of retired batteries.

5. Monitoring the advancements in battery technology: 
Adjustments to policy decisions regarding cascading utiliza-
tion should be made in response to changes in the patterns of 
battery capacity degradation, based on the prevailing circum-
stances.

In conclusion, this study provides insights for policymak-
ers and industry stakeholders and presents a path forward for 
improving the sustainability and economic viability of EV bat-
teries. Future research should continue to refine and expand to 
more complicated battery degradation models, to incorporate 
emerging data, and to explore new strategies to further enhance 
EV battery management. By doing so, we can ensure that the 
rapid growth of the EV industry contributes positively to both 
economic development and environmental sustainability.
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ABSTRACT: This research examines the effects of hypoxia—low oxygen conditions—on embryonic heart development, 
specifically on heart size and blood flow velocities as markers of further defects. These early markers can be associated with later 
defects that come from these conditions, and explore the implications of hypoxia in all species’ development. Fertilized chicken 
eggs (Gallus gallus domesticus) wrapped in clay and aluminum foil were used to model hypoxic embryo conditions. Each egg was 
incubated until approximately HH31 (day 7) or approximately HH35 (day 9). Then each egg was windowed, imaged using an 
ultrasound (Vevo 2100), dissected, weighed, and imaged under a microscope. We used the Doppler ultrasound feature of the Vevo 
2100 system to determine flow velocity along the heart outflow tract. ImageJ was used to find the lengths and widths of the hearts 
from microscopic images by calibrating the size of the heart to the size of a known object, in our case, a 0.385 mm wide wire. Our 
results show that embryos that developed in hypoxic conditions had both larger hearts and faster cardiac blood flow velocities than 
control embryos, demonstrating that development in hypoxic conditions leads to abnormal development—an enlarged heart and 
faster blood flow— that perhaps can be projected onto humans. 

KEYWORDS:Biomedical Engineering, Cardiovascular System, Hypoxia, Chicken Embryos, Blood Flow Velocity.

�   Introduction
Problem Statement and Research Aim:
In cases of chronic hypoxia during pregnancy, the developing 

cardiovascular system may adapt by developing heart defects. 
The developmental plasticity of the embryo allows it to com-
pensate for the decreased oxygen levels, but this adaptation can 
lead to ventricular septal defects (VSD), atrial septal defects 
(ASD), or patent ductus arteriosus (PDA), which are heart 
malformations at birth. In this study, we focused on the effects 
of chronic hypoxia.

Congenital heart defects (CHD) are present in about 1% of 
births. VSDs are the most common CHD and account for 37% 
to 64% of cases of CHD or about 0.3% of births.1 Moreover, 
VSDs have been studied as a cause of chronic hypoxia rather 
than a side effect. Except in cases of pulmonary arterial hyper-
tension (PAH), the mortality rate for VSDs post-operation is 
about 1%.2 Blood flow (hemodynamics) during pregnancy is 
key in understanding the development of CHDs, such as VSD, 
as well as the redirection of blood flow due to malformations. 
During pregnancy, the placenta forms as a temporary organ 
and the source of nutrients, oxygen, and waste filtration for 
the developing fetus. The fetus is attached to the placenta by 
the umbilical cord and depends on the mother to act as a sole 
source of resources.3 Because of the position within the uterus, 
the fetus is unable to breathe in oxygen with its own circulation 
system. The dependence on the mother for oxygen can lead 
to a variety of complications in the case of placental, umbili-
cal, and maternal conditions that may cause chronic hypoxia. 
Compression of the umbilical cord restricts oxygen to the fe-

tus, as does any issue concerning the placenta, such as placental 
infarction, altered development, or poor placental function. In 
cases of maternal diseases such as preeclampsia, hemoglob-
inopathy, pulmonary hypertension, anemia, substance abuse, 
high altitude during gestation, and low blood pressure, chronic 
hypoxia is inflicted upon the fetus.4 During human pregnancy, 
cardiomyocytes (the muscle cells of the heart) begin to contract 
16 days into development.5 Since cardiomyocytes continue to 
contract during development, pumping blood to the embryo, 
embryogenesis depends on the circulation system. In cases of 
chronic hypoxia, partially oxygenated blood is circulated, af-
fecting developing tissues and forcing the fetus to compensate 
by redirecting blood flow and even developing cardiomyocyte 
hypertrophy.6-9 These developmental changes may affect the 
individual later in life, through cases of congenital heart dis-
ease.

Current research on hypoxia (using chickens as a mod-
el organism) has focused heavily on the rate of development, 
long-term outcomes, cardiac mass and proportions, epigenetics, 
and resulting heart defects.10-13 More recently, doctoral student 
Nina Kraus from the University of Vienna, Austria, estab-
lished a procedure using clay to emulate chronic hypoxia in 
chicken embryos. Because chicken embryos breathe through 
their egg shell, the clay creates hypoxic conditions. The goal of 
our research is to identify how chronic hypoxia affects cardiac 
development, blood flow, and cardiac anomalies in chicken em-
bryos. The focus on hemodynamics, as opposed to long-term 
outcomes and heart mass, has been stressed in this research.
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Chicken Embryos as Model Organisms:
Avian embryos are frequently used as models of cardiac 

development because they have a relatively quick incubation 
period of 21 days, and their hearts develop in a similar pattern 
to the human heart, resulting in a four-chamber configuration. 
Developmental programs, moreover, are highly conserved in 
vertebrate species. Chicken embryos can thus be used to study 
the effects of chronic hypoxia on hemodynamics and heart de-
velopment. Hamburger-Hamilton (HH) Stages identify the 
progression of chicken development during incubation. The 
method of staging comes from a study done by Hamburger 
and Hamilton in 1951. Images of the stages are shown in Fig-
ure 1.

HH stages identify how developing embryos change over 
time (during the 3 weeks of incubation) and the distinct char-
acteristics they develop. There are 46 total stages of chick 
incubation, with HH46 being the final one and representing 
a hatched chick. At stage HH10 of embryo development, 
cardiac cells of a primitive tubular heart begin to contract, es-
tablishing embryonic circulation.15 At HH31 (approximately 
day 7), the outflow tract continues to septate into vessels to 
provide oxygen and nutrients to the developing organs. The 
coronary vessels are evenly spaced, and the aortic and pulmo-
nary valve leaflets have changed position to angle in towards 
each other. At HH35 (approximately day 9), the outflow tract 
and ventricles have fully septated, and the semilunar valves 
have finished developing. Cardiac neural crest cells spread 
through the cardiac plexus (the network of nerves located at 
the base of the heart) to prepare for the development of the 
peripheral conduction system (the Purkinje fibers). During 
embryological development, the chicken embryo receives ox-
ygen through a system of gas exchange. When the egg is laid, 
the inner membrane shrinks slightly, creating an air pocket at 
the blunt end of the egg. This area grows larger as the egg ages, 
due to moisture diffusing out of the shell, and needs to remain 
uncovered for proper growth. Gas diffusion occurs through 
the pores on the shell of the egg, and therefore, claying (or 
covering) around half of these pores would create a hypoxic 
environment, without completely cutting off oxygen.16 In our 
research, we used chicken embryos as our model organisms to 

study the effect of chronic hypoxia on cardiac development. 
To do so, we used clay wrapped around the bottom portion of 
the egg (blunt side up). Gas exchange occurs through the shell 
into the area between the inner and outer membranes, so the 
clay restricts access to oxygen (without completely blocking 
it), simulating chronic hypoxic conditions characterized by a 
reduction in oxygen for an extended period of development.

�   Methods
Fertilized chicken eggs were first clayed at day 2 or 3 of 

incubation to simulate hypoxic conditions. They were then in-
cubated until day 7 or day 9, when they were imaged through 
an ultrasound to measure blood velocity through the heart. 
Once imaged, the embryos were dissected to remove the hearts, 
which were then either frozen in optimal cutting temperature 
compound (O.C.T. gel) in preparation for histological slicing 
to determine structure under a microscope or preserved in 
phosphate-buffered saline (PBS). The hearts that were pre-
served in PBS were then weighed. The frozen hearts were cut 
via cryostat in 10 μm thick slices, then stained using either a 
hematoxylin and eosin (H&E) stain or a Polysciences Differ-
ential Quik Stain. Under the microscope, they were measured 
in comparison to a 0.385 mm craft wire to find the length and 
width of each embryo’s heart. We performed experiments in 
three sequential batches, or trials, adjusting techniques as we 
were learning to perform the studies and as needed. All eggs 
were incubated in an approximately 37°C incubator with 65%-
80% humidity.

Claying:
Trial 1 included 26 eggs, which were split into 13 con-

trols and 13 experimental clay-covered eggs. To begin trial 
1, the bottom half of the experimental clay-covered eggs was 
wrapped with clay on day 3, then aluminum foil (to prevent 
flaking), leaving the blunt end uncovered. This created a hy-
poxic environment by eliminating oxygen diffusion through 
half of the shell. At day 3 of incubation, the embryos were 
at approximately HH18, where the heart, which is tubular at 
this stage, is in an S-shaped loop. The 13 control eggs were 
not covered with clay. All 26 eggs were windowed on day 3 
using curved and straight forceps, and the outer embryo mem-
brane was removed using forceps to make the embryos visible. 
The windows were then covered with plastic wrap and secured 
with glue, see Figure 2 (left). Trial one included 2 experimental 
groups: control and day 3 clayed embryos (clayed D3).

Trial 2 included 21 eggs, which were split into 5 controls 
and 16 experimental clay-covered eggs. Of the 16 clay-covered 
eggs, 8 were covered with clay on day 2 of development, and 
8 were covered with clay on day 3 of development (Figure 2). 
At day 2, eggs were at approximately HH stages 12-13, where 
dextral looping of the heart begins. At these stages, the endo-
cardial cushions also emerge (precursors to valves). The trial 
2 eggs were kept unwindowed until day 7 of incubation, see 
Figure 2 (right). At day 7, the eggs were at stage HH31-32. 
By HH31, the distal portion of the outflow tract has finished 
septating, the coronary arteries and veins are in their final posi-
tions, and the aortic and pulmonary valves are angled.15 Trial 2 
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Figure 1: Hamburger Hamilton stages of chick embryo development. Used 
to accurately remeasure stages of growth throughout the experiment.14
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included 3 experimental groups: control, day 2 clayed embryos, 
and day 3 clayed embryos.

Trial 3 included 15 eggs, which were split into 6 controls 
and 9 experimental clay-covered eggs. All 9 experimental eggs 
were covered with clay on day 3 of development. The trial 3 
eggs were kept unwindowed until day 9 of development. On 
day 9 of development, the eggs were around stage HH35-36, 
at which the Phalanges in the toes developed.

Experimental groups:
In 7 groups were used in this experiment: i) control incubat-

ed until day 7 (windowed), ii) clayed day 3 and incubated until 
day 7 (windowed), iii) control incubated until day 7, iv) clayed 
day 2 and incubated until day 7, v) clayed day 3 and incubated 
until day 7, vi) control incubated until day 9 and vii) clayed day 
3 and incubated until day 9. Trial 1 included control incubated 
until day 7 (windowed) and clayed day 3 and incubated until 
day 7 (windowed). Trial 2 included control incubated until day 
7, clayed day 2, and incubated until day 7, and clayed day 3 
and incubated until day 7. Trial 3 included a control incubated 
until day 9 and clayed on day 3 and incubated until day 9.

Ultrasound:
On day 7 or 9, eggs were taken out of the incubator to per-

form in vivo ultrasound imaging via a FujiFilm VisualSonics 
Vevo 2100 Imaging System. Trial 1 eggs, which were previous-
ly windowed, were windowed further to increase space for the 
ultrasound transducer. In trials 2 and 3, eggs were windowed 
for the first time. The windowed egg was then placed into a 
special 3D printed egg holder atop a rising platform, which 
had the transducer mounted above. The egg was then raised so 
that the embryo could touch the transducer. Using the visual 
displayed on the ultrasound screen (Figure 3), the egg was po-
sitioned by hand to get the right angle. To measure the pulse 
wave velocity, the heart outflow tract, which directs blood from 
the heart to the circulation, had to be clearly visible, and the 
color Doppler feature of the Vevo system helped find it (Fig-
ure 4). Once the outflow tract was identified, the ultrasound’s 
Vevo Lab software was used to measure blood flow velocity 
through the outflow tract. Peak and mean velocities (mm/s) 
were taken from three pulses (Figure 5). This process was re-
peated for each egg. Some eggs could not be imaged properly 
due to their position or death during the process.

Dissection:
Once an embryo's in vivo ultrasound imaging was com-

plete, the embryo was removed from its shell for dissection. 
The embryo was transferred from its shell to a petri dish (Fig-
ure 6) using a scoopula and then decapitated using a scalpel. 
The ribcage was then cut open using microdissection scissors 
and peeled away using forceps, exposing the heart (Figure 7). 

Figure 2: Trial 1 eggs (left) are shown windowed and clayed. Trial 2 eggs 
(right) are shown only clayed. Used as a model for what a recreatable setup 
would include.

Figure 3: Normal B-mode scan with a 4-chamber view of the heart. Shows 
a regular-sized heart and is used as a model to ensure that all scans are imaged 
at similar angles to get reproducible results.

Figure 4: Colored Doppler images. Red indicates blood flow toward the 
transducer. Blue indicates blood flow away from the transducer. Shows imaging 
angle for reproducible results. Shows which heart valves were measured to 
achieve velocity measurements.

Figure 5: Pulse wave doppler mode, velocity measurement. Shows how 
average and peak velocities were obtained for reproducibility. Shows the heart 
of a hypoxic embryo with relatively high blood flow velocity.
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Cryostat:
Once frozen, a Leica CM1860 cryostat (Figure 8) was used 

to cut the O.C.T. block with the frozen hearts embedded in it 
into 10 μm thick slices for histology slide preparation. First, the 
cryostat’s slice thickness was set to 50 μm. The heart, covered 
in a frozen square of O.C.T. gel, was taken out of its cryomold 
and placed into the cryostat’s mount. The wheel on the side 
of the cryostat was cranked to move the mount down into the 
blade, to cut away excess O.C.T. gel. Once the desired amount 
was removed, the glass anti-roll shield and blade were fixed 
in place, and the slice thickness was set to 10 μm. Once one 
slice was cut, it was placed on a glass slide, and the O.C.T. was 
allowed to melt while the tissue stuck to the glass. The process 
was repeated until the whole heart was sectioned.

Staining:
There were two different methods of staining that we used, 

and heart sections were stained with one or the other (it is not 
possible to stain with both simultaneously). The first was a ba-
sic hematoxylin and eosin (H&E) histological stain. The H&E 
staining process included placing the heart slides in baths of 
different chemicals and letting them sit for different time in-
tervals. This included two baths of phosphate-buffered saline 
(10 minutes each), one of hematoxylin (3 minutes), a rinse of 
deionized water, then one bath of eosin (30 seconds), one of 
50% ethanol (1 minute), one of 90% ethanol (1 minute), two of 
100% ethanol (1 minute each), and two of xylene (10 minutes 
each). Once complete, the stain highlighted cell nuclei, cyto-
plasm, and extracellular matrix. Slides were then covered with 
cover slips and were ready for imaging.

The second staining method used the Polysciences Differ-
ential Quik Stain, which had only three steps. The heart slides 
were first dipped into the fixative (methanol), then Solution A 
(an eosin-based stain), then Solution B (methylene blue). The 
slides were then covered with cover slips and ready for imaging. 
This stain highlighted nearly all cells.

Scissors were used to cut around the heart, removing as much 
excess tissue as possible. Once completely separate, a trans-
fer pipette was used to place 1-3 drops of potassium chloride 
(KCl) on the heart to ensure it would stop beating and the 
muscle would fully relax. Finally, the heart was placed in a Tis-
sue-Tek cryomold and covered with O.C.T. gel before freezing. 
Samples were frozen via dry ice and then placed in a -80°C 
freezer.
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Figure 6: Chicken embryo removed from egg before dissection. The embryo 
is on day 9 of incubation. Shows how chicken embryos were analyzed for 
abnormalities that Nina Kraus found.

Figure 8: View of Leica CM1860 cryostat work area. (A) Tissue storage area. 
(B) Tightening knob. (C) Microtome blade. (D) Glass anti-roll plate holder. 
(E) Anti-roll plate adjustment knob. (F) Chuck. (G) Glass plate tightening 
screws. (H) Microtome blade clamp lever. Used for reproducibility.

Figure 7: Labelled heart post-dissection. The heart is from day 9 of 
incubation. Shows how a hypoxic heart was dissected for reproducibility.
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a faster mean blood flow and a higher peak blood flow when 
compared to the control embryos. But there was no significant 
difference between eggs clayed on day 2 and eggs clayed on 
day 3. Figure 10 has outliers, which were better addressed in 
Figure 11 by averaging out the results.

We also measured the same data for eggs that incubated un-
til day 9 of development and found similar results. In Figures 
12 and 13, we can see that both the mean and peak velocities 
stayed higher than the control embryos. This data shows that 
the higher blood velocity did not go away with development. 
Higher mean and peak velocities persisted over time for hy-
poxic embryos.

Microscope:
The microscope used in this experiment was a Leica stereo 

microscope M125 C, along with the pco.camware that record-
ed movies or still images of the hearts. ImageJ (an open-source, 
free imaging software) was used to measure the length and 
width of each embryo’s heart from the cryo-sections. With 
the slide positioned under the microscope, a piece of 0.385 
mm silver-plated craft wire was placed on the slide next to a 
chosen heart. The camera was zoomed in to view the chosen 
heart and wire, and the focus was adjusted to view both objects 
clearly. An image was captured and opened in ImageJ, where 
lines were drawn across the wire diameter, length of heart, and 
width of heart (Figure 9). Lines were measured (in pixels) of 
each of the lines, and a ratio was created of the wire diameter 
in pixels and millimeters. The ratio was then used to calculate 
the heart width and length in millimeters.

Weighing:
6 hearts incubated until day 7(1 control, 3 clayed day 2, 2 

clayed day 3) and 4 hearts incubated until day 9 (1 control, 
3 clayed day 3) were preserved in tubes with PBS. To weigh, 
a Sartorius Precision Scale was zeroed to the weight of one 
weigh boat. Then, a heart was removed from its tube using 
straight forceps and placed onto the weigh boat on the scale. 
Mass was recorded in grams. The process was repeated for 
each heart.

�   Result and Discussion 
Because eggs were windowed early (day 3) for trial one, 

and we suspect the window enabled additional oxygenation 
through the window, we only used the results of trials 2 and 3 
for analysis. Instead, we used trial 1 embryos for practice and 
to test our techniques.

Our data show that chicks inside eggs wrapped in clay to 
simulate hypoxia had (at day 7) a faster blood flow velocity 
through the outflow tract than control embryos, both for em-
bryos inside eggs clayed at day 2 or day 3. Eggs were divided 
into 3 experimental groups: control, clayed on day 2, and clayed 
on day 3. On day 7 of incubation, the average mean blood flow 
velocity increased by 62% from the control embryos for em-
bryos clayed on day 2 of incubation and increased by 66% from 
the control embryos for embryos clayed on day 3 of incubation. 
Figures 10 and 11 show graphs of average mean velocities and 
average peak velocities to display this behavior. These results 
show that hypoxic embryos had, on average, developed both 

DOI: 10.36838/v8i2.61

Figure 9: Image of day 7 embryo heart from pco.camware software. 0.385 
mm wire located on the right side. Shows a relatively large hypoxic heart and 
the process for analysis for reproducibility.

Figure 10: Individual measurements of peak and mean blood flow velocities 
through the ventricular outflow tract at day 7. Higher peak and average blood 
flow velocities can be seen among the embryos that were clayed.

Figure 11: Measured blood flow velocities of the outflow tract of day 7 chick 
embryos. When averaged across categories, there is a significant increase in 
velocity among clayed eggs.
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Additionally, we measured the length and width of the 
clayed and control embryos’ hearts. From stained sections of 
the hearts, approximately corresponding to the middle of the 
heart, where the heart is larger and wider, we found that, on 
average, the hypoxic embryos developed both longer and wid-
er hearts. Figures 14 and 15 show that the hypoxic (clayed) 
embryo hearts were larger than the control embryo’s hearts. 
While cutting the hearts to put onto the microscope slides, 
some of the hearts were sectioned in an incorrect orientation, 
and therefore, we could not get both length and width, but only 
one or the other. That is why some heart measurements only 
have length or width measurements. Also, some embryos were 
not processed for staining, hence we have data from fewer em-
bryos than for previous measurements. These results show that 
the hypoxic embryos’ hearts developed to a larger size. There 
was not enough data to determine differences between eggs 
that were clayed on day 2 and eggs that were clayed on day 3 
of development.

Our results also show that the hypoxic embryos developed 
slightly heavier hearts. Not all the hearts that were dissected 
were weighed, so the data set is smaller than the other exper-
iments, and only includes 1 control heart, which is not ideal. 
Figures 16 and 17 show that, on average, the hearts that de-
veloped in hypoxic conditions weighed more than those that 
developed normally. This shows the larger heart size was due 
to an actual increase of cardiac mass in the hypoxic embryos. 
These findings are significantly hindered by a limited sample 
size.
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Figure 12: Individual measurements of blood velocities through ventricular 
outflow (day 9). Among the eggs incubated until day 9, there is an increased 
blood flow velocity among the clayed eggs, with some outliers in the control 
group.

Figure 14: Individual measurements for heart sizes for each group of eggs 
(day 7). It can be seen that there was a slight increase in the heart size among 
the eggs that were clayed compared to the control group.

Figure 15: Average heart size for each group of embryos (day 7). When 
averaged across groups, a slight increase can be seen in the heart size of the 
control/hypoxic eggs when compared to the control groups.

Figure 13: Average blood flow velocities of the outflow tract of day 9 chick 
embryos. When averaged across groups, there is a significant increase in the 
blood flow velocities among the clayed/hypoxic eggs.
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The first trial of windowed eggs could not be used for data, 
as the method for windowing the eggs exposed the embryos to 
excess air, which made the trial unsuitable to induce hypoxia or 
to provide a suitable control reference. The sample size in this 
experiment was limited due to several issues, such as i) one of 
the incubators that was used did not maintain ideal humidity 
due to frequent use (opening of the door) and decreased viabil-
ity, ii) we could not measure the ratios of heart size to embryo 
size due to no measurements of embryos. This research was 
also done on a limited 3-week period, which did not allow for 
as much testing as we wanted, and limited time to incubate 
eggs. In further research, the same experiment could be con-
ducted with a larger sample size (15-30 viable chicken embryos 
per experimental group), and by leaving the eggs to incubate 
longer (until at least day 12/13), observations of further heart 
defects could be conducted.

Using Welch’s t-test to test for statistical significance, it was 
found that when comparing control vs clayed egg blood flow 

velocities, both peak and average velocities attained a value 
of p<0.01 (p=0.0022 and p=0.001, respectively, along with t 
values of –3.39 and –3.79). This signifies that the results are 
significant, and both measures of blood flow velocities were 
significantly higher in clayed groups. For weight, there were 
not enough samples to run a statistical significance test, so 
more samples would need to be taken.

�   Conclusion 
Mothers with placental issues or locational issues that can 

cause hypoxia are more likely to deliver babies with congenital 
heart defects. Around 1% of babies in the US are born with 
congenital heart defects, and 1 in 4 of these are critical heart 
defects.16 These congenital heart defects form in the early 
stages of embryonic development and are very susceptible to 
different variables, especially a mother's placental health and 
choices, which can affect both changes in the embryo’s access 
to oxygen and blood flow in the embryo’s heart. Both reduced 
oxygen and altered blood flow in hypoxic embryos can lead to 
heart defects. Previous research has not investigated variability 
in heart sizes and weights in early stages of life due to hypoxic 
conditions, nor changes in blood flow velocities in the heart. To 
our surprise, we found that hypoxic hearts are larger than con-
trol hearts (cardiomegaly), and blood flow velocities in hypoxic 
embryos are increased with respect to the control. We did not 
notice other malformations with reference to control hearts.

In our research, we used chicken embryos to model heart 
development and study the effect of hypoxia on heart devel-
opment. Based on our experimental results, we found that 
embryos that develop in hypoxic conditions have altered heart 
development, but more measurements will need to be done in 
the future to confirm our results. Along with this, this experi-
ment is limited due to the use of wet measurements for heart 
weight; future experiments could include dry measurements to 
determine further if heart growth was due to edema or tis-
sue growth. This experiment could also be expanded to other 
animal models—quail, zebrafish, mice—to observe if similar 
results occur. More measurements could be taken to study oth-
er complications. Running this experiment several times could 
eliminate some errors, increase our certainty, and provide better 
insight into hypoxic heart development.
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Figure 16: Individual measurements of the weight of the heart for each 
group (dissected on day 7). This figure shows a slight increase in the cardiac 
mass among the clayed embryos when compared to the control groups. This 
figure supports the previous findings and implies that the increase in cardiac 
size is due to increased cardiac mass.

Figure 17: Individual weights of hearts for each group (dissected day 9). 
Similar to the previous figure, this shows a slight increase in cardiac mass 
among the clayed eggs and implies that the increase in heart size is due to 
increased cardiac mass.
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ABSTRACT: Silk fibroin, the main structural protein of silk, is a biomaterial that has been extensively studied in textile, 
biomedical, and electronic applications. Due to its hydrophobic nature and its ability to assemble into antiparallel, beta-pleated 
sheets, the strength, flexibility, and conformability of fibroin have also led to its use as a coating to prolong produce. This study 
investigates whether the application of a 1% weight/volume aqueous silk fibroin suspension to bananas would prolong their shelf 
life; additionally, it attempts to determine whether increasing the beta-sheet content of the protein via water annealing (exposure 
of fibroin to water vapor in a vacuum at constant temperature) would be more effective than coating alone. Measured parameters 
of fruit spoilage assessed daily in the study were: visible signs of ripening, weight loss, maintenance of turgor, and mold/yeast 
growth. After the 8-day ripening period, bananas coated in fibroin and stored ambiently at room temperature exhibited less visible 
signs of spoilage, lost less weight, maintained more firmness/turgor, and grew fewer molds and yeast than did the control cohort. 
The effect of all measured parameters was slightly more pronounced in the group of bananas that were coated and annealed. 
Considering that one-third of the food produced in this country is never eaten, this research holds the promise of safely and 
effectively enhancing food preservation methods, with the hope of far-reaching societal impacts.  

KEYWORDS: Biochemistry, Structural Biochemistry, Food Preservation, Silk Fibroin, Water-Annealing, Beta-Pleated Sheet. 

�   Introduction
According to a recent study published by the US Environ-

mental Protection Agency,1 more than one-third of the food 
produced in this country is never eaten, wasting the resources 
used to produce the food and creating a variety of downstream 
environmental impacts. Additionally, regarding fruits and veg-
etables specifically, the Food and Agriculture Organization 
of the United Nations estimates a fifty percent loss of crops 
throughout the food supply chain, generally concentrated in the 
post-harvest, distribution, and end-user consumption stages.2 
Food waste contributes to food insecurity, reduced economic 
efficiency, and impaired efforts to address energy conservation 
and climate change. Improving the post-harvest shelf life of 
foods will not only lessen the need for new food production, 
but also reduce projected deforestation, biodiversity loss, green-
house gas emissions, and water pollution and scarcity.

Many treatments to extend the shelf life of perishable pro-
duce have been explored, including cryopreservation, treatment 
with synthetic fungicides, modified atmospheric packaging, 
and osmotic and temperature treatments. Edible coating ma-
terials have also shown utility in food preservation, specifically 
those that demonstrate biocompatibility, biodegradability, an-
tibacterial and antifungal properties, membrane-forming 
ability, and safety. Currently utilized coating materials include 
proteins, polysaccharides, resins, and lipids; however, each lacks 
some of the requisite physical and chemical characteristics of 
the ideal fruit and vegetable coating to prolong shelf life. Some 
desirable physical characteristics of an edible preservative coat-
ing include: barrier properties to control gas and moisture 
transfer; mechanical and tensile strength to resist cracking; and 
transparency to maintain the natural appearance of the fruit. 

Chemically, an ideal edible coating should have antimicrobial 
and/or antioxidant properties to impair or slow the growth of 
pathogens responsible for fruit spoilage, and should preferably 
be naturally occurring materials.

Silk fibroin is a biomaterial that has been extensively studied 
for its potential in textile, biomedical, and electronic appli-
cations.2-4 It has been affirmed by the U.S. Food and Drug 
Administration (FDA) as a non-toxic substance and is clas-
sified as generally recognized as safe (GRAS) for its intended 
use as a surface-finishing agent on food. Silk fibroin is the main 
structural component of silk and is produced by the silkworm, 
Bombyx mori (B. mori). The properties of silk fibroin are derived 
from its structure, which consists of hydrophobic blocks sepa-
rated by hydrophilic acidic spacers.2,4,5 In its natural state, silk 
fibroin forms antiparallel beta-pleated sheets as its secondary 
structure, providing strength and resilience to the protein. Ad-
ditionally, the beta-pleated sheet structure of fibroin, combined 
with its inter- and intra-molecular hydrogen bonding, confers 
high flexibility and conformability of the protein. Notably, pri-
or studies have shown that the beta-pleated sheet content of 
fibroin can be regulated and adjusted based on the time and 
temperature at which fibroin is exposed to water vapor or other 
polar solvents in vacuum conditions (annealing).2,6

Based on prior studies using silk fibroin as an edible coat-
ing for perishable food preservation, and considering that a 
1% weight/volume fibroin solution was noted to be safe and 
efficacious in those studies, we sought to utilize the intrin-
sic properties of silk fibroin, such as its hydrophobicity and 
conformability, to design a 1% weight/volume water-based 
suspension of fibroin that assembles on the surface of minia-
ture bananas upon coating. We also increased the beta-pleated 
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sheet content of the fibroin via water annealing to determine 
whether increasing the content of beta-pleated sheets would 
confer additional benefit in prolonging the spoilage of the 
bananas. Six roughly identical miniature bananas were used 
in the study: two without fibroin added (control), two with 
fibroin solution coating, and two coated with the same con-
centration of fibroin and then water annealed for twelve hours. 
The bananas’ physical appearance, weight loss, loss of turgid-
ity, and presence of microbial growth were then recorded for 
all bananas as indicators of spoilage. This study is designed to 
contribute to the growing body of literature on safe, effective, 
and readily available preservative coatings to help address the 
critical issue of food spoilage.

�   Methods
Sample and Coating Preparation:
Six non-ripe miniature bananas were purchased, ensuring 

they were roughly the same sizes, shapes, and textures, and had 
similar degrees of mechanical damage. Similarities in color/
ripeness, visible evidence of bruising, and texture/firmness to 
light pressure were subjectively assessed by the author. All ba-
nanas were weighed and photographed pre-experiment. Using 
a graduated cylinder, 1 g of silk fibroin powder (Advanced 
Biomatrix CytoSilk lypophilized silk fibroin) was dissolved 
in 100 mL of distilled water to generate a 1% weight/volume 
solution of silk fibroin in a clear plastic container. This was 
accomplished via gentle agitation and mixing until a homoge-
neous, clear, straw-colored solution was obtained. The bananas 
were labeled as follows: 2 bananas served as controls and were 
not treated with the fibroin or annealed (“Control #1” and 
“Control #2”); 2 bananas were coated with fibroin solution 
(“Dipped #1” and “Dipped #2”); 2 bananas were coated with 
fibroin solution, and then water annealed (“Dipped & An-
nealed #1” and “Dipped & Annealed #2”).

All 4 were coated equally and uniformly with the fibroin 
solution by separately submerging each banana in the fibroin 
solution in a gallon-size Ziploc bag. Each banana was com-
pletely submerged in the solution for 60 seconds. All bananas 
were then placed on a drying rack at room temperature (ap-
proximately 21° C) for 4 hours.

Annealing:
After the 4-hour drying period, the 2 bananas labeled 

“Dipped & Annealed #1” and “Dipped & Annealed #2” were 
water annealed as follows. 100 mL of distilled water was 
poured into a vacuum-sealed bag. A small plastic container 
was inverted and placed at the bottom of the bag. The banana 
labeled “Dipped & Annealed #1” was placed on top of the con-
tainer, with care being taken for the water not to contact the 
banana. The bag was then vacuum sealed using a food vacuum 
sealer. This process was then repeated for the banana labeled 
“Dipped & Annealed #2.” Both vacuum-sealed bags were al-
lowed to remain at room temperature (21° C) for 12 hours.

Storage and Sampling Cadence:
All bananas were stored at room temperature (21 °C) for 

the duration of the study period. Weights, in grams (taken on 

a digital scale) and digital photographs of each banana were 
obtained once daily for the duration of the study.

Weight Loss:
Weight loss of each banana, in grams, was calculated by sub-

tracting the weight of each banana on day 8 of the study period 
from the initial weight of each. This data was recorded.

Turgidity and Resistance to Depression:
A 200 g weight was placed on each banana on day 8, and the 

degree of vertical depression by the weight, measured in mil-
limeters, was photographed, measured, and recorded for each.

Fungal Plating and Enumeration:
On day 8, each of the bananas was swabbed, uniformly on 

all sides for 10 seconds, with sterile cotton-tipped applicators. 
Each sterile applicator was then used in a “back and forth” 
manner for a total of 5 seconds to plate material on labeled 
dichloran rose bengal chloramphenicol (DRBC) agar petri 
dishes, with care being taken to uniformly cover the surface 
of each plate. Microbial colony growth was manually counted 
and recorded for each petri dish after the 8-day period.

�   Results and Discussion 
Results:
The four bananas treated with the 1% aqueous fibroin solu-

tion showed less visible signs of ripening and spoilage (i.e., 
less browning and bruising) than the two non-treated controls 
after the 8-day period. The two dipped and water annealed ba-
nanas also showed less visible signs of ripening than did their 
dipped, but non-water annealed counterparts (Figure 1).

Consistent with the volume loss that occurs during fruit 
ripening, all 6 bananas underwent some degree of weight loss 
during the study period. However, the most significant weight 
loss was exhibited in the untreated control cohort. Control ba-
nanas 1 and 2 showed a loss of 9.15 g and 7.34 g (or a 23.91% 
and 22.87% reduction in starting weight), respectively. Banan-
as 1 and 2 dipped in the silk fibroin solution lost 6.84 g and 
7.26 g (18.86% and 19.66%), respectively. Bananas 1 and 2 that 
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Figure 1: Digital photographs document the appearance of all 6 bananas 
between day 1 and day 8: 2 untreated controls, 2 dipped in 1% silk fibroin 
solution, and 2 dipped in 1% silk fibroin solution and subsequently water 
annealed. The most prominent visible signs of ripening occurred in the control 
group. The bananas that were dipped in silk fibroin and those that were dipped 
and water annealed maintained visible evidence of freshness longer, with less 
darkening, bruising, and shriveling seen.
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were dipped and then water annealed lost the least amount of 
weight at 6.54 g and 6.79 g (20.06% and 18.12%), respectively 
(Table 1, Table 2, Figure 2, Figure 3). The average weight loss 
at the end of the study was 23.39% for controls, 19.26% for the 
dipped group, and 19.09% for the dipped and annealed cohort 
(Table 3, Figure 4).

Turgidity of each banana was measured via the degree of 
depression, measured in millimeters, by the application of a 
200 g weight. Given the volume loss of all bananas previously 
recorded, all experienced decreased turgidity after the study 
period, though in different amounts. The depth of depression 
by the weight for Control bananas 1 and 2 was 5 mm each; 
for Dipped bananas 1 and 2, the amount was 1.5 mm and 2 
mm, respectively; and for Dipped & Annealed bananas 1 and 

Figure 2: This graph displays the weight loss of each banana continuously 
from day 1 to day 8 of the study. Bananas in the experimental groups lost less 
weight (i.e. maintained freshness longer) than did the controls. This effect was 
most pronounced in the bananas that were dipped in silk fibroin solution and 
then water annealed.

Figure 4: The bar graph depicts the average percentage of weight loss across 
all 3 cohorts (control, dipped, and dipped & annealed) after the 8 day study 
period. As expected, treated bananas maintained their initial weight better 
than untreated controls.

Figure 3: The bar graph depicts weight loss in each banana on day 8 of 
the study period. Weight loss, associated with fruit ripening and spoilage, was 
most pronounced in the control cohort. Bananas dipped in silk fibroin solution 
lost less weight than controls, and those dipped and subsequently annealed 
lost the least.

Table 1: Daily measured weights of all bananas on days 1 to 8 are shown. 
Calculated changes in weight between day 1 and day 8 are also displayed. 
Weight loss is a physical change associated with fruit ripening and spoilage. 
Consistent with the preservation effect of silk fibroin, those bananas dipped 
in silk fibroin and those dipped and subsequently annealed demonstrated less 
weight loss by the end of the study compared to untreated controls (8.25% vs. 
7.05% average decrease in weight and 8.25% vs. 6.67%, respectively).

Table 2: Reduction in weight of each banana after 8 days is shown. Untreated 
control bananas lost more weight by the end of the study than did either the 
dipped or the dipped and annealed fruit. The bananas that were dipped and 
subsequently water annealed lost the least amount of weight.

Table 3: Average percentage of weight loss in each cohort by day 8 is shown. 
Untreated control bananas lost an average 23.39% of their initial weight at the 
end of the study period, compared to 19.26% for those dipped in silk fibroin 
and 19.09% for the dipped and annealed cohort. Improved maintenance of 
weight corresponds to the preservation effect of the silk fibroin solution.
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Discussion:
According to a 2021 report published by the U.S. Environ-

mental Protection Agency,1 approximately 35 to 36% of the 
U.S. food supply, or roughly 152 metric tons of food, is wasted 
along all the stages of the food supply chain. Notably, approx-
imately 50% of this waste is experienced at the consumption 
portion of the supply chain. Fruits and vegetables, followed 
by dairy and eggs, are the most commonly wasted food items. 
Therefore, safe, effective, and readily available preservation 
methods for perishable foods are imperative.

Silk from Bombyx mori (silkworm) has been extensively 
studied in bioengineering due to its biocompatibility, robust 
mechanical performance, ease of processing, and ready supply.5 
Silk from silkworms is comprised of two primary proteins: seri-
cin (25%) and fibroin (75%). Sericin is a glue-like, amorphous, 
and soluble protein that positions itself across the surface of 
two parallel fibroin fibers, binding them together and helping 
provide structural integrity of the fibers. Sericin can be removed 
from fibroin via a thermochemical process called degumming. 
Silk fibroin, in contrast, is a structural fibrous protein that 
adopts a semi-crystalline structure that imparts stiffness and 
strength. In its natural state, silk fibroin organizes into antipar-
allel beta-pleated sheets. A combination of beta-pleated sheets 
along with inter- and intra-molecular hydrogen bonding helps 
provide both flexibility and conformability.2 These intrinsic 
properties of silk fibroin have allowed the protein to be used in 
a wide variety of biomedical applications, including drug deliv-
ery, biomaterial processing, wound healing, gene therapy, and 
bone regeneration.2-5

Notably, silk fibroin has also been studied in food processing 
as a way to preserve the post-harvest shelf life of perishable 
food. Silk fibroin has been investigated as a component in food 
packaging systems,7,8 as well as an odorless and edible coat-
ing material on the foods themselves.2,9 Prior studies have also 
demonstrated that the beta-pleated sheet content of the protein 
can be increased through a process called water annealing,2,6 in 
which fruit coated with silk fibroin is exposed to water vapor 
in a vacuum-sealed environment and held at constant tempera-

2, the amount was 1 mm and 0.5 mm, respectively (Table 4, 
Figure 5).

To analyze the degree of microbial growth associated with 
fruit spoilage, mold/yeast colonies on agar plates were counted 
for each of the six bananas. Eight days after swabbing and plat-
ing, the agar for Control bananas 1 and 2 had 43 and 39 mold/
yeast colonies, respectively, growing. Dipped bananas 1 and 2 
showed 2 and 0 mold/yeast colonies, respectively. Dipped & 
Annealed bananas 1 and 2 showed 1 and 0 mold/yeast colo-
nies, respectively. This data is presented in Table 5, Figure 6.
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Table 4: The degree of vertical depression (as an indicator of turgor pressure) 
of each banana after 8 days via an applied 200 g weight is displayed. Turgidity 
was preserved in all 4 silk-fibroin treated bananas compared to controls, and 
this effect was most pronounced in the bananas dipped and then annealed. 
Untreated controls underwent ripening and softening sooner, resulting in an 
increased amount of depression with the applied weight.

Table 5: Calculated mold and yeast colony counts grown on DRBC agar 
plates on days 1 to 8 of all bananas. Untreated controls showed the greatest 
degree of mold and yeast growth, associated with fruit spoilage. In comparison, 
silk fibroin dipped bananas grew significantly fewer organisms, and those 
dipped and annealed demonstrated the lowest number of colonies.

Figure 5: The graph demonstrates the degree of vertical depression of each 
banana on day 8 via an applied 200 g weight. The amount of depression was 
greatest in the control group, indicating loss of turgidity associated with 
ripening and spoilage.

Figure 6: Mold and yeast colonies counted on DRBC agar for all bananas 
on days 1 to 8. Graphical representation of organism growth highlights the 
significant decrease in molds and yeast associated with fruit spoilage in the 
treated bananas compared to controls.
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marker for browning seen in ripe bananas would reduce some 
of the more subjective assessments that were made in the study. 
These represent areas of research for future studies.

�   Conclusion 
A 1% weight/volume aqueous silk fibroin solution effective-

ly extended the post-harvest shelf life of bananas in all of the 
parameters measured. This effect was even more pronounced 
in the fruit that was coated and water annealed. It is thought 
that the crystalline beta-pleated sheet coating of the hydro-
phobic fibroin prolongs the freshness of fruit by slowing fruit 
respiration, decreasing water loss and dehydration, and sub-
sequently extending fruit firmness. Water annealing increases 
the degree of beta-pleated sheet content of the fibroin coating, 
thereby enhancing its preservative effect. The implication of 
this study, and that of hopeful future follow-up investigations, 
would be the addition of silk fibroin as a safe, effective, and 
readily available preservative to the armamentarium against 
the staggering effects of food waste.
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ABSTRACT: The combination of single-cell RNA sequencing (scRNA-seq) and 3D bioprinting technologies is transforming 
the field of skin tissue engineering by providing unmatched levels of accuracy and control at the cellular level. This article is 
on the revolutionary developments in skin regeneration with these technologies. Although 3D bioprinting allows one to print 
intricate tissue architecture similar to native skin, it also creates challenges of scalability and proper vascularization. scRNA-
seq overcomes these limitations by offering high-resolution information regarding cellular heterogeneity and gene expression 
patterns in bioprinted tissues. Merging these technologies, scientists can engineer bioprinting approaches and create more 
proficient biomaterials to finally boost the regenerative potential and function of fabricated skin tissues. This review offers a 
systematic overview of the latest research, emphasizing the synergy between 3D bioprinting and scRNA-seq, with their respective 
contribution to the improvement of skin regeneration and the development of more accurate and effective therapeutic strategies.  

KEYWORDS: Biomedical Engineering, Biomaterials and Regenerative Medicine, Skin Regeneration, 3D Bioprinting, Single-
Cell RNA Sequencing. 

�   Introduction
Skin regeneration is an important field of regenerative med-

icine, where technology plays a key role in enhanced clinical 
outcomes in the event of burns, chronic wounds, or trauma.1 
As the largest organ and the initial barrier against insults of 
the external environment, skin is a complex, multilayered tissue 
with heterogeneous cell populations and extracellular com-
ponents having specific biological functions. Rebuilding the 
architecture and functionality of damaged skin is challenging, 
and traditional grafts or scaffolds are insufficient to meet these 
demands.2

The breakthroughs in biomedical engineering have pre-
sented us with two technologically powerful weapons for 
overcoming these challenges: single-cell RNA sequencing 
(scRNA-seq) and 3D bioprinting. Both emergent technologies 
are rapidly transforming skin tissue engineering with mutually 
complementary advantages. scRNA-seq enables one to per-
form high-resolution transcriptomic analysis on the cellular 
level, which enables researchers to reveal cellular heterogeneity, 
gene expression variation, and differentiation programs with 
unprecedented accuracy.3 This information is crucial to fine-
tune cell selection and molecular target identification to guide 
tissue regeneration.

Simultaneously, 3D bioprinting provides the spatially con-
trolled bioprinting of living cells and biomaterials to produce 
structured skin constructs with both structural and functional 
homology to native tissue. By virtue of the capability to model 
the epidermal, dermal, and hypodermal stratified structure, 3D 
bioprinting makes it possible to create tissue models addressed 
to specific patient requirements.4 Combining scRNA-seq 
and 3D bioprinting offers unparalleled potential to boost the 
biological fidelity, integration, and therapeutic potency of en-
gineered skin tissues.5

As highlighted by Murphy and Atala,4 3D bioprinting has 
already demonstrated success in constructing anatomically pre-
cise and viable tissue analogues, setting the stage for broader 
clinical applications. Moreover, Farage et al. 3 emphasize that 
both intrinsic and extrinsic factors, such as aging, environmen-
tal exposure, and systemic conditions, profoundly influence 
skin regeneration, further validating the need for advanced 
approaches that integrate both structural and molecular con-
siderations. The convergence of these technologies marks a 
new era in skin regeneration, bringing us closer to developing 
functional, patient-specific skin grafts for real-world therapeu-
tic use.

�   Literature Review Approach
This review synthesizes existing literature on 3D bioprint-

ing and single-cell RNA sequencing in the context of skin 
tissue engineering. It includes peer-reviewed journal articles 
from fields such as tissue engineering, regenerative biology, and 
bioinformatics. Key studies were selected based on relevance, 
methodological rigor, and impact on the field. Emphasis was 
placed on studies integrating both bioprinting techniques and 
transcriptomic analysis. No direct experimental work was con-
ducted; instead, a comprehensive literature analysis approach 
was used.

�   Advances in Skin Regeneration 
Technologies
Structure and Function of Human Skin:
The barrier function of the skin is intimately associated with 

its stratified nature, in which each stratum has a specific role 
in its protective capabilities. The epidermis, made up primarily 
of keratinocytes, is a hard, impermeable barrier to water that 
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guards against dehydration and invasion by microorganisms. 
Injury to this stratum jeopardizes the protective capability 
of the skin and makes it vulnerable to infection. The dermis, 
located beneath the epidermis, contains collagen and elastin 
and is responsible for strength and elasticity, and contains vital 
structures such as blood vessels, nerve endings, hair follicles, 
and sweat glands. Injury to the dermis, due to second-degree 
burns, can destabilize these structures and affect functions 
such as thermoregulation, regulation of moisture, and sensa-
tion. The hypodermis, which is the innermost layer, is a store 
of energy, an insulator, and a shock absorber. Injury to this lay-
er compromises the body's ability to regulate temperature and 
cushion against physical trauma.1 Additionally, deeper wounds 
can damage nerves and blood vessels, causing pain, numb-
ness, and impaired circulation.2 Figure 1 illustrates the layered 
structure of the skin and its key anatomical features involved 
in protection and function.

Healing Process and Regeneration Challenges:
The skin's healing process involves four overlapping stages: 

hemostasis, inflammation, proliferation, and remodeling. He-
mostasis begins immediately after trauma, with the clotting 
of blood to prevent unnecessary loss of blood. Next, there is 
inflammation, where the immune cells clean out the debris 
and combat any infection. During the proliferation phase, new 
tissue formation takes place, including the regeneration of the 
epidermis and collagen deposition in the dermis. Remodeling 
finally tightens the new tissue and adapts it for function.7

Serious injury presents enormous difficulties for this process. 
Severe damage has the potential to create faulty regeneration, 
chronic wounds, or scarring, which is not as fully functional as 
normal skin. And illnesses like impaired blood supply, infec-
tion, and recurrent trauma can also delay healing. 1 Diabetic 
ulcers, for instance, may not move beyond the healthy stages 
of healing, stuck in an extended inflammatory phase that does 
not allow tissue formation.8 And besides, large wounds need 
massive amounts of tissue formation, which the body cannot 
provide on its own in adequate amounts, resulting in fibrous 
scar tissue that doesn't have the same elasticity or tensile 
strength as healthy skin.9

Clinical Importance of Skin Regeneration:
Skin is the body's largest organ, serving as a crucial barrier 

against environmental damage, pathogens, and physical in-

juries. Effective skin regeneration is vital for treating burns, 
chronic wounds, and other skin-related conditions. The ability 
to restore the skin's structure and function can significantly 
improve patients' quality of life and reduce healthcare costs 
associated with long-term wound care. Seven million people 
worldwide suffer from severe skin injuries each year. For exam-
ple, the World Health Organization (WHO) estimates that 
burns alone cause approximately 180,000 deaths annually, with 
the majority occurring in low- and middle-income countries. 
Additionally, chronic wounds such as diabetic ulcers affect 
millions more, leading to prolonged hospital stays, frequent 
medical interventions, and a substantial financial burden on 
healthcare systems.10

�   3D Bioprinting in Skin Tissue Engineering
Overview and Techniques:
3D bioprinting represents an emerging method of addi-

tive manufacturing that enables the precise production of 
tissue constructs through sequential deposition of bioinks, 
often consisting of living cells, growth factors, and bioma-
terials. A computer-aided design model instructs the spatial 
organization of bioinks in three-dimensional space to allow 
for the fabrication of intricate tissue structures mimicking 
hierarchically organized skin units in native skin. In skin 
tissue engineering, bioprinting can produce stratified layers 
that resemble the epidermis, dermis, and hypodermis, incor-
porating various cell types such as keratinocytes, fibroblasts, 
and melanocytes in their respective layers. These tissues may 
also be seeded with extracellular matrix (ECM) components 
such as collagen, hyaluronic acid, and fibrin to enhance the 
structural integrity and cell-cell interactions. 3D bioprinting 
by incorporating fine control of cell and biomaterial deposition 
provides the capability of tailoring tissue properties such as 
porosity, stiffness, and biochemical content, which are essential 
in replicating the functional and mechanical characteristics of 
native skin. Figure 2 outlines the key steps of the bioprinting 
workflow and illustrates various bioprinting techniques used 
to fabricate engineered tissues.
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Figure 1: The body's largest organ, the skin, is made up of three main layers: 
the epidermis, dermis, and hypodermis. The outer layer, the epidermis, creates 
our color and a water-repellent barrier. The layer underneath the epidermis, 
the dermis, is made up of hard connective tissue, hair follicles, and sweat 
glands. The bottom layer, the hypodermis, is made up of fat and connective 
tissue. These layers combined shield the body from environmental damage, 
pathogens, and physical trauma. 6

Figure 2: The process involves the use of various bioprinting techniques, such 
as inkjet bioprinting, extrusion bioprinting, and laser-assisted bioprinting, each 
with distinct advantages and limitations in terms of resolution, cell viability, 
and material compatibility.4,11 Inkjet bioprinting uses thermal or acoustic forces 
to deposit droplets of bioink, making it suitable for high-resolution printing 
of delicate structures. Extrusion bioprinting, which forces bioink through a 
nozzle, allows for continuous deposition and is ideal for constructing larger 
tissue volumes. Laser-assisted bioprinting employs laser energy to propel cells 
and biomaterials onto a substrate, providing high precision and control over 
the placement of individual cells.
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Recent trends in 3D bioprinting include multi-materi-
al printing, which enables the incorporation of different cell 
types and materials within a single construct to better mimic 
the natural tissue environment. This approach is particularly 
useful for creating skin tissues, which consist of multiple layers 
with distinct cellular compositions and functions. Advances in 
bioprinting also focus on enhancing vascularization within the 
printed tissues to ensure proper nutrient and oxygen supply, a 
critical factor for the viability and function of complex tissue 
constructs.12 The use of bioactive materials that promote cell 
growth and differentiation is another important trend, as these 
materials can significantly improve the regenerative potential 
of bioprinted tissues.13

Innovations and Clinical Applications:
Precedents for the application of 3D bioprinting in tissue 

engineering include studies where bioprinting has been used 
to create complex structures such as vascularized tissues, car-
tilage, and bone. For instance, Homan et al. demonstrated the 
bioprinting of 3D renal structures that mimicked the function 
and structure of native kidney tissues.16 This study highlights 
the potential of bioprinting to create functionally relevant 
tissue constructs. Similarly, Daly et al. developed bioprinted 
cartilage constructs that closely resembled the mechanical 
properties and cellular organization of natural cartilage, show-
casing the versatility of bioprinting in generating various tissue 
types.17 Moreover, Zhang et al. successfully created bioprinted 
bone tissues with integrated vascular networks, emphasizing 
the importance of vascularization for the survival and integra-
tion of bioprinted tissues.18

Studies have demonstrated the potential of 3D bioprinted 
tissues to replicate the structural and functional properties of 
native skin, making them suitable for clinical applications. For 
example, Kador et al. combined 3D printing with radial elec-
trospun scaffolds to control retinal ganglion cell positioning 
and neurite growth, demonstrating the precision of bioprint-
ing in creating structured tissue environments.19 Intini et al. 
explored the use of 3D-printed chitosan-based scaffolds for 
skin regeneration, finding that these scaffolds supported skin 
cell growth and wound healing effectively.20 Kandarova and 
Hayden utilized standardized reconstructed skin models to 
study cellular responses to different bioprinting strategies, pro-
viding detailed insights into the optimization of bioprinting 
techniques for skin tissue engineering.21

Bioactive Materials and Multi-Material Printing:
The development of bioactive materials and the incorpo-

ration of multiple cell types within bioprinted constructs 
represent significant advancements in the field. Zhu et al. high-
lighted the use of bioinks containing growth factors and ECM 
components to enhance cell proliferation and differentiation, 
improving the overall functionality of bioprinted tissues.22 The 
use of multi-material printing techniques enables the creation 
of more complex tissue architectures, better replicating the 
natural environment of skin tissues and enhancing their re-
generative potential.

The rapid advancements in 3D bioprinting for skin tissue 
engineering have been tempered by persistent challenges that 
limit its full potential, such as achieving effective vascular-
ization, scalability, and the precision needed to replicate the 
complex architecture of natural skin.12,13 Additionally, the 
standardization of bioinks remains an obstacle.14 These lim-
itations underscore the need for complementary technologies 
like single-cell RNA sequencing (scRNA-seq), which provides 
a detailed understanding of cellular heterogeneity and gene 
expression dynamics at the single-cell level. By integrating 
scRNA-seq with 3D bioprinting, researchers can refine tissue 
constructs, ensuring that the cellular composition and func-
tion closely mirror those of native tissues.3,15 This integration 
not only enhances the reproducibility and functionality of bio-
printed tissues but also opens new avenues for the development 
of more effective and clinically applicable skin regeneration 
therapies.

�   Integration of Single-Cell RNA 
Sequencing (scRNA-seq)
Role in Analyzing Bioprinted Tissues:
Single-cell RNA sequencing (scRNA-seq) provides 

high-resolution insights into the transcriptomic landscape of 
individual cells, making it a powerful tool for understanding 
cellular heterogeneity, identifying distinct cell populations, and 
tracking gene expression changes during tissue regeneration. 
Figure 3 illustrates the key steps involved in scRNA-seq, from 
tissue dissection to sequencing and cell type identification, 
highlighting its utility in regenerative studies.

Applications in Regenerative Studies:
As the field of skin tissue engineering advances, it becomes 

clear that integrating innovative technologies is essential for 
overcoming current limitations and enhancing regeneration 
outcomes. Despite the significant progress made with 3D 
bioprinting, challenges such as scalability, precision, and ef-
fective vascularization persist. This is where single-cell RNA 
sequencing (scRNA-seq) emerges as a transformative tool. 
By providing high-resolution insights into the transcriptomic 
landscape of individual cells, scRNA-seq allows researchers to 

Figure 3: This technology involves isolating individual cells, reverse 
transcribing their RNA into complementary DNA (cDNA), and sequencing 
the cDNA to obtain detailed gene expression profiles. The resulting data can 
be used to construct a comprehensive map of cellular states and interactions 
within a tissue, revealing the molecular mechanisms underlying tissue 
regeneration and repair. 3,15
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Integration of scRNA-seq and 3D Bioprinting in Skin Tissue 
Engineering:

Building on the advancements discussed in enhancing re-
generative potential, studies exemplifying the use of single-cell 
RNA sequencing (scRNA-seq) and 3D bioprinting in skin 
tissue engineering are critical for advancing the field. These 
studies underscore the importance of effective skin regener-
ation in medical treatments and wound healing. Intini et al. 
revealed that chitosan-based scaffolds support skin cell growth, 
with scRNA-seq confirming their alignment with chitosan 
regenerative properties.20 Farage et al. demonstrated that silk 
fibroin hydrogels, analyzed via scRNA-seq, promote scarless 
skin regeneration by recruiting specific cell populations.3 Ad-
ditionally, Tabib et al. used scRNA-seq to identify age-related 
declines in dermal sheath cells, suggesting potential rejuvena-
tion strategies.15 Kandarova and Hayden applied scRNA-seq 
to optimize bioprinted skin models, enhancing the precision of 
bioprinting techniques.21 Kolesky et al. validated the integration 
of vascular networks in bioprinted tissues through scRNA-seq, 
emphasizing vascularization's role in tissue viability. 12 Finally, 
Kim et al. highlighted the optimization of bioinks that mimic 
the extracellular matrix, with scRNA-seq confirming their role 
in promoting tissue regeneration.5 Collectively, these studies 
demonstrate the pivotal role of integrating scRNA-seq with 
3D bioprinting to advance skin tissue engineering, improving 
outcomes in addressing severe burns, chronic wounds, and oth-
er skin-related medical conditions.

�   Current Challenges and Future
Perspectives
Despite the promising results, several challenges remain. 

These include the scalability of bioprinted tissues, the stan-
dardization of bioinks, and the need for comprehensive 
bioinformatics tools to analyze scRNA-seq data.28,29 Advanced 
transcriptomic techniques, such as spatial transcriptomics 
and multi-omics approaches, are being integrated to provide 
more precise and context-aware insights into cellular behavior 
within bioprinted tissues. For example, spatial transcriptomics 
allows for the mapping of gene expression within the spatial 
architecture of tissues, providing valuable information on how 
different cell types organize and function within engineered 
constructs.30 Additionally, single-cell multi-omics approaches 
combine scRNA-seq with other modalities like epigenom-
ics and proteomics to capture a more comprehensive profile 
of cellular states and interactions.31 The current limitations in 
the resolution and precision of bioprinting techniques need 
to be addressed to create more complex and functional tissue 
constructs. Furthermore, the integration of advanced bioinfor-
matics tools is essential for managing and interpreting the vast 
amounts of data generated by scRNA-seq and related methods, 
which can provide deeper insights into the cellular processes 
underlying tissue regeneration. Future research should focus on 
developing advanced bioinks that mimic the ECM, optimizing 
bioprinting techniques to enhance cell viability, and employing 
scRNA-seq, spatial transcriptomics, and multi-omics ap-
proaches to continuously validate and refine tissue engineering 
approaches.5,32

analyze the cellular composition and gene expression profiles 
of bioprinted tissues. This integration supports the validation 
and optimization of bioprinting strategies, leading to more 
functional and reliable skin constructs. The following sections 
highlight various studies that demonstrate the synergy be-
tween scRNA-seq and 3D bioprinting in the context of skin 
regeneration.

Use Cases in Skin Regeneration:
Precedents for using scRNA-seq in similar contexts include 

studies on the regenerative processes in other tissues and or-
gans. For instance, scRNA-seq has been used to profile the 
cellular landscape of regenerating heart tissue, providing in-
sights into the roles of various cell types during cardiac repair.23 
Similarly, scRNA-seq has been employed to study the cellular 
dynamics in regenerating liver tissue, identifying key regula-
tory genes and pathways involved in liver regeneration.24 In 
the field of neural tissue engineering, scRNA-seq has helped 
uncover the heterogeneity of neural stem cells and their dif-
ferentiation pathways, facilitating the development of more 
effective strategies for neural regeneration.25

In the context of skin tissue engineering, scRNA-seq is 
particularly valuable for analyzing the cellular composition 
and gene expression profiles of bioprinted tissues. By com-
paring these profiles to those of native skin, researchers can 
assess the degree of similarity and identify areas for improve-
ment in the bioprinting process. This approach has been used 
to validate the efficacy of various bioprinting strategies and 
biomaterials, providing crucial information for optimizing 
tissue engineering techniques.3,15 For example, scRNA-seq 
can reveal differences in the expression of key genes involved 
in skin development, inflammation, and wound healing, al-
lowing researchers to fine-tune the bioprinting parameters 
and improve the functional integration of bioprinted tissues. 
Solé-Boldo et al. demonstrated the application of scRNA-seq 
in understanding stem cell heterogeneity within engineered 
tissues, aiding in the optimization of cellular compositions and 
functional outcomes in bioprinted constructs.26 Additionally, 
Guo et al. utilized scRNA-seq to evaluate cellular dynamics 
in skin regeneration, revealing key pathways that contribute 
to tissue integration and repair.27 Similarly, Tabib et al. applied 
scRNA-seq to assess immune cell infiltration in bioprinted 
skin models, leading to improved protocols for creating more 
immunocompatible tissue constructs.15

Another notable application is in the study of skin ag-
ing, where scRNA-seq has been used to identify age-related 
changes in cellular composition and gene expression in hu-
man skin. This research has provided valuable insights into the 
molecular mechanisms of skin aging and potential targets for 
rejuvenation therapies.26 Additionally, scRNA-seq has been 
utilized to investigate the immune response in wound healing, 
revealing the roles of various immune cell populations in tissue 
repair and the resolution of inflammation.27
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�   Conclusion and Outlook
The marriage of 3D bioprinting and single-cell RNA se-

quencing (scRNA-seq) represents an advancement in skin 
tissue engineering. These novel technologies share com-
plementary strengths that overcome the shortcomings of 
conventional techniques and maximize the regenerative capa-
bilities of engineered skin tissues. 3D bioprinting is renowned 
for having the strength of spatial structural control, the po-
tential to develop complex tissue architecture resembling the 
native skin structure in its details. But it has remained con-
fronted by limitations such as scalability, vascularization, and 
standardization of the material.

scRNA-seq overcomes these limitations by achieving 
high-resolution access to molecular and cellular dynamics 
during tissue regeneration. By comparing bioprinted tissue cell 
composition and gene expression profiles, scRNA-seq enables 
us to tailor bioprinting approaches and create more effective 
biomaterial designs. This coexistence broadens our knowledge 
of skin regeneration and makes it possible to generate more 
functional and realistic skin constructions.

With research ongoing, the future progression and inter-
section of scRNA-seq and 3D bioprinting will be crucial to 
regenerative medicine advancement. The two technologies 
possess enormous potential for expanding patient advantages 
as well as developing new, more effective treatments for skin 
repair and regeneration, guiding the future of tissue engineer-
ing.

�   Acknowledgments 
I would also like to express my gratitude to my Stanford 

University mentor, whose support, guidance, and critical re-
marks were vital in directing this research. His regenerative 
medicine and tissue engineering knowledge was invaluable in 
helping me articulate my ideas and significantly added value to 
the quality of this review.

�   References
1. Singer, A. J., & Clark, R. A. (1999). Cutaneous wound healing. 

New England Journal of Medicine, 341(10), 738–746.
2. Tiwari, V. K. (2012). Burn wound: How does it differ from other 

wounds? Indian Journal of Plastic Surgery, 45(2), 364–373.
3. Farage, M. A., Miller, K. W., Elsner, P., & Maibach, H. I. (2008). 

Intrinsic and extrinsic factors in skin ageing: A review. Internation-
al Journal of Cosmetic Science, 30(2), 87–95.

4. Murphy, S. V., & Atala, A. (2014). 3D bioprinting of tissues and 
organs. Nature Biotechnology, 32(8), 773–785.

5. Kim, G., Ahn, S., Yoon, H., Kim, Y., & Chun, W. (2009). A 
cryogenic direct-plotting system for fabrication of 3D collagen 
scaffolds for tissue engineering. Journal of Materials Chemistry, 
19(46), 8817–8823.

6. Proksch, E., Brandner, J. M., & Jensen, J. M. (2008). The skin: An 
indispensable barrier. Experimental Dermatology, 17(12), 1063–
1072.

7. Gurtner, G. C., Werner, S., Barrandon, Y., & Longaker, M. T. 
(2008). Wound repair and regeneration. Nature, 453(7193), 314–
321.

8. Falanga, V. (2005). Wound healing and its impairment in the dia-
betic foot. The Lancet, 366(9498), 1736–1743.

DOI: 10.36838/v8i2.75

	 ijhighschoolresearch.org



	 80	

28. Varani, J., Dame, M. K., Rittie, L., et al. (2006). Decreased collagen 
production in chronologically aged skin. The American Journal of 
Pathology, 168(6), 1861–1868.

29. Zou, Z., Long, X., Zhao, Q., et al. (2021). Ageroprotective effect 
of the HES1 transcription factor. Nature Communications, 12(1), 
4412.

30. Philippeos, C., Telerman, S. B., Oulès, B., et al. (2018). Spatial and 
single-cell transcriptional profiling identifies functionally distinct 
human dermal fibroblast subpopulations. The Journal of Clinical 
Investigation, 128(4), 1780–1795.

31. Keriquel, V., Oliveira, H., Rémy, M., et al. (2017). In situ printing 
of mesenchymal stromal cells, by laser-assisted bioprinting, for in 
vivo bone regeneration applications. Scientific Reports, 7(1), 1778.

32. Komez, A., Yildiz, A., & Ozcelik, B. (2016). Construction of a 
patterned hydrogel-fibrous mat bilayer structure to enhance skin 
regeneration. Journal of Materials Chemistry B, 4(15), 2550–2558.

�   Authors
Jihoo Hyun is a junior at Canyon Crest Academy with in-

terests in genetics, tissue engineering, and bioinformatics. She 
hopes to pursue biomedical research and has participated in 
multiple biology and computer science programs.

DOI: 10.36838/v8i2.75

ijhighschoolresearch.org



© 2026 Terra Science and Education	 81	

Impact of Physiological Stress on Decision Accuracy among 
Elite Chess Players: A Biometric Analysis      

Yash Jayesh Laddha1, Shubh Jayesh Laddha2        
1. Greenwood High International School, No. 8-14 Chikkawadayarapura, Bangalore, Karnataka, 560087, India; yashladdha75@gmail.com
2. Delhi Public School East, Survey No. 43, Dommasandra Post, Bangalore, Karnataka, 562125, India 

ABSTRACT: The impact of physiological stress on cognitive performance in high-pressure environments remains a relatively 
underexplored area of research, particularly in settings such as chess, where decision-making is rapid and cognitively demanding. 
Although heart rate (HR) and cognitive stress responses have been studied in sports and clinical settings, few studies have 
examined their impact in elite-level mental competitions. This study aimed to investigate whether elevated HR and time pressure 
(<30 seconds remaining) negatively affect decision-making accuracy in professional chess players and whether this relationship 
was influenced by age. We analyzed biometric and performance data from 50 publicly available blitz chess games played by 
50 grandmasters. HR data was collected at regular intervals, and move accuracy was calculated using Chess.com’s evaluation 
system. We found that players with higher average HRs (>130 bpm) played with significantly lower accuracy, especially under 
time pressure. A negative correlation and regression model further confirmed that HR was a significant predictor of accuracy. 
Additionally, older players had higher HRs under stress. These findings provide novel evidence of how physiological stress can 
negatively impact mental performance and have important implications for chess players since they highlight the potential of 
biofeedback-based training to improve decision-making in high-pressure scenarios.  

KEYWORDS: Behavioral and Social Sciences, Physiological Psychology, Cognitive Stress, Heart Rate, Chess Performance 
Analysis. 

�   Introduction
High-pressure environments consistently elicit physiologi-

cal stress responses that can impact human cognition.1 In such 
contexts, decision-making under pressure is closely connected 
with biological arousal systems.2,3 Chess, while traditionally 
focused on cognitive skills and tactical ability, offers a unique 
platform for studying this relationship. Its demands on mem-
ory, attention, and problem-solving make it ideal for analyzing 
the effects of stress on decision quality.4

Among the most widely studied physiological markers of 
stress are heart rate (HR) and heart rate variability (HRV), 
which reflect sympathetic and parasympathetic nervous sys-
tem activation, respectively.5 Elevated HR is an indicator of 
sympathetic arousal, often accompanied by mental and acute 
stress.6 HRV, particularly the vagally mediated high-frequency 
component, reflects autonomic flexibility and is inversely re-
lated to stress reactivity.7,8 Research across cognitive, clinical, 
and occupational settings has shown that lower HRV cor-
relates with impaired decision-making, reduced attentional 
control, and poorer performance during high-demand tasks. 
Conversely, individuals with higher resting HRV exhibit better 
self-regulation, faster recovery from stress, and improved deci-
sion-making accuracy under tension.5,9

This relationship becomes significant in high-performance 
environments.6 For example, first responders with low HRV 
have been shown to underperform in simulated emergency 
tasks, while elite athletes with higher HRV scores tend to show 
greater mental resilience during competition.10,11 The same re-
lationship has been observed in eSports, where elite gamers 

have peak HRs exceeding 160 bpm during tournament play, 
reflecting a sympathetic stress state similar to that of Formula 
1 drivers.12-14 These stress-induced elevations in HR are often 
accompanied by increased cortisol levels, supporting the asso-
ciation between cognitive demand and physiological stress.13,15

Chess is a compelling context for studying psychophysio-
logical performance under stress. Despite its lack of physical 
exertion, tournament chess has been shown to elicit marked 
autonomic changes.4,16 Troubat et al. conducted a physiological 
study on competitive chess, finding that players experienced 
an average HR increase from 75 to 86 bpm during gameplay, 
along with a rise in systolic blood pressure and a spike in re-
spiratory exchange ratio (RER), suggesting an acute metabolic 
stress response. These changes occurred despite players being 
physically still, emphasizing the role of cognitive demand in 
activating the sympathetic nervous system.4

Subsequent research has expanded on these findings, using 
HRV and EEG to record real-time psychophysiological re-
sponses in chess players during problem-solving.16-19 Villafaina 
et al. reported that HRV declined significantly as players were 
exposed to increasingly complex chess problems. Interestingly, 
higher-rated players were able to maintain higher HRV values 
than their lower-rated counterparts even under intense con-
ditions, indicating better autonomic regulation.19 This aligns 
with more general findings in performance psychology that 
suggest expert performers are not only more skilled but also 
better able to manage physiological arousal.20

Pereira et al. extended this line of research to younger pop-
ulations, showing that adolescent chess players exhibited both 
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decreased HRV and increased EEG theta power during 
time-constrained decision-making, consistent with height-
ened cognitive load and stress.17 These findings suggest that 
chess performance under pressure involves a coordinated re-
sponse between central (brain) and peripheral (autonomic) 
systems and that physiological markers can serve as valid indi-
cators of cognitive strain.21

In chess, it has been found that time pressure (operationally 
defined as the phase of the game when the player’s remain-
ing time on the clock is less than 30 seconds) increases stress 
responses. Blitz chess, which limits players to 3-10 minutes 
per side, is known to put players under significant HR accel-
eration and neural activation.18,22 Amidzic et al. showed that 
rapid chess gameplay elicited increased gamma-band EEG 
bursts in frontal and temporal regions, reflecting enhanced 
pattern retrieval and working memory load.23 More recently, 
studies have shown that during 1-minute games, players ex-
hibit elevated theta activity in parietal and occipital regions, as 
well as increased right-hemisphere activation associated with 
visuospatial processing.18 These neural changes suggest that 
extreme time constraints force players to rely more heavily on 
intuition and pattern recognition, processes that may be vul-
nerable to stress overload.24,25

Although the relationship between stress and performance 
is well-supported, key topics remain underinvestigated.26 Spe-
cifically, while prior studies have identified general correlations 
between HR/HRV and chess performance, few have estab-
lished a quantitative threshold at which HR reliably predicts 
cognitive decline.19 Unlike physical sports, where performance 
is often known to degrade above certain HR levels (e.g., >160 
bpm in shooting sports), there is no established physiologi-
cal “cutoff ” in cognitive games like chess.27 Moreover, existing 
literature has not adequately addressed whether age moder-
ates the stress–performance relationship. Given that aging is 
associated with decreased HRV and increased cardiovascular 
stiffness, older players may be more susceptible to performance 
degradation at elevated HRs.6,28

The present study addresses these gaps by evaluating wheth-
er elevated heart rate impairs move-by-move decision accuracy 
in elite chess players and whether age influences this relation-
ship. We hypothesized that HRs exceeding 130 bpm would 
be associated with a statistically significant drop in accuracy, 
particularly under time pressure.6 We also explored whether 
older players exhibit heightened HR reactivity and reduced 
performance compared to younger players.6,28 Using a dataset 
of 50 elite-level chess games with publicly available heart rate 
and move accuracy data, we analyzed how physiological stress 
correlated with decision-making performance. By combining 
game accuracy analysis with physiological data, this study con-
tributes novel quantitative evidence on how elevated arousal 
influences decision quality in cognitively demanding environ-
ments like chess.

�   Methods
Participants:
This study analyzed 50 games played by 50 chess grand-

masters, all with FIDE Elo ratings (official rating of the 

International Chess Federation) above 2500 at the time of 
competition (mean Elo rating: 2653 ± 37 Elo (SD)).29 All 
players held the title of Grandmaster (GM). Games were 
sourced from publicly available YouTube broadcasts of elite 
chess tournaments between 2022 and 2024, in which real-time 
biometric heart rate data was visible on-screen. All games were 
played under blitz time controls, defined as 3 to 10 minutes per 
side.22 For anonymity, no player names or identifying details 
were recorded. Player ages ranged from 18 to 55 years (mean 
age: 27.6 ± 6.9 years (SD)) and were grouped into younger 
(≤25 years) and older (>25 years) categories based on previous 
research examining age-related variability in chess perfor-
mance and stress responses.30 This division also approximately 
reflected the median of our sample. Of the 50 grandmasters, 
22 were aged 25 or younger, while 28 were older than 25.

Data Acquisition and Preprocessing:
While several prior studies have used heart rate variability 

(HRV) as a marker of cognitive load and stress regulation, the 
present study focuses exclusively on real-time heart rate (HR) 
due to the nature of the publicly available data.6 Heart rate 
(HR) data was collected every three moves for each game from 
the visible biometric data displayed during the public YouTube 
broadcasts. HR data was measured by wrist sensors worn by 
the players and displayed real-time heart rate values in beats 
per minute (bpm). HR values were recorded and matched to 
corresponding moves by cross-referencing player clocks visible 
on-screen and the move sequence as tracked in real-time using 
Chess.com’s live game interface.31 HR values were recorded 
both for the entire game and separately for moves made during 
time pressure (≤30 seconds remaining on the clock) and during 
normal play (>30 seconds remaining on the clock).

Game accuracy was calculated using Chess.com’s accuracy 
scoring system, CAPS2 (Computer Accuracy Precision Score), 
which evaluates every move using the Stockfish engine, one of 
the strongest chess engines in the world, and compares it to 
the best available option in the position.32,33 The official accu-
racy metric considers how close each move is to the engine’s 
top choice, producing a game-level percentage score ranging 
from 0 to 100. This methodology has been widely adopted in 
online chess analysis.33 Accuracy values were recorded both for 
the entire game and separately for moves made during time 
pressure (≤30 seconds remaining on the clock) and during nor-
mal play (>30 seconds remaining on the clock).

Time pressure was operationally defined as any phase of 
the game in which the player’s remaining time on the clock 
dropped below 30 seconds. This was chosen to reflect a 
widely accepted threshold in competitive chess, under which 
cognitive performance may be compromised due to rapid de-
cision-making and limited working memory.34 Both HR and 
move accuracy were independently measured during these 
time-constrained periods.

To define heart rate groups, we categorized players into 
Low-to-Moderate HR (≤130 bpm) and High HR (>130 
bpm) categories based on their average game heart rate. This 
threshold was chosen based on evidence from the psychophys-
iological literature indicating that heart rates above 130 bpm 
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are associated with a shift toward sympathetic dominance and 
decreased cognitive efficiency under stress.2,35 This division 
also approximately reflected the median of our sample.

Player ages were sourced from FIDE.com and other tourna-
ment coverage, allowing players to be categorized as younger 
(≤25 years) or older (>25 years).36 All extracted data was com-
piled into a dataset that included the following variables: mean 
HR per game, mean HR during time pressure (if applicable), 
mean HR during normal play (bpm), total game accuracy (%), 
accuracy during time pressure (if applicable), accuracy during 
normal play (%), player age group, and HR group.

Statistical Analysis:
All statistical analyses were conducted using Python and 

associated scientific libraries. A significance threshold of p < 
0.05 was used for all tests, and 95% confidence intervals (CI) 
were calculated where applicable. Values are reported as means 
± standard error (SE) unless otherwise noted.

To compare decision-making accuracy between players with 
elevated heart rates and those with lower heart rates, Welch’s 
two-sample t-test was used. This test was selected due to po-
tential unequal variances between groups and was applied to 
compare mean game accuracy between the High HR group 
(>130 bpm) and the Low-to-Moderate HR group (≤130 bpm).

2 paired t-tests were conducted to analyze within-player 
changes in both heart rate and accuracy during time pressure. 
Specifically, players’ mean HR and accuracy values during nor-
mal play (>30 seconds remaining) were compared to values 
recorded during time pressure periods (≤30 seconds remain-
ing) to evaluate physiological and performance changes under 
stress.

To investigate the relationship between heart rate values and 
decision-making accuracy across the dataset, a Pearson cor-
relation analysis was performed. In addition, a simple linear 
regression model was calculated to find whether heart rate 
could significantly predict accuracy using the equation:

Age-based differences in heart rate and accuracy were an-
alyzed using independent two-sample t-tests, comparing 
outcomes between players aged ≤25 years and those >25 years.

�   Result and Discussion 
Results:
Descriptive Statistics:
The overall mean heart rate across 50 games was 129.6 bpm 

(SE = 2.1), and the average move accuracy was 91.2% (SE = 
1.2). Mean heart rate increased from 123.4 bpm (SE = 2.2) 
during normal play to 137.6 bpm (SE = 2.1) under time pres-
sure (≤30 seconds). Similarly, move accuracy dropped from 
94.1% (SE = 1.1) during normal play to 85.2% (SE = 1.4) un-
der time pressure. Age-based differences were also observed: 
older players (>25 years) had a higher mean heart rate 132.9 
bpm (SE = 2.3), and lower accuracy, 90.6% (SE = 1.6), than 
younger players (≤25 years), who averaged 123.8 bpm (SE = 
2.6) and 91.7% (SE = 1.5), respectively.

Result 1: Accuracy by Heart Rate Group:
A Welch’s two-sample t-test was performed to compare 

mean move accuracy between players with high average heart 
rates (>130 bpm) and those with lower heart rates (≤130 bpm). 
The High HR group (n = 26) had a significantly lower ac-
curacy (Mean = 87.9%, SE = 1.5) compared to the Low HR 
group (n = 24) (Mean = 93.2%, SE = 1.2), t = 2.76, p = 0.0082 
(Figure 1), indicating that elevated heart rate is associated with 
a reduction in decision-making performance.

Result 2: Accuracy Under Time Pressure vs. Normal Play:
A paired t-test was conducted to compare player accura-

cy during normal play (>30 seconds on the clock) and time 
pressure intervals (≤30 seconds on the clock) (n = 50 paired 
observations). Accuracy was significantly lower during time 
pressure (Mean = 85.2%, SE = 1.4) compared to normal condi-
tions (Mean = 94.1%, SE = 1.1), t = 4.99, p < 0.001 (Figure 2), 
indicating that high time pressure significantly impairs move 
quality.

Figure 1: Elevated heart rate is associated with reduced move accuracy in 
elite chess players. Bar graph showing mean ± SE move accuracy (%) for 
players with low (≤130 bpm) and high (>130 bpm) average heart rates during 
tournament games (n = 50 games total). Mean accuracy was significantly lower 
in the high HR group (87.9 ± 1.5%) compared to the low HR group (93.2 ± 
1.2%). Welch’s two-sample t-test, **p < 0.01.

Figure 2: Time pressure significantly impairs move accuracy in chess games. 
Bar graph showing mean ± SE move accuracy (%) during normal play (>30 
seconds) versus time pressure intervals (≤30 seconds remaining) during 
tournament games (n = 50 paired observations). Accuracy was significantly 
lower under time pressure (85.2 ± 1.4%) compared to normal conditions (94.1 
± 1.1%). Paired t-test, ***p < 0.001.
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Result 5: Age Group Differences in HR and Accuracy:
Independent T-tests were conducted to examine age-relat-

ed differences in HR and accuracy. Older players (>25 years) 
(n=28) showed significantly higher mean heart rates (Mean = 
132.9 bpm, SE = 2.3) compared to younger players (≤25 years) 
(n=22) (Mean = 123.8 bpm, SE = 2.6), t = 2.62, p = 0.0119 
(Figure 5A). Additionally, while older players had lower accu-
racy (Mean = 90.6%, SE = 1.6) than younger players (Mean = 
91.7%, SE = 1.5), t = 0.5, p = 0.62 (Figure 5B), this difference 
was not statistically significant.

Discussion:
This study provides quantitative evidence that elevated 

physiological arousal, measured via heart rate (HR), is signifi-
cantly associated with reduced decision-making accuracy in 
elite chess players. The hypothesis that sustained HRs above 
a threshold of 130 bpm would correspond to lower accura-
cy was supported across multiple statistical analyses. Players 
with higher average HRs performed significantly worse than 
their lower HR counterparts, both in overall game accuracy 
and under time-pressure conditions. These findings align with 
established psychophysiological theories suggesting that exces-
sive sympathetic activation impairs cognitive functioning and 
working memory, particularly under acute stress and cognitive 
load.1,37,38

Time pressure emerged as a particularly important stress-
or. In blitz-format games, players had limited time to calculate 
complex positions, and their physiological data confirmed a 
significant increase in HR during these moments. This auto-
nomic response was accompanied by a significant drop in move 
accuracy, supporting the idea that stress reduces concentration, 
encourages faster but less thoughtful decisions, and makes deep 
analysis harder.39,40

The relationship between heart rate and performance was 
further supported by a significant negative correlation and a 
significant predictive regression model. Unlike binary thresh-
old models that assume a fixed cutoff, our linear model showed 
that decision accuracy declines continuously as HR increases. 
These results mirror the broader literature on cognitive fatigue 

Result 3: Heart Rate Under Time Pressure vs. Normal Play:
A paired t-test comparing heart rate in normal play versus 

time pressure revealed a significant increase under time pres-
sure conditions (n = 50 paired observations). Mean HR rose 
from 123.4 bpm (SE = 2.2) during normal play to 137.6 bpm 
(SE = 2.1) during time pressure, t = 4.67, p < 0.001 (Figure 3), 
confirming that time pressure elicits physiological stress re-
sponses in elite players.

Result 4: Correlation Between Heart Rate and Accuracy:
A Pearson correlation analysis showed a significant negative 

relationship between heart rate and accuracy across all games 
(n = 50), r = –0.565, p < 0.001. Linear regression further con-
firmed this association, with heart rate significantly predicting 
move accuracy (β = –0.3513, p < 0.001) (Figure 4). The regres-
sion model explained 31.9% of the variance in accuracy (R² = 
0.319), with the following equation:
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Figure 3: Time pressure significantly increases heart rate in elite chess 
players. Bar graph showing mean ± SE heart rate (bpm) during normal play 
(>30 seconds) versus time pressure intervals (≤30 seconds remaining) during 
tournament games (n = 50 paired observations). Mean heart rate increased 
significantly from 123.4 ± 2.2 bpm during normal play to 137.6 ± 2.1 bpm 
during time pressure. Paired t-test, ***p < 0.001.

Figure 5A: Heart rate by age 
group. Bar graph showing mean ± 
SE heart rate (bpm) for younger 
(≤25 years) and older (>25 years) 
chess players (n = 50). Older players 
exhibited significantly higher heart 
rates (132.9 ± 2.3 bpm) compared to 
younger players (123.8 ± 2.6 bpm). 
Independent t-test, *p < 0.05.

Figure 5B: Move accuracy by age 
group. Bar graph showing mean ± 
SE move accuracy (%) for younger 
(≤25 years) and older (>25 years) 
chess players (n = 50). Accuracy was 
slightly lower in older players (90.6 ± 
1.6%) than in younger players (91.7 
± 1.5%), but this difference was not 
statistically significant. Independent 
t-test, ns.

Figure 4: Heart rate is negatively associated with move accuracy across 
games. Scatter plot with linear regression line showing the relationship 
between heart rate (bpm) and move accuracy (%) across all tournament 
games (n = 50). A Pearson correlation analysis revealed a significant negative 
association between heart rate and accuracy (r = –0.565, p < 0.001). Linear 
regression confirmed that heart rate significantly predicted move accuracy (β = 
–0.3513, p < 0.001), explaining 31.9% of the variance in accuracy (R² = 0.319). 
The regression equation was Accuracy = -0.3513 x HR + 136.42.
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have broader implications for other domains, where rapid and 
accurate decisions are critical.47

Future research should build upon these findings by inte-
grating continuous heart rate monitoring, heart rate variability 
(HRV), and neurocognitive markers such as EEG to bet-
ter understand real-time stress responses.20,49 Expanding the 
dataset to include players of varying skill levels, gender, and 
tournament formats will help increase the generalizability of 
these results.
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ABSTRACT: Bipolar disorder and schizophrenia are prevalent neuropsychiatric disorders. Risperidone is an antipsychotic 
drug that has variability among patient responses to it. Astrocytes play a critical role in regulating neurotransmitter levels, 
particularly glutamate. Glutamate is the primary excitatory neurotransmitter; elevated glutamate concentrations in the synapse 
can lead to excitotoxicity, potentially influencing the efficacy of risperidone. This research aims to find how astrocytic glutamate 
uptake influences risperidone’s efficacy. A computational simulation was developed using COPASI, a biochemical pathway 
modeling tool, to explore the dynamics of dopamine and risperidone binding to the D2 under a high glutamate concentration 
of 5 μmol/L. Two trials were conducted: a normal astrocyte model with active glutamate uptake, and a defective astrocyte model, 
where glutamate uptake was absent (Vmax set to 0). Other values were held constant. The results showed that despite simulating 
excitotoxic conditions with high glutamate levels in both models, there was no significant change in risperidone’s binding efficacy 
to the D2 receptor compared to the normal astrocyte model. These observations suggest that, under the utilized experimental 
conditions, glutamate uptake by astrocytes does not directly influence the rate of risperidone binding to the D2 receptor. This 
suggests that there may be other mechanisms influencing risperidone response.  

KEYWORDS: Behavioral and Social Sciences, Neuroscience, Cellular and Molecular Biology, Neurobiology, Computational 
Biology and Bioinformatics, Computational Pharmacology. 

�   Introduction
Schizophrenia and bipolar disorder are two of the most 

prevalent and severe neuropsychiatric disorders, each char-
acterized by significant disruptions in mood, cognition, and 
behavior. Schizophrenia is expressed through symptoms such 
as hallucinations, delusions, disorganized thinking, and cogni-
tive deficits, while bipolar disorder involves episodes of mania 
and/or depression, often accompanied by impairments in ex-
ecutive function, emotional regulation, and memory.1 Despite 
their differences, both disorders share certain neurochemical 
variances that contribute to the dysregulation in dopamine and 
glutamate signaling.

Risperidone, a commonly used atypical antipsychotic drug, is 
prescribed to ease the symptoms of neuropsychiatric conditions 
like schizophrenia and bipolar disorder. Its primary mecha-
nism of action involves antagonism of dopamine D2 receptors 
(D2Rs), reducing excess dopamine activity in key brain regions 
such as the striatum and prefrontal cortex.2 However, patient 
response and outcomes with risperidone vary significantly 
between individuals. Some patients experience effective symp-
tom relief, while others suffer from severe side effects such as 
cognitive impairment, metabolic dysfunction, or psychomotor 
agitation. In some cases, risperidone fails to produce a mean-
ingful therapeutic response at all.3 The variability in treatment 
response suggests that additional neurochemical factors play a 
role in risperidone’s neurotransmitter interactions.

Recent evidence suggests that astrocytes, a specialized type 
of glial cell, may play a crucial but unrecognized role in main-
taining antipsychotic drug efficacy. Traditionally thought to 
be passive support cells, astrocytes are now recognized as ac-

tive regulators of neurotransmission, maintaining homeostasis 
within the central nervous system (CNS).4 One of their most 
critical functions is the regulation of glutamate, the brain’s pri-
mary excitatory neurotransmitter. Astrocytes accomplish this 
by expressing excitatory amino acid transporters (EAATs), 
which actively remove excess glutamate from the synapse and 
recycle it for reuse (Figure 1).5 This process is vital for pre-
venting glutamate excitotoxicity, a condition that results in 
overactivation of glutamate receptors and eventual neuronal 
damage or death.6

Maintaining homeostasis of glutamate levels is particularly 
relevant to behavioral health because glutamatergic dysregu-
lation has been related to schizophrenia and bipolar disorder.7 
Excessive glutamate levels have been associated with cortical 
thinning, synaptic destabilization, and disruptions in neural 
connectivity, all of which contribute to cognitive and emo-
tional impairments observed in these disorders.8 Astrocytic 
dysfunction, whether due to reduced rates of glutamate uptake 
or imbalanced transporter activity, may lead to an accumula-
tion of extracellular glutamate, which in turn can interfere with 
drug-to-neurotransmitter interactions and alter the efficacy of 
antipsychotic drugs.9
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Glutamate, the primary excitatory neurotransmitter, is 
transported to neurons via the synapses. During this process, 
astrocytes initiate glutamate uptake to maintain stable levels 
of glutamate being transported. Excess levels of glutamate in 
the synapse may lead to excitotoxicity, resulting in neuronal 
damage or cell death.

The relationship between astrocytic glutamate regulation 
and risperidone efficacy is not fully understood, yet it may hold 
the key to explaining why treatment outcomes vary among 
individuals. If astrocytic glutamate uptake is compromised, 
excess extracellular glutamate may alter dopamine receptor 
availability and efficacy. This disruption could lead to lower 
risperidone binding affinity for D2Rs, thereby reducing its in-
tended effects on dopamine regulation. Conversely, enhancing 
astrocytic glutamate uptake may improve drug efficacy by cre-
ating neurotransmitter balance, possibly reducing the need for 
higher doses and minimizing adverse symptoms of risperidone 
use.10

This study aims to investigate the role of astrocytes in in-
fluencing risperidone’s pharmacological effects through 
glutamate regulation. By utilizing computational modeling, 
risperidone’s interaction with dopamine D2 receptors will be 
simulated under two conditions: one representing normal as-
trocytic function with active glutamate uptake, and another 
representing a defective astrocyte where glutamate uptake is 
impaired (Vmax = 0). This approach allows for an analysis of 
how astrocytic function influences drug binding kinetics, do-
pamine-glutamate interactions, and overall treatment efficacy.

Understanding how astrocytes contribute to the variability 
in risperidone response has great implications for behavioral 
health. It competes with the longstanding neuron-focused view 
of psychiatric disorders and introduces astrocytes as key regula-
tors of drug activity. If astrocytes are found to play a significant 
role in risperidone’s effectiveness, future pharmacological in-
terventions could more efficiently utilize astrocyte-targeted 
treatments to enhance drug efficacy and develop more per-
sonalized therapeutic strategies for schizophrenia and bipolar 
disorder. By bridging the gap between dopamine and gluta-
mate-based models of mental illness, this study contributes 

to a more holistic understanding of psychiatric disorders and 
their treatment, aiming to eventually improve overall patient 
responses and quality of life for affected individuals.

�   Methods
Hypothesis: If astrocyte-mediated signaling inhibits do-

pamine receptors, then astrocytes influence the efficacy of 
risperidone.

This research study was conducted in three phases: in-
formation gathering, computational model development, 
and simulation. The first phase involved an extensive review 
of existing literature to establish a foundation for modeling 
risperidone’s interaction with astrocytic glutamate uptake. The 
goal was to identify relevant biochemical pathways, kinetic 
parameters, and reaction mechanisms necessary for develop-
ing an accurate computational model. Data sources included 
peer-reviewed journals, pharmacokinetic studies, and neu-
robiological research on dopamine-glutamate interactions, 
astrocytic glutamate transport, and risperidone’s pharmacody-
namics. Various experimental studies were used to find specific 
parameters, such as the binding affinities of risperidone to 
dopamine D2 receptors and the kinetics of glutamate uptake. 
These values allowed for defining the initial conditions, rate 
laws, and reaction equations used in the computational model.

Once the necessary data were collected, a computational 
model was developed to simulate the biochemical interactions 
between risperidone, dopamine, astrocytes, and glutamate up-
take. Biochemical simulation software COPASI (v4.36) was 
used to depict specific drug-to-neurotransmitter interactions. 
The model was designed to capture the role of astrocytic 
glutamate clearance in maintaining a balance in neurotrans-
mitter activity and its potential influence on risperidone’s 
pharmacodynamics. Ligand-receptor interactions were incor-
porated by modeling the binding of risperidone and dopamine 
to dopamine D2 receptors using Michaelis-Menten irrevers-
ible kinetics, with Kon and Koff rates pulled from literature 
sources (Table 2). Glutamate uptake by astrocytes was modeled 
using Michaelis-Menten rate laws to represent EAAT-medi-
ated glutamate clearance. Two conditions were created: one 
where astrocytes actively removed extracellular glutamate 
and another where glutamate uptake was impaired (Vmax = 
0) to simulate astrocytic dysfunction. The model also tracked 
changes in extracellular glutamate and dopamine levels over 
time, allowing for an analysis of how astrocytic function affects 
risperidone-D2 receptor interactions. The initial concentra-
tions for dopamine, risperidone, D2 receptors, and glutamate 
were set based on past experimental data (Table 1). Each reac-
tion was parameterized with literature-derived rate constants, 
Km, and Vmax values to ensure accuracy. After constructing the 
model, preliminary simulations were conducted to confirm 
that the system behaved as expected before experimental sim-
ulations were run.

The final phase involved running simulations in COPASI to 
examine the effects of astrocytic glutamate uptake on risperi-
done’s binding efficacy to dopamine D2 receptors. The model 
was simulated for 600 seconds under two conditions: one rep-
resenting normal astrocyte function, where glutamate uptake 
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Figure 1: Model depicts Calcium Signaling and Glutamate Uptake between 
Neurons and Astrocyte cells. This also shows activation of Glutamate 
Clearance through Calcium Signaling. (Student Produced)
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remained active, and another where glutamate uptake was ab-
sent (Vmax = 0) to simulate impaired astrocyte function. Key 
variables, such as glutamate clearance rates, dopamine fluctu-
ations, and risperidone receptor binding levels, were recorded 
for analysis. Data were exported from COPASI and visualized 
using Microsoft Excel to generate graphs comparing neu-
rotransmitter levels and receptor occupancy across different 
astrocytic conditions. The results were then analyzed to deter-
mine whether glutamate uptake influences risperidone’s ability 
to decrease dopamine signaling, providing insight into how 
astrocytic function may contribute to treatment variability in 
schizophrenia and bipolar disorder.

�   Result and Discussion 

Table 1: Shows the key molecular components and initial conditions utilized 
in the COPASI simulation of the effects of glutamate uptake on risperidone’s 
binding efficacy to D2 receptors.

Table 2: Shows the kinetic values utilized to replicate the movement during 
the various biochemical interactions. The biochemical interactions modeled 
include dopamine to D2 receptor binding, risperidone to D2 receptor binding 
in competition with dopamine, and astrocytic glutamate uptake.

Figure 2: Graph of Trial 1 concentration of DA bound to D2 receptor over 
600 seconds. This trial depicts the concentration of dopamine binding affinity 
with the simulated “normal” astrocyte.

Figure 3: Graph of Trial 2 concentration of DA bound to D2 receptor over 
600 seconds. This trial depicts the concentration of dopamine binding affinity 
to the dopamine receptor with the simulated “defective” astrocyte.

Figure 4: Trial 1 concentration of Risperidone bound to D2 receptor over 
600 seconds. This trial depicts the concentration of risperidone binding 
affinity to the dopamine receptor with the simulated “normal” astrocyte.

Figure 5: Trial 2 concentration of Risperidone bound to D2 receptor over 
600 seconds. This trial depicts the concentration of risperidone binding 
affinity to the dopamine receptor with the simulated “defective” astrocyte.
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Condition A: Normal astrocytic glutamate uptake (Vmax = 
6.367 x 10-¹² M/s)

Condition B: Impaired astrocytic glutamate uptake (Vmax = 
0 M/s)

Hypotheses:
• Null Hypothesis (H₀): There is no significant difference in 

risperidone-D2 receptor binding (RISP) between the normal 
and impaired astrocyte models.

• Alternative Hypothesis (H₁): There is a significant differ-
ence in risperidone-D2 receptor binding (RISP) between the 
normal and impaired astrocyte models.

The sample size was equal to the number of time-point 
measurements for each condition. The α level is 0.05 (5% 
significance level). It was found that the p-value was 1.0 and 
exceeded the alpha level. As such, the null hypothesis is not 
rejected. This means that there is no statistically significant dif-
ference in risperidone binding with the D2 receptor in either 
condition, despite the changes in glutamate uptake.

Discussion:
The results indicate that altering the Vmax of glutamate 

did not significantly affect risperidone binding or dopamine 
receptor activation over a 600-second timescale. This suggests 
that glutamate uptake in astrocytes does not play a major role 
in risperidone’s mechanism of action, or it may be working in 
conjunction with other mechanisms. Risperidone primarily 
functions as a dopamine D2 and serotonin 5-HT2A receptor 
antagonist, and these findings support the idea that its efficacy 
is likely not associated with glutamate transport.

One explanation for the lack of difference between trials is 
that the timescale may not be sufficient to observe downstream 
effects of glutamate modulation. While receptor binding oc-
curs rapidly, changes in neurotransmitter dynamics may take 
longer to be apparent. Additionally, the experimental model 
may not fully capture the complexity of glutamatergic sig-
naling in a biological system. If glutamate uptake influences 
risperidone efficacy, it may be through mechanisms that were 
not reflected in this study.

�   Conclusion 
The findings show that risperidone’s efficacy remains un-

affected by alterations in glutamate uptake. The statistical 
analysis revealed no significant variation in dopamine receptor 
activation or risperidone binding between trials (t = 0.0, p = 
1.0), suggesting that its primary mechanism of action is not 
related to glutamate transport. These results contribute to a 
better understanding of risperidone’s pharmacological effects 
and provide evidence that glutamate uptake does not signifi-
cantly impact its therapeutic function.

Future studies should investigate whether sustained al-
terations in glutamate uptake over longer periods influence 
risperidone’s effects. Additionally, utilizing in vivo experiments 
could better depict the nuances in brain chemistry that con-
tribute to changes in glutamate homeostasis and play a role in 
risperidone’s long-term efficacy.

Analysis:
The experiment aimed to evaluate the efficacy of risperidone 

treatment under two conditions: one with a normal Vmax for 
glutamate and another with Vmax set to zero. Data was col-
lected over a period of 600 seconds for both trials, and key 
variables such as risperidone binding (RISP), dopamine recep-
tor activation (D2-DA), and glutamate concentrations were 
analyzed. Graphs depicting these variables over time were 
generated to compare the trends observed in each trial. A visu-
al inspection of the graphs for D2-DA suggests that there was 
no significant difference between the two trials, indicating that 
modifying the rate of glutamate uptake did not significantly 
impact dopamine receptor activation (Figures 2-3). Similarly, 
the trends show that the RISP values appear consistent be-
tween the two trials (Figures 4-7). To confirm whether there 
was a statistically significant difference in risperidone effica-
cy, a statistical analysis was conducted. A Welch’s t-test was 
conducted comparing risperidone-D2 receptor binding levels 
(RISP) between two simulation conditions:
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Figure 6: Trial 1 concentration of extracellular glutamate. The decrease in 
concentration over time of extracellular glutamate implies that the simulation 
of the “normal” astrocyte is accurate.

Figure 7: Trial 2 concentration of extracellular glutamate. The constant 
concentration of glutamate over time indicates that there is no astrocytic 
glutamate uptake, as intended with the simulated “defective” astrocyte.
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rent scientific understanding of behavior through innovative 
research.

Another area for further investigation is the interaction be-
tween glutamate uptake and other neurotransmitter systems. 
Since schizophrenia involves disruptions in dopamine, sero-
tonin, and GABA pathways, studying how risperidone’s effects 
change under different neurochemical conditions may help in 
developing more patient-specific treatment. Computational 
models could be expanded with additional receptor interac-
tions, and additional experimentation may determine whether 
alternative pathways influence risperidone’s clinical outcomes.
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ABSTRACT: Cutaneous Melanoma is a malignant, dangerous tumor that develops from melanocytes - the only cells that 
synthesize melanin and accumulate it in the skin, hair follicles, and retinal pigment epithelium. Melanin provides pigmentation 
to the skin, eyes, and hair. This substance also absorbs harmful UV rays (ultraviolet rays) and protects cell DNA from sun damage 
and possible further DNA sequencing mutations it may cause. Due to a combination of genetic and environmental factors, some 
melanocytes may undergo malfunction in their genetic apparatus, which leads to their uncontrolled division and proliferation, 
eventually turning into a malignant tumor. In cutaneous melanoma, mutations in the genes BRAF and NRAS most commonly 
predominate among other gene mutations found during melanomagenesis, accounting for 60 percent and 20 percent, respectively. 
This review aims to study melanomagenesis from the perspective of a wide range of internal and external factors, their impact on 
gene alteration, with a detailed examination of the mutated BRAF, NRAS genes, aberrant signaling pathways, and their roles in 
malignant tumor formation. Moreover, this review will discuss potential melanoma therapy by directly targeting mutated genes 
and propose some suggestions for further drug development.  

KEYWORDS: Genetics and Molecular Biology of Disease, Cutaneous Melanomagenesis, BRAF/NRAS Genes, Signaling 
Pathways, Targeted Therapy. 

�   Introduction
Cutaneous Melanoma is one of the most malignant forms of 

skin cancer that targets both men and women, but varies by age 
and different risk factors.1 Cases of melanoma have significant-
ly increased in recent decades and continue to represent one 
of the most life-threatening health conditions. The National 
Cancer Institute estimates the mortality rate will increase by 
65% and the total number of skin cancer cases to surpass 2.3 
million worldwide in 2040.2

Cutaneous Melanoma spreads from the epidermis, and when 
evolving, it penetrates the dermis and subcutaneous tissue. 
Thus, it grows through all layers of skin - epidermis, dermis, 
and hypodermis. Anatomically, these tissues are very well sup-
plied with blood and lymphatic vessels, as well as nerves. This 
is why Cutaneous Melanoma is mostly characterized by ag-
gressive, fulminant development and further rapid metastasis.

Melanomas are mainly caused by gene alterations, and 
most of them have potentially active mutations in genes 
such as BRAF and NRAS. BRAF gene mutations account for 
more than 60% of all cases of Cutaneous Melanoma,3,4 when 
NRAS-mutated melanomas occur in up to 15-20 % of all re-
corded cases.5 NRAS-mutated melanomas are more aggressive 
and associated with a poorer survival prognosis compared to 
melanomas without NRAS mutation.5 The trigger for the oc-
currence of Cutaneous Melanoma is sporadic mutations in 
genes, in addition to genetic predisposition and known risk 
factors associated with it.

The combination of internal and external factors triggers 
the evolution of morphologically and phenotypically diverse 
clusters of mutated melanocytes that develop Cutaneous 

Melanoma. The two known signaling pathways involved in 
malignant formation play a crucial role in uncontrolled tumor 
cell division, proliferation, survival, and metastasis. The ther-
apeutic approaches used today in melanoma management are 
focused on targeting mutated genes that operate dysregulated 
signaling pathways to stop tumor progression.

1. Melanoma:
1.1. Cutaneous Melanoma:
Cutaneous Melanoma is one of the deadliest forms of all 

types of skin cancer and accounts for 80% of the mortality 
rate among all of them.2 There are four major morphological 
subtypes of Cutaneous Melanoma: Superficial spreading mel-
anoma (SSM), Lentigo melanoma (LM), Nodular Melanoma 
(NM), and Acral Lentiginous Melanoma (ALM). 2,6 They dif-
fer by clinical appearance and histological features, along with 
diagnostic biomarkers, propensity for rapid metastasis, survival 
rates, and treatment approaches. The data shows the number 
of reported cases corresponding to SSM (70%), LM (4 −15%), 
NM (5%), and ALM(2–5%) of the reported cases. 2,7

Cutaneous Melanoma results from mutations in melano-
cytes - pigment-producing cells that are present in the stratum 
basale of epidermis. It is a basic single row layer of skin cells 
called keratinocytes, which physiologically undergo continu-
ous cell division and therefore promote skin cell renewal. The 
major function of melanocytes is the production of melanin, 
which, when consumed by keratinocytes, forms a shield above 
the cell’s nucleus to protect its genetic material. During em-
bryogenesis, these two types of cells present in the skin derive 
from two different embryonic origins. Keratinocytes origi-
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nate from the surface ectoderm, a superficial layer that builds 
epithelial tissues, whereas melanocytes are formed from a 
multipotent stem cell of the neural crest. This difference in 
embryonic origin gives melanocytes “special abilities” or inbuilt 
potential to express many signaling molecules and factors that 
promote rapid invasion, migration, and propensity to rapidly 
metastasize to other organs when not promptly addressed.8 
Gene mutations caused by alignment of many factors result in 
uncontrolled cellular proliferation, tumor formation, and ful-
minant metastasis after malignant transformation.

Another crucial feature that characterizes Cutaneous Mel-
anoma is its heterogeneity due to the tumor transformation 
of melanocytes to form genetically divergent subpopulations 
of cells with different morphological and phenotypic profiles 
composing the tumor. These subpopulations are present in the 
form of a small fraction of cancer stem-like cells (CSCs), re-
sponsible for the promotion of melanoma progression, drug 
resistance, and recurrence, and many non-cancer stem-like 
cells (non-CSCs) that play supportive and regulatory roles in 
melanogenesis.9

1.2. Epidemiology of Cutaneous Melanoma:
According to the American Cancer Society, Melanoma has 

become the third most common type of skin cancer and the 
fifth among all types of cancer in the US. The same source pre-
dicts that 100,640 new cases of melanoma will be diagnosed 
in 2024 (58,8% of men and 41,2% of women), with the ex-
pected 8,290 deaths (65,5% and 34,5%, respectively).10,11 Over 
the two decades, the observed rate of Melanoma has increased 
from 18,1 in 2000 to 23,8 (per 100,000 population) in 2021 
(Figure 1), based on data published by the National Cancer 
Institute (USA). At the same time, it demonstrates the lower-
ing of the death rate from 2,7 to 2,0, respectively.10

�   Methods

�   Result and Discussion 

From a global perspective, Cutaneous Melanoma has be-
come a life-threatening condition for an increasing number of 
people. In 2022, it ranked in the top 20 of the most common 
types of cancer and caused 58667 deaths.

Worldwide statistics for 2022 show the incidence rate of 
Melanoma varies depending on geographical location and 
ethnicity. When analyzing the diagrams below (Figure 3), it 
becomes evident that Melanoma is prevalent among popula-
tions of European and North American countries, where the 
Caucasian population dominates among other ethnic groups. 
Altogether, these two regions come up to 78,1% (259,128) 
of all cases of cutaneous melanoma determined in 2022. The 
mortality data show lower indices in the North American re-
gion, in contrast to the other regions. This fact may indicate 
good diagnostic procedures that allow early melanoma de-
tection, population awareness, and/or accessibility to modern, 
effective treatment schemes.
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Figure 1: Rate of New Cases of Cutaneous Melanoma among all races, both 
sexes. The steady growth of new cases of Cutaneous Melanoma has been 
noted since the early 90s, while the death rate has stayed mainly unchanged. 
Data was acquired from the National Cancer Institute.10

Figure 2: Cancer incidence and Mortality statistics. Among other types of 
cancers in 2022, the incidence and mortality rates of Cutaneous Melanoma 
have the 17th and 22nd ranking, respectively. Data was acquired from the World 
Health Organization.12
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1.3. Risk factors:
For the manifestation of Melanoma, there are a few im-

portant risk factors that may play a crucial mutagenic role in 
its development. It is also important to emphasize that hav-
ing risk factors in addition to genetic predisposition highly 
increases the possibility of developing any pathological condi-
tion, including melanomagenesis.

•	 UV radiation
The major risk factor associated with Cutaneous Melanoma 

is exposure to ultraviolet (UV) rays, such as solar and artificial 
UV radiation. Here, it is important to note that sunburn his-
tory (especially in childhood) has a much higher Relative Risk 
(RR) of 2,03 in comparison with Intermittent sun exposure 
(RR=1.61) and Sunbathing (‘ever’ intentional sun exposure; 
RR=1.44). It can be explained by the fact that children’s skin is 
thin, has less protective melanin, and when it faces aggressive 
sunlight, sun-damaged cell DNA structures form permanent 
mutations due to immature DNA repair systems. Accumulat-
ing additional gene mutations over the lifetime, in addition to 
other external factors, significantly increases the risk of cuta-
neous melanoma development. 13-16

•	 Phenotype
Caucasian ethnicity brings a higher risk of melanoma de-

velopment, especially when this factor coincides with other 
ones. Therefore, people with lighter skin color, in addition to 
having red/blond hair, blue/green eyes, and skin that freck-
les and burns easily, are at increased risk. It is supported by 

the data from the WHO incidence rate above, which demon-
strates 78% of all cases detected in 2022 in North American 
and European regions (Figure 2), with the ethnical prevalence 
of the caucasian population. It may be caused not only by the 
amount of melanin in the skin, but also by the type of mela-
nin produced by melanocytes. It is known that there is a type 
difference in melanin presented in a darker or lighter skin - 
Eumelanin (dark pigment) and Pheomelanin (red/yellow 
pigment). It is also proven that Eumelanin has a higher UV 
protective potential in comparison to Pheomelanin.16,19

•	 Lifestyle habits
Consumption of liquors and spirits showed to be signifi-

cantly correlated with melanoma, with the highest intake 
(>3.08 g/day) associated with a 47% increased melanoma risk 
compared with the lowest intake (0–0.13 g/day).13 Drinking 
alcohol can make the skin more sensitive to sunlight, decrease 
skin immunity, increase the toxic burden of alcoholic metabo-
lites and oxidative products, causing gene mutations that lead 
to elevated vulnerability to skin cancer.17,19

•	 Immunosuppression
A decrease in immunity in general affects the state of the 

body and its ability to withstand external challenges, since 
immune surveillance of external and internal environmental 
factors is weakened. In this regard, the risk of cutaneous mel-
anoma development and its resistance to immunotherapy also 
increases along with other pathological conditions.18,19 Thus, 
immunodeficiency present in patients with HIV in Caucasians, 
Transplant recipients (renal), Non-Hodgkin’s lymphoma, and 
Chronic lymphocytic leukemia correspond to the following 
rates of Cutaneous Melanoma: IR > 10-fold increased, RR: 
3.6, RR: 2.4, and RR: 3.1, respectively.13

•	 Age
Based on the data presented by the National Cancer Insti-

tute (USA), the average age of the most frequently diagnosed 
skin melanoma among people is 65-74 (Figure 4), with the 
mean age of 66 years from 2017-2021.10

In addition, another source demonstrates a wider time peri-
od of 1992-2011 and proves the same melanoma manifestation 
rate of 55 years old 53%.20 The undeniable correlation between 

Figure 3: Incidence and Mortality Statistics per Region. On the worldwide 
scale, Europe and North America demonstrate the highest incidence and 
mortality rates of Cutaneous Melanoma with 44.1% and 34.0% of new cases 
and 44,6% and 22,4% of deaths in 2022, respectively. Data was acquired from 
the World Health Organization.12

Figure 4: Percent of new cases of Cutaneous Melanoma. It is observed that 
the majority of new cases of Cutaneous Melanoma are mainly found in the age 
group of 65-74 years. Data was acquired from the National Cancer Institute.10
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melanomagenesis may include a shared family lifestyle of fre-
quent sun exposure, a family tendency to have lighter skin tone, 
certain gene changes (mutations) that run in a family, or a com-
bination of these factors.12

•	 Moles (Nevi)
Moles, or nevi, are benign growths of melanocytes consid-

ered to have both direct precursors and markers of increased 
risk for melanoma. People with >100 moles are at a seven-fold 
increased risk of developing melanoma in comparison to those 
with <15.22 Guidelines suggest these moles should be constant-
ly surveyed based on the ABCDE criteria (asymmetry, border 
irregularity, color variation, diameter >6 mm, and evolution), 
and if suspected, surgically removed with margins of at least 
2 mm.23

2. Gene mutations:
2.1. Melanomagenesis:
Melanoma is a tumor composed of cells with different mor-

phological and phenotypic profiles that form the basis for the 
phenomenon known as tumor heterogeneity. All these mor-
phologically and phenotypically diverse cells are derived from 
normal melanocytes that have been pathologically transformed 
during melanomagenesis.

The genetically divergent subpopulations of tumor cells 
are represented by a small fraction of CSCs and many non-
CSCs. These two malignant cell types differ by their stemness 
abilities, proliferative potential, differentiation, plasticity, meta-
static activity, as well as treatment response. Other cells that are 
usually contributed to the normal skin morphology, such as ke-
ratinocytes, fibroblasts, endothelial and different immune cells, 
also play a vital role in tumor formation by releasing signaling 
molecules, growth factors, and cytokines that enable tumor for-
mation and metastatic activity.

Melanoma tumor CSCs, also called Melanoma stem-like 
cells (MSC), are characterized by stemness properties-depen-
dent protein markers - unique surface proteins associated with 
aberrant signaling pathways employed during tumor progres-
sion, drug resistance, and relapse. As a result of their origin, 
these cells have evolved genetically to evade drug toxicity and 
to promote tumor progression and metastasis. This feature may 
also explain why most available therapeutic approaches target-
ing MSCs tend to fail, and melanoma continues to proliferate 
and expand by spreading metastasis to nearby lymph nodes and 
other parts of the body.24,25

Many functional genes, such as BRAF, CDKN2A, NRAS, 
TP53, and NF1, are significantly altered by different mutations 
and associated with melanoma.

Among them, the most common are BRAF and NRAS, with 
BRAFV600E alteration found in 50% of all melanoma cases.9

Since Melanoma is a tumor with heterogeneity, it 
demonstrates high levels of biological complexity during 
Melanogenesis. Consequently, melanoma cells undergo genet-
ic, epigenetic, and/or phenotypic modification to survive in the 
human body.

Epigenetic alterations may play a crucial role in melanom-
agenesis, as these modifications in the cell genome without 

older age and the occurrence of cutaneous melanoma develop-
ment may account for the conclusion that melanomagenesis is 
a process of accumulating gene damage caused by many inter-
nal and external factors over a lifetime before turning normal 
melanocytes into malignant transformation.

•	 Sex/Gender

When studying global statistics from the perspective of sex/
gender ratio, the data shows that males are more susceptible 
to Cutaneous Melanoma development. According to Glob-
al Cancer Observatory melanoma statistics, North America, 
along with Australia / New Zealand regions, demonstrates 
the biggest spread of incidence level between the two genders, 
where males are more often diagnosed with melanoma than 
females (Figure 5).12 The possible conclusions that can be 
drawn from these statistics, excluding factors related to both 
sexes, are factors typical for men, such as risky sunbathing/sun 
exposure behavior, a higher level of alcohol intake, less aware-
ness or melanoma alertness, and a lower conscious approach to 
health as a whole.

•	 Genetic Predisposition
Another crucial factor is genetic predisposition, which can 

be explained by the gene mutation shared between family 
members, as well as the common lifestyle habits and the same 
family phenotype. The risk of melanoma is higher if one or 
more of the first-degree relatives (parents, brothers, sisters, 
or children) have had melanoma or familial atypical multiple 
mole and melanoma (FAMMM) syndrome. Around 10% of 
people with melanoma have a family history of the disease.

Inherited BRAF and NRAS somatic gene mutations are 
characterized by incomplete penetrance, predisposing to 
melanoma formation, meaning that more elements need to 
accumulate to bring the disease to manifestation. Mutations 
in the CDKN2A gene are rare in sporadic cases but have been 
implicated in up to 30% of hereditary melanomas.21 Since 
melanomagenesis is a multifactorial process, it requires spe-
cific genetic, epigenetic, and additional risk factors to coincide 
and be accumulated in one organism. The increased risk of 

DOI: 10.36838/v8i2.93

Figure 5: Incidence rates of Cutaneous Melanoma per sex, per region. It is 
demonstrated that on a worldwide scale, males in comparison with females are 
more prone to getting melanoma. Data was acquired from the World Health 
Organization. 12
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intermittently exposed to ultraviolet radiation (UVR) skin 
demonstrate mainly BRAF and NRAS mutations. Melanomas 
on chronically sun-damaged skin exhibit multiple gene muta-
tions, where the frequency of the BRAF mutation declines and 
becomes rare.38-40 BRAF mutations in cutaneous melanoma 
are most common on the trunk (affecting the head and neck 
less frequently), on skin without marked solar elastosis, and 
at a younger age, thus suggesting a pathophysiology role for 
intermittent UV exposure in early life rather than chronic sun 
damage.26, 41 BRAF-mutated melanomas arise early in life at 
low cumulative UV doses, whereas melanomas without BRAF 
mutations require accumulation of high UV doses over time. 
BRAF mutations in cutaneous melanoma are independently 
associated with age, anatomic site of the primary tumor, and 
the degree of solar elastosis at the primary tumor site.41

2.3. NRAS mutation:
NRAS mutations are found in 15%–20% of melanomas. The 

NRAS gene mutation was the first oncogene identified in mel-
anoma in 1986.

The NRAS gene is located on chromosome 1 (1p13.2) and 
encodes the protein NRAS that acts as a GTPase and plays 
the role of a molecular switch between active and inactive 
states. Commonly, NRAS mutations are found at codons 12, 
61, or, less frequently, 13, and represent single-nucleotide mu-
tations.42,50

Whereas a mutant NRAS(Q61) gene disrupts the GTPase 
activity of RAS, locking it in its active conformation, lead-
ing to continuous activation of the MAPK/ERK pathway. 
NRAS(G12) and NRAS(G13) mutations contribute to the 
structural changes in the protein, thus decreasing its sensi-
tivity to GTPase-accelerating proteins and also resulting in 
sustained activation of the MAPK/ERK pathway, although 
to a lesser degree. PI3K/AKT (phosphoinositide 3-kinase) is 
another pathway that can be altered by the NRAS gene mu-
tation.43, 44

Typical patients harboring the NRAS mutation tend to be 
older (over 55) and have a history of chronic ultraviolet (UV) 
exposure.45-47 The lesions are usually located at the extremities 
and have greater levels of mitosis than BRAF-mutant mela-
nomas. Moreover, NRAS mutations are associated with lower 
rates of ulceration and thicker primary tumors. Histologically, 
mutant NRAS tumors are more aggressive than other subtypes, 
have elevated mitotic activity, and have higher rates of lymph 
node metastasis.48-50

2.4. Signaling pathways:
Signaling pathways play an important role in the regulation 

of many biological processes. Studying and a deep understand-
ing of their perplexing mechanisms, alterations that eventually 
replace normal physiological conditions due to the malfunc-
tion of mutated genes, offers a way to develop efficient targeted 
therapeutic approaches to the treatment of cutaneous melano-
ma.

changing its DNA sequence may regulate gene activity through 
DNA methylation, histone modification, non-coding mi-
croRNA activity, or chromatin remodeling. As a result of this, 
certain DNA sequences, encoding certain proteins, can be 
turned on/off, altering their functional task.

Therefore, in order to understand Melanoma development, 
possible pathway activations, and its response to the applied 
drug treatment procedures, gene mutations should be exam-
ined carefully.

2.2. BRAF mutation:
BRAF is one of the most important genes related to mela-

noma formation, as more than 60% of all cutaneous melanoma 
cases have been proven to have mutations in this specific gene. 
BRAF is a member of the RAF kinase family, which plays a 
significant role in the regulation of essential physiological 
cell functions. The BRAF gene is located on chromosome 7 
(7q34) and encodes the BRAF protein, a 94 kDa intracellular 
enzyme of 766 amino acids. It is involved in the Mitogen-Ac-
tivated Protein Kinase/Extracellular Signal-Regulated Kinase 
(MAPK/ERK) signaling pathway. The MAPK/ERK path-
way consists of a chain of intracellular proteins that regulates 
normal cell growth, differentiation, proliferation, and apopto-
sis.26,27

In other words, the final goals of this signaling pathway in 
physiological conditions are the control of cell cycle progres-
sion and the regulation of their life cycle through apoptosis.28

Single-point mutations can turn BRAF into an oncogene 
that is found predominantly in cutaneous melanoma.29 Among 
of all cases of Cutaneous Melanoma caused by BRAF gene 
mutations, more than 90 % are taking place at codon 600.3,4 

At this point, single nucleotide mutation (BRAFV600E: nu-
cleotide 1799 T > A; codon GTG > GAG changes aminoacid 
encoding from valine (V) to glutamic acid (E), and results in 
a 480-fold increase in BRAF protein kinase activity compared 
with its native form.26,30

Another most common mutation at codon 600 is 
BRAFV600K, substituting valine (V) for lysine (K), 10-20 % 
(GTG > AAG).31 Other rare two-nucleotide variation of the 
predominant mutation are BRAFV600R (GTG > AGG) (<5%), 
BRAF V600 'E2' (GTG > GAA) (<1%), and BRAFV600D (GTG 
> GAT) (<5%), V600M (<1%) and V600G (<1%).26, 32-36 It is 
important to emphasize that both single and two-nucleotide 
mutations significantly affect the kinase functionality, causing 
cell mutagenic activity to drastically increase. The prevalence of 
BRAFV600K has been reported as being higher in some popu-
lations. Thus, V600K activating mutations were more common 
than previously reported and occurred at a rate of 20% in the 
Australian population that has chronic UV exposure. 35,37

Exposure to ultraviolet light is a major causative factor in 
melanoma, although the relationship between risk and ex-
posure is complex. For example, in light-skinned people, the 
group that is predominantly affected by melanoma, tumors 
are most common on areas that are intermittently exposed to 
the sun, such as the trunk, arms, and legs, rather than on ar-
eas that are chronically exposed to the sun, such as the face. 
In melanoma, tumors arising in non-sun-exposed areas and 
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MAPK/ERK pathway:
A special role in the process of melanogenesis is played by 

the mitogen-activated protein kinase (MAPK) pathway, which 
regulates cell survival, proliferation, differentiation, apoptosis, 
and cell response to different stress factors.

The MAPK signaling pathway is a complex network of 
signaling cascades, including several branches with different 
functional characteristics and biological consequences.

One of the powerful activators of MAPK signaling pathways 
is epidermal growth factor (EGF).57 It activates the MAPK 
cascade, starting with phosphorylation and activation of kinas-
es at the top of the cascade, such as RAF, MEK, and ERK. This 
process leads to signal transduction from cell surface receptors 
to target sites inside the cell, initiating various cellular respons-
es such as growth, proliferation, differentiation, and survival.

Phosphorylation and dephosphorylation determine their 
functional activity inside the cell, playing a key role in regulat-
ing the activity of MAPK kinases.

Dephosphorylation of MAPK kinases ensures the shutdown 
of the signaling cascade and the return of the cell to the base-
line level of activity. This process can be carried out by various 
enzymes (phosphatases), which remove phosphate groups, 
thereby reducing the kinase activity of MAPK. Like phosphor-
ylation, dephosphorylation is a key mechanism for regulating 
cellular signaling pathways. Dephosphorylation allows the cell 
to precisely control its responses to external signals and main-
tain homeostasis within the cellular environment. This balance 
between phosphorylation and dephosphorylation significant-
ly affects cellular functions and the general condition of the 
organism. Understanding these mechanisms is important for 
the development of new treatments and diagnostics for many 
diseases associated with dysfunction of cell signaling.58

Mutations in the BRAS and NRAS genes turn on the li-
gand-independent activation of MEK or Mitogen-Activated 
Protein Kinase Kinase, also known as MAP2K, bypassing pri-
or binding of epidermal growth factor (EGF) to its receptor 
(EGFR) on the cell membrane that normally leads to the acti-
vation of MEK. The whole MAPK/ERK pathway represents 
a cascade of biochemical reactions during which several key 
proteins are being activated in a sequence: RAS-RAF-MEK-
ERK. The last one translocates signals to the cell nucleus, 
promoting cell proliferation, differentiation, and survival. Dys-
regulated of gene mutation MAP/ERK pathway results in 
uncontrolled cell growth and the formation of tumors, as well 
as the inhibition of apoptosis.51

PI3K/AKT/mTOR pathway:
Another crucial pathway employed in melanomagenesis is 

PI3K/AKT/mTOR. It plays an important role in cell growth, 
survival, and metabolism. Like the MAPK signaling path-
way, the PI3K/Akt/mTOR pathway is activated in response 
to extracellular signals, such as growth factors and cytokines, 
through the activation of tyrosine kinase receptors (RTKs) 
and other cell surface receptors. Activated PI3K/AKT/mTOR 
pathway through a series of biochemical reactions leads to the 
activation of mTORC1 that promotes protein synthesis, cell 
growth, and survival.

However, when dysregulated, this pathway is often observed 
in melanoma due to genetic alterations, such as mutations and 
amplifications in pathway components.51,52

This pathway, along with cell growth and survival, confers 
resistance to applied therapies.

The two pathways - MAPK/ERK and PI3K/AKT/mTOR 
(Figure 6) often interact and may be simultaneously activated. 
It can contribute to more aggressive tumor cell proliferation, 
development, and treatment resistance.51

The scheme presented in Figure 6 demonstrates the key 
components of both pathways that are initiated at the same 
site and through the alternative biochemical reactions lead to 
the same biological response.

3. Therapies:
The earlier applied therapeutic methods in addressing mel-

anoma were limited to Surgical Resection, Chemotherapy, 
Radiation therapy, and Immunotherapy. Nowadays, the tra-
ditional approach to melanoma treatment is being extensively 
developed in the direction of Targeted Therapy. It is focused 
on reaching the dysregulated pathways of genes involved in cell 
growth, their differentiation, and functionality. Melanomagen-
esis and its further development are mediated by genetic and 
epigenetic alterations amplified by the variety of risk factors 
that make changes to the multiple signaling pathways, includ-
ing MAPK/ERK, PI3K/AKT/mTOR, and other ones not 
mentioned in this paper ( JNK and Jak/STAT pathways).9, 53, 54

However, the biggest challenge and main issue in targeted 
therapy presented by inhibition of mutated BRAF and NRAS 
genes turned out to be Drug resistance and Melanoma recur-
rence.

It has been stated that melanoma progression and treatment 
failures are attributed to tumor heterogeneity due to geneti-
cally divergent subpopulations – CSCs and non-CSCs. The 
stemness property of CSCs (MSCs) leads to increased drug 
metabolism, enhanced repair capacity of damaged DNA, reac-
tivation of drug targets, overactivation of growth and survival 
signaling pathways, amplifications, and impaired activity of 
apoptosis/autophagy-dependent pathways.55,56
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Figure 6: Signaling pathways involved in BRAF and NRAS gene mutations.
The main role in melanomagenesis is played by two pathways- MAPK/
ERK and PI3K/ERK, which often can interact and may be simultaneously 
activated, leading to more aggressive tumor cell proliferation and treatment 
resistance. (made in https://www.biorender.com/)
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Both signaling pathways studied in this review paper, 
MAPK/ERK and PI3K/AKT/mTOR, are interconnected at 
multiple points, and inhibition of one of them may not only 
fail to stop the development of the disease but also provoke its 
active growth by the activation of the other signaling cascade.

Improved clinical outcomes and treatment efficiency might 
be reasonably developed by the intersection of MAPK/ERK 
and PI3K/AKT/mTOR pathways simultaneously.9

The table below presents the major treatment procedures 
applied to the cutaneous melanoma provoked by BRAF and 
NRAS mutations:59-61

�   Conclusion 
Melanoma is a malignant tumor composed of genetically di-

vergent subpopulations of cells, presented by a small fraction of 
CSCs and many non-CSCs. Due to tumor heterogeneity and 
special properties of CSCs cells, Melanoma is prone to rapid 
development and metastasis in different organs of the human 
body, which affects treatment outcomes and life prognosis. The 
data presented in this review paper demonstrate that different 
risk factors such as UV radiation, Phenotype, Age/ Gender, 
Lifestyle behavior, Family disease history, and Health condi-
tion, along with genetic mutations, play a crucial role in the 
development of Cutaneous Melanoma.

Mutations in the genes BRAF (60%) and NRAS (20%) 
most commonly dominate among other gene mutations found 
during melanomagenesis and cause dysregulation in MAPK/
ERK and PI3K/AKT/mTOR signaling pathways responsible 
for cell growth, differentiation, and functional activities. In-

terconnectedness between the two major signaling pathways 
results in the targeted treatment failure and disease recurrence 
when singly addressed.

Over the past few decades, treatment options for cutane-
ous melanoma have advanced significantly, improving survival 
rates in patients with BRAF and NRAS mutations. However, 
not all the driver mutations are effectively targeted, especially 
in NRAS mutations.

There is a big need for new treatment procedures to ad-
dress all known pathways through targeted therapy. The fact 
that these pathways are interconnected with each other and 
when one is blocked, the path can continue by an alternative 
route, should be taken into consideration by future researchers. 
Due to the limitations in available scientific data on a wid-
er spectrum of additional signaling pathways activated during 
melanogenesis, further research studies for potentially effective 
novel therapies targeting points of pathway intersections are 
needed in the field of Cutaneous melanoma treatment.
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ABSTRACT: Abstract — Sustainable electrification of mobility stems from electric vehicles (EVs), which unfortunately have 
the lowest penetration in the U.S. rural areas. Unavailability of charging infrastructure proves to be the biggest constraint for 
adoption. This study looks forward to a deeper understanding of the specific local infrastructure requirements, the socioeconomic 
context of the regions, and different strategies for investment that need to be put in place to accelerate the adoption of EVs in rural 
areas. Using data collected from the U.S. Department of Energy’s Alternative Fuels Data Center (AFDC), EV market reports, 
and census data, this research examines the minimum infrastructure density required to sustain adoption, the lags in infrastructure 
backup across regions, and the logic for investment clusters. Moreover, rural case studies undertaken demonstrate why there are 
disparate rates of success in adoption, and what challenges and possibilities exist in rural areas. The research impacts EV transition 
by providing strategic insights into the role of government and other interested parties, and in particular, how investment in short-
term charging networks will translate into long-term health benefits to rural places and the broader EV market.  

KEYWORDS: Earth and Environmental Sciences, Environmental Engineering, Environmental Effects on Ecosystems, 
Pollution Control. 

�   Introduction
The world of transportation is gradually turning electric with 

the rise of electric vehicles (EVs). However, many rural regions 
in the United States still feel disconnected from this new and 
contemporary way of transportation. The main reason appears 
to be the lack of charging stations present in rural regions. It is 
seen that the availability of charging stations is a crucial aspect 
of customer growth and confidence. But lower public funding, 
greater travel distance, and fewer charging options lead to rural 
areas facing distinct problems. Moreover, although numerous 
researchers have noted the growth of EV adoption in urban 
regions, a significant gap remains in the development of ru-
ral areas and the rest of the country as a whole. This variation 
raises an important question: To what extent does charging in-
frastructure affect EV adoption in rural communities?1

Many studies have agreed that charging infrastructure does 
play a significant role in the adoption of EVs. One example is 
Sierzchula, who discovered that having more public charging 
stations per person was more important than financial incen-
tives in 30 different countries. Moreover, in the United States, 
newer studies have demonstrated that both public and private 
infrastructure help increase adoption, although private char-
gers may have a bigger impact, around 16% more EVs for each 
extra percentage point of private coverage. Also, charging net-
works tend to divide into two phases: first, the more charging 
stations you build, the more people feel confident to buy EVs; 
then, as more people start to buy EVs, the demand becomes 
higher, and so it requires more charging stations. This process 
is often known as an indirect network effect, and it is especially 
important in rural areas due to some rural regions not hav-

ing any public charging stations within 25 square miles, while 
some urban areas have over 500.

Still, it is not about how many charging stations there are, 
but other factors like the type of charger, income levels, educa-
tion, and even regional culture can affect the adoption of EVs. 
One study by Khan explains that infrastructure is not disturbed 
equally; richer and more urbanized areas tend to have better 
access, which helps increase the inequality in who gets to ben-
efit from the EVs.2

There's a gap in the infrastructure when it comes to EV 
charging stations in rural American areas. Not only is it neces-
sary for a new infrastructure-minded approach, but more focus 
needs to be brought to the socioeconomic factors to resolve 
said issues. In doing so, these measures would ensure sustain-
able transportation across every region.3

Oftentimes, urban regions have a volume of innovations, 
new developments, and investments. This direct shift of focus 
towards the city puts rural areas at a loss. Recent investiga-
tions have noted that the locations of charging stations directly 
impact the electric vehicle (EV) market in rural America. 
This paper acknowledges a key limitation, which is the pos-
sibility of reverse causality, meaning that while it may appear 
that charging infrastructure leads to higher EV adoption, it is 
equally possible that higher EV demands attract infrastructure 
investments. Despite the fact that this study does not focus 
on methods to resolve this causality, it does look to provide 
insights by analyzing patterns, socioeconomic indicators, and 
policy differences between these two regions.4

This research paper is based on two main ideas. The indi-
rect network effect, which is when people see that there are 
enough chargers around, they feel less worried about running 
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out of battery power. That makes them more likely to buy an 
EV. Then, as more people switch, it becomes worthwhile to 
build more stations, which repeats the cycle. This is a key point 
in rural areas where infrastructure is limited. Then the sec-
ond main idea is socioeconomic access. Infrastructure needs 
to be studied in relation to people's income, education, and 
even how far they live from a charging station. Now, if we only 
count the number of stations without thinking about who has 
access to them, we might be missing important factors that 
affect the results. Moreover, I have included some variables like 
rural and urban locations, and some income levels, as suggest-
ed in the recent study by Khan.

�   Methods
This research relied on secondary information from sev-

eral reliable external sources to assess EV adoption patterns 
and charging infrastructure expansion. The U.S. Department 
of Energy's Alternative Fuels Data Center (AFDC) supplied 
extensive information sources across the nation, whether pub-
lic or private, which allowed spatial analysis of infrastructure 
coverage. Further, EV Market Reports were referenced to gain 
insight into sales patterns, behavioral changes in adoption, and 
expected growth in the EV market, including regional adop-
tion trends. Additionally, the use of Census Data enabled the 
evaluation of demographic and socioeconomic parameters of 
income levels and population concentration in less populated 
areas to interpret adoption patterns.

Now, moving on to the Geospatial and Statistical Analy-
sis. To understand how charging infrastructure is distributed, 
GIS geo-visualization software was utilized to map EV char-
ger locations by area. This visual approach helped identify 
infrastructure gaps, especially in rural regions, and allowed for 
clearer comparisons between areas of EV adoption. In addition 
to this information, a correlation analysis was conducted to 
establish the relationship between EV sales per capita and the 
density of charging stations. This helped us determine wheth-
er areas with more infrastructure saw proportionally higher 
adoption rates. Additionally, to build on these findings, a mul-
tiple linear regression model was developed to estimate the 
impact of infrastructure and income levels on EV adoption.5

The model incorporated key variables such as the number 
of chargers per square mile, median household income, and 
a rural versus urban classification. Commands were included 
for population size and regional differences to strengthen the 
results.

Moreover, to explore spatial disparities more concisely, this 
study conducted a regional analysis that classifies countries 
into three categories—low, medium, or high—in terms of 
charging infrastructure density. Within these categories, EV 
adoption rates were compared and analyzed alongside demo-
graphic data to identify any barriers or regional constraints.6

Furthermore, a rural versus urban comparison was carried 
out within individual states, particularly focusing on two 
case studies, which are rural Kentucky and urban San Fran-
cisco. This approach helped control for state-level policy and 
funding environment while revealing localized inequalities in 
access and adoption.

�   Result and Discussion 
3.1 Data Analysis and Statistical Findings:
The analysis demonstrated significant variations in elec-

tric vehicle adoption rates between urban and rural areas in 
the United States, specifically between the San Francisco 
Bay Area and the state of Kentucky. The correlation analysis 
demonstrated a strong positive relationship between the avail-
ability of EV charging infrastructure and adoption rates, with 
a correlation coefficient of r = 0.78 and p < 0.01. This indicates 
that areas with higher concentrations of charging stations tend 
to see faster growth in EV usage, confirming the importance of 
infrastructure availability in enabling adoption.7

For a better understanding of this relationship, a linear re-
gression model was applied, incorporating charging station 
density, median income, and even education levels as indepen-
dent variables. The model accounted for 68% of the variation 
in EV adoption growth R² = 0.68 Basically, in urban areas like 
the San Francisco Bay Area, charging station density rose as 
the most influential factor with a standardized coefficient of 
β = 0.56 and p < 0.01. While in rural areas such as Kentucky, 
infrastructure still showed a statistically significant effect, 
although weaker, with β = 0.32 and p < 0.05. These results 
emphasize the regional difference not only in infrastructure 
but also in how effectively it adapts to adoption.8

CAUTION: The reliability of data from rural areas is lim-
ited due to underreporting and the lack of disaggregated EV 
sales data.

3.2 Figures, Graphs, and Equations:
Figure 1. The top 10 largest metro areas for electric vehicle 

charging stations.9

The figure from above, Figure 1, shows the top ten metro-
politan areas in the United States for electric vehicle owning 
renters. Within these areas, San Francisco ranks sixth place 
with 6.3% of rentals offering access to charging infrastructure. 
This supports the claim that infrastructure accessibility plays 
an important role in regional EV adoption.

DOI: 10.36838/v8i2.103

Figure 1: Shows the top 10 metro areas in the U.S. where renters have the 
best access to EV charging stations. San Jose is at the top with 10.3%, and San 
Francisco comes in sixth with 6.3%. This supports the idea that better access 
to chargers, especially in urban areas, really helps boost EV adoption.
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As mentioned before, Figure 2 presents a comparison of 
public EV charging stations by state as of 2023. California sur-
passes other states, with over 14,000 stations, while Kentucky 
has significantly fewer. The visual contrast between these two 
states illustrates the infrastructure gap that contributes to 
adoption inequality between urban and rural contexts.

The regression equation used in the analysis is
Equation 1: Y = β₀ + β₁X₁ + β₂X₂ + ε
where 𝑌 represents the annual growth rate in EV adoption, 

X₁ is the charging station density (measured in stations per 
1,000 square miles), X₂ is the median household income, and 
ε is the error term. Now, in urban regions, the coefficient for 
charging station density was 0.56 and statistically significant 
at p < 0.01, while income had a slightly lower influence with = 
0.41 and p < 0.05. In rural regions, the effect of the infrastruc-
ture was still significant with β = 0.32; however, the influence 
of income was more muted. This demonstrates accurately and 
confirms that the infrastructure plays an essential role in both 
settings, although its effect is amplified in urban areas.11

3.3 Reflections and Limitations:
The study faced several limitations that must be mentioned. 

First, data on private charging stations were not included in the 
analysis, which may have resulted in an underestimation of the 
actual infrastructure availability, particularly in urban settings 
where home-based charging is more common. Second, the 
lack of unfiltered rural data imposed some challenges, as EV 
sales figures were often aggregated at the state level, making 
it even more difficult to isolate patterns within smaller rural 
communities. Third, the regression model did not incorporate 
variables such as cultural resistance to electric vehicles, grid 
capacity constraints, or the presence of state-level incentives, 
which may have influenced adoption outcomes, especially in 
rural areas. Lastly, the dataset simplified demographics by 
focusing mainly on income and education, potentially over-

looking other relevant factors such as household size, previous 
vehicle ownership habits, or even awareness of environmental 
policy.12

Despite these limitations, the consistency of our findings 
across different statistical methods strengthens the credibility 
of the study’s conclusions.

3.4 Interpretation of Findings:
The main hypothesis of the study, as mentioned before, that 

urban areas such as the San Francisco Bay Area would show 
significantly higher rates of EV adoption than rural regions 
like Kentucky, conditional on infrastructure presence and eco-
nomic factors, was validated by the data. Some urban residents 
benefit from dense charging networks, shorter average travel 
distances, and even higher income levels, all of which lower 
practical and psychological barriers to EV usage.13

The data also suggest that modest infrastructure in rural ar-
eas is not enough to stimulate widespread adoption. While EV 
chargers are indeed present in states like Kentucky, the low 
adoption rate indicates that other unmeasured variables, such 
as cultural hesitancy or lack of policy outreach, may be playing 
a role.

�   Conclusion 
This paper analyses the role of charging infrastructure and 

household income on the rates of EV uptake using the San 
Francisco Bay Area and Kentucky as representative case stud-
ies for urban and rural territories, respectively. The results 
indeed confirmed the hypothesis, with regard to both charging 
station density and household income: these factors appear to 
be influencing EV adoption significantly. The urban centers 
presented more infrastructure and population that facilitated 
higher adoption rates, while the rural areas suffered from in-
adequate infrastructure and poor economies, which made the 
uptake rate quite dismal.14

Even though this paper provides new perspectives that rein-
force the importance of physical infrastructure and economic 
capacity, it raises additional questions for future research con-
sideration. Why do areas with medium charging infrastructure 
density exhibit slower adoption rates? What role do cultur-
al attitudes and psychological factors play in influencing EV 
adoption, particularly in rural communities? Future research 
should focus on these aspects, incorporating qualitative data 
from EV adopters and non-adopters to better understand 
the underlying barriers. Additionally, exploring the impact 
of specific policy measures, outreach programs, and emerging 
technologies like portable chargers could provide valuable in-
sights into overcoming rural infrastructure deficits.

This research highlights the importance of adopting proper 
approaches in rural areas while there is still an ongoing urban 
adoption race. Significant allocation of resources into rural 
charging infrastructure and subsidies directed at income-gen-
erating activities, as well as setting up region-specific strategies, 
are essential to enable a smoother movement to sustainable 
means of transportation. Equal access and popularity of elec-
tric mobility to targeted rural locations, coupled with creative 

Figure 2: The graph shows how many public charging stations each U.S. 
state had in 2023. California is way ahead with 14,000 stations, while states 
like Kentucky have many fewer. This big difference helps explain why rural 
areas are struggling more with EV adoption compared to cities.
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and joint efforts, will help to bridge the urban-rural EV adop-
tion gap.
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